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In this paper, we present a fast algorithm of Moore-Penrose inverse for \( m \times n \) Loewner-type matrix with full column rank by forming a special block matrix and studying its inverse. Its computation complexity is \( O(mn) + O(n^3) \), but it is \( O(mn^2) + O(n^3) \) by using \( L^* = (L^T L)^{-1} L^T \).

1. Introduction

Loewner matrix was first studied by Loewner in 1934 in [1]. He studied the relations of various Loewner matrices via the characteristic of the monotone matrix function and the problem of rational interpolation at that time. Since then, more further studies had been carried out by many scientists in [2–5], such as Belevitch, Donoghue Jr., Fiedler, Chen and Zhang. From their mentioned works, we can find various properties of Loewner matrix and its application in the rational interpolation. In 1984, Vavřín presented a fast algorithm for the inverse of Loewner matrix in [6], then the fast algorithm for the Loewner system was got accordingly. Rost and Vavřín presented a fast algorithm for the system whose coefficient is a Loewner-Vandermonde matrix from 1995 to 1996 in [7, 8]. Lu gave a fast triangular factorization algorithm for the symmetrical Loewner-type matrix in 2003 in [9]. Xu et al. and so forth gave a fast triangular factorization algorithm for the inverse of symmetrical Loewner-type matrix in 2003 in [10]. In 2009, Tong et al. gave a fast algorithm of the Moore-Penrose inverse for \( m \times n \) symmetrical Loewner-type matrix [11]. In this paper, we generalize the fast algorithm of symmetrical Loewner-type matrix to the Loewner-type matrix. The theory and computation of generalized inverse matrix arise in various applications such as optimization theory, control theory, computation mathematics, and mathematical statistics.
Therefore, there are very important theoretical and practical significance when we study the fast algorithm of Moore-Penrose inverse for the Loewner-type matrix. This paper is organized as follows: in Section 1, we present some preliminaries results. The fast algorithm of Moore-Penrose inverse for Loewner-type matrix is driven in Section 2. We give some numerical examples to illustrate the fast algorithm obtained in Section 3.

2. Preliminaries

A Loewner matrix $L_1$ is a matrix of the form $L_1 = (l_{ij})_{m 	imes n} = ((\xi_i - \eta_i)/(\alpha_i - \beta_i))_{i,j=1}^{m,n}$, where $\alpha_i$, $\beta_j$, $\xi_i$, and $\eta_j$ ($i = 1,2,\ldots,m; j = 1,2,\ldots,n$) are given numbers and $\alpha_i \neq \beta_j$. A Loewner-type matrix $L$ is a matrix which satisfies

$$\tilde{D}L - LD = \sum_{j=1}^{f} p^{(j)} q^{(j)T},$$

where $\tilde{D} = \text{diag}(\alpha_1, \alpha_2, \ldots, \alpha_m)$, $D = \text{diag}(\beta_1, \beta_2, \ldots, \beta_n)$, $p^{(j)} = (p_1^{(j)}, p_2^{(j)}, \ldots, p_m^{(j)})^T$, and $q^{(j)} = (q_1^{(j)}, q_2^{(j)}, \ldots, q_n^{(j)})^T$. Loewner matrix $L_1$ is a special case of Loewner-type matrix, and it satisfies $DL_1 - L_1D = (\xi_1, \ldots, \xi_m)^T(1, \ldots, 1)^T(\eta_1, \ldots, \eta_n)^T$.

Let $n$ be the rank of $m \times n$ Loewner-type matrix $L$. Forming an $m + n$ matrix

$$M = \begin{pmatrix} -I_m & L \\ L^T & 0 \end{pmatrix},$$

we obtain

$$M^{-1} = \begin{pmatrix} L(L^TL)^{-1}L^T - I_m & LL^+ - I_m \\ (L^TL)^{-1}L^T & (L^TL)^{-1} \end{pmatrix} = \begin{pmatrix} (L^TL)^+ & L^+ \\ L^+ & (L^TL)^{-1} \end{pmatrix}. \tag{2.3}$$

It is obvious that we may obtain the Moore-Penrose inverse $L^+$ of Loewner-type matrix $L$ by (2.3) if we can get $M^{-1}$.

Now let us begin to find $M^{-1}$.

The following result will be useful for getting $M^{-1}$.

**Lemma 2.1** (see [12]). Let all the leading principal submatrices $S_i$ ($i = 1,2,\ldots,n$) of matrix $S = (s_{ij})_{m \times n}$ whose order is $n$ be invertible. Linear system $Sx = b$ be given, where $b = (b_1,b_2,\ldots,b_n)^T$. Note that $b_i = (b_1, b_2, \ldots, b_i)^T$, and let $x_i = (x_{1i}, x_{2i}, \ldots, x_{ni})^T$, $u_i = (u_{1i}, u_{2i}, \ldots, u_{ni})^T$ be solution vectors of linear systems $S_ix_i = b_i$, $S_iu_i = e_i^{(i)}$ differently, then

$$x_i = \begin{pmatrix} x_{i-1} \\ 0 \end{pmatrix} + \sigma_i u_i, \tag{2.4}$$

where $\sigma_i = b_i - \sum_{j=1}^{i-1} s_{ij} x_{i-1,j}$. 

3. Fast Algorithm of the Moore-Penrose Inverse for Loewner-Type Matrix

By using (2.1), we know that $\mathbf{M}$ satisfies

$$
\begin{bmatrix}
\mathbf{D} \\
\mathbf{D}_{i-m}
\end{bmatrix}
- \mathbf{M}
\begin{bmatrix}
\mathbf{D} \\
\mathbf{D}_{i-m}
\end{bmatrix}
= \sum_{j=1}^{l}
\begin{bmatrix}
\mathbf{p}^{(j)} \\
\mathbf{0}_m
\end{bmatrix}
\begin{bmatrix}
\mathbf{0}_m^T \\
\mathbf{q}^{(j)T}
\end{bmatrix}
- \begin{bmatrix}
\mathbf{0}_m \\
\mathbf{q}^{(j)}
\end{bmatrix}
\begin{bmatrix}
\mathbf{p}^{(j)T} \\
\mathbf{0}_m^T
\end{bmatrix}.
$$

(3.1)

Let all the leading principal submatrices $\mathbf{M}_i$ ($i = 1, 2, \ldots, m + n$) of $\mathbf{M}$ be invertible. If $i > m$, by virtue of (3.1), we have

$$
\begin{bmatrix}
\mathbf{D} \\
\mathbf{D}_{i-m}
\end{bmatrix}
\mathbf{M}_i
- \mathbf{M}_i
\begin{bmatrix}
\mathbf{D} \\
\mathbf{D}_{i-m}
\end{bmatrix}
= \sum_{j=1}^{l}
\begin{bmatrix}
\mathbf{p}^{(j)} \\
\mathbf{0}_m
\end{bmatrix}
\begin{bmatrix}
\mathbf{0}_m^T \\
\mathbf{q}^{(j)T}
\end{bmatrix}
- \begin{bmatrix}
\mathbf{0}_m \\
\mathbf{q}^{(j)}
\end{bmatrix}
\begin{bmatrix}
\mathbf{p}^{(j)T} \\
\mathbf{0}_m^T
\end{bmatrix}.
$$

(3.2)

Let $\mathbf{g}_i^{(j)} = (g_{i1}^{(j)}, g_{i2}^{(j)}, \ldots, g_{ii}^{(j)})^T$ and $\mathbf{h}_i^{(j)} = (h_{i1}^{(j)}, h_{i2}^{(j)}, \ldots, h_{ii}^{(j)})^T$ be solution vectors of linear systems

$$
\mathbf{M}_i \mathbf{g}_i^{(j)} = \begin{bmatrix}
\mathbf{p}^{(j)} \\
\mathbf{0}_{i-m}
\end{bmatrix}, \quad \mathbf{M}_i \mathbf{h}_i^{(j)} = \begin{bmatrix}
\mathbf{0}_m \\
\mathbf{q}^{(j)}
\end{bmatrix} (i = m, m + 1, \ldots, m + n)
$$

(3.3)

differently, then using $\mathbf{M}_m = -\mathbf{I}_m$, we obtain $\mathbf{g}_m^{(j)} = -\mathbf{p}^{(j)}, \mathbf{h}_m^{(j)} = \mathbf{0}_m$. By virtue of Lemma 2.1 we have

$$
\mathbf{g}_i^{(j)} = \begin{bmatrix}
\mathbf{g}_{i-1}^{(j)} \\
\mathbf{0}
\end{bmatrix} + \sigma_i^{(j)} \mathbf{u}_i, \quad \mathbf{h}_i^{(j)} = \begin{bmatrix}
\mathbf{h}_{i-1}^{(j)} \\
\mathbf{0}
\end{bmatrix} + \tau_i^{(j)} \mathbf{u}_i,
$$

(3.4)

where $\sigma_i^{(j)} = -\sum_{k=1}^{m+1} h_{k,i-m} g_{i-1,k}^{(j)}$, $\tau_i^{(j)} = q_{i-m}^{(j)} - \sum_{k=1}^{m+1} h_{i-1,k}^{(j)} g_{i,m+1,k}^{(j)}$, and $\mathbf{u}_i = (u_{i1}, u_{i2}, \ldots, u_{im})^T$ is a solution vector of $\mathbf{M}_i \mathbf{u}_i = \mathbf{e}_i^{(j)}$. Multiplying (3.2) by $\mathbf{M}_i^{-1}$ on the left and on the right differently, we obtain

$$
\mathbf{M}_i^{-1}
\begin{bmatrix}
\mathbf{D} \\
\mathbf{D}_{i-m}
\end{bmatrix}
- \begin{bmatrix}
\mathbf{D} \\
\mathbf{D}_{i-m}
\end{bmatrix}
\mathbf{M}_i^{-1}
= \sum_{j=1}^{l} \begin{bmatrix}
\mathbf{g}_i^{(j)} \\
\mathbf{h}_i^{(j)}
\end{bmatrix}
\begin{bmatrix}
\mathbf{h}_i^{(j)T} \\
\mathbf{g}_i^{(j)T}
\end{bmatrix}.
$$

(3.5)

Multiplying (3.5) by $\mathbf{e}_i^{(j)}$ and noting that $\begin{bmatrix}
\mathbf{D} \\
\mathbf{D}_{i-m}
\end{bmatrix} \mathbf{e}_i^{(j)} = \beta_{i-m} \mathbf{e}_i^{(j)}$, we have

$$
\beta_{i-m} \mathbf{u}_i = \begin{bmatrix}
\mathbf{D} \\
\mathbf{D}_{i-m}
\end{bmatrix} \mathbf{u}_i = \sum_{j=1}^{l} \begin{bmatrix}
\mathbf{h}_i^{(j)} \\
\mathbf{g}_i^{(j)}
\end{bmatrix}
\begin{bmatrix}
\mathbf{h}_i^{(j)T} \\
\mathbf{g}_i^{(j)T}
\end{bmatrix}.
$$

(3.6)
Substituting (3.4) in (3.6) and noting that \( g_{ii}^{(j)} = \alpha_i^{(j)} u_{ii}, \ h_{ii}^{(j)} = \tau_i^{(j)} u_{ii} \), we have

\[
\hat{\beta}_{i-m} u_i - \begin{pmatrix} \mathbf{D} \\ \mathbf{D}_{i-m} \end{pmatrix} u_i = u_{ii} \sum_{j=1}^{l} \left( \tau_i^{(j)} \begin{pmatrix} g_{i-1}^{(j)} \\ 0 \end{pmatrix} - \alpha_i^{(j)} \begin{pmatrix} h_{i-1}^{(j)} \\ 0 \end{pmatrix} \right),
\]

(3.7)

and hence,

\[
u_{ki} = \begin{cases} 
\frac{u_{ii} \sum_{j=1}^{l} (\tau_i^{(j)} g_{i-1,k}^{(j)} - \alpha_i^{(j)} h_{i-1,k}^{(j)})}{\hat{\beta}_{i-m} - \alpha_k} & (k = 1, 2, \ldots, m), \\
\frac{u_{ii} \sum_{j=1}^{l} (\tau_i^{(j)} g_{i-1,k}^{(j)} - \alpha_i^{(j)} h_{i-1,k}^{(j)})}{\hat{\beta}_{i-m} - \hat{\beta}_{k-m}} & (k = m + 1, m + 2, \ldots, i - 1).
\end{cases}
\]

(3.8)

Now, let us look for \( u_{ii} \). Choosing the \( i \)th of \( \mathbf{M} u_i = \mathbf{e}_i^{(j)} \), namely

\[
\sum_{k=1}^{m} l_{k,i-m} u_{ki},
\]

(3.9)

and using (3.8), we have

\[
u_{ii} = \frac{1}{\sum_{k=1}^{m} l_{k,i-m} / (\hat{\beta}_{i-m} - \alpha_k) \left[ \sum_{j=1}^{l} (\tau_i^{(j)} g_{i-1,k}^{(j)} - \alpha_i^{(j)} h_{i-1,k}^{(j)}) \right]^T}.
\]

(3.10)

Note that \( \mathbf{M}^{-1} = (\mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_{m+n}) \), where \( \mathbf{v}_i = (v_{i1}, v_{i2}, \ldots, v_{m+n,i})^T \) is the \( i \)th column of \( \mathbf{M}^{-1} \), then

\[
\mathbf{v}_{m+n} = \mathbf{u}_{m+n}.
\]

(3.11)

Letting \( i = m + n \) in (3.5) and multiplying it by \( \mathbf{e}_k^{(m+n)} (k > m) \) on the right, we have

\[
\hat{\beta}_{k-m} \mathbf{v}_k - \begin{pmatrix} \mathbf{D} \\ \mathbf{D} \end{pmatrix} \mathbf{v}_k = \sum_{j=1}^{l} \left( h_{m+n,k}^{(j)} g_{m+n,k}^{(j)} - \delta_{m+n,k}^{(j)} h_{m+n,k}^{(j)} \right).
\]

(3.12)

So, we obtain the fast algorithm of Moore-Penrose inverse \( \mathbf{L}^+ \) of Loewner-type matrix \( \mathbf{L} \) by (2.3), (3.4), and (3.8)–(3.12).

**Algorithm**

**Step 1.**

\[
g_m^{(j)} = -p^{(j)}, \quad h_m^{(j)} = 0 \quad (j = 1, 2, \ldots, l),
\]

(3.13)
For $i = m + 1, m + 2, \ldots, m + n$,

$$
\sigma_1^{(j)} = - \sum_{k=1}^{m} l_{k,i-m} g_{i-1,k}, \quad \tau_i^{(j)} = q_{i-m}^{(j)} - \sum_{k=1}^{m} l_{k,i-m} h_{i-1,k}^{(j)} \quad (j = 1, 2, \ldots, l),
$$

$$
t_{ik} = \sum_{j=1}^{i} \left( \tau_i^{(j)} g_{i-1,k}^{(j)} - \sigma_i^{(j)} h_{i-1,k}^{(j)} \right) \quad (k = 1, 2, \ldots, i - 1),
$$

$$
\lambda_i = \sum_{k=1}^{m} l_{k,i-m} \frac{t_{ik}}{\beta_{i-m} - \alpha_k}, \quad u_{ii} = \frac{1}{\lambda_i},
$$

(3.14)

$$
u_{u_{kk}} = \frac{u_{ii} - t_{ik}}{\beta_{i-m} - \alpha_k} \quad (k = m + 1, m + 2, \ldots, i - 1),
$$

$$
g_{i}^{(j)} = \left( \begin{array}{c}
g_{i-1}^{(j)} \\
0
\end{array} \right) + \sigma_i^{(j)} u_{i}, \quad h_{i}^{(j)} = \left( \begin{array}{c}
h_{i-1}^{(j)} \\
0
\end{array} \right) + \tau_i^{(j)} u_{i} \quad (j = 1, 2, \ldots, l).
$$

Step 2.

$$
v_{i,m+n} = u_{i,m+n} \quad (i = 1, 2, \ldots, m). \quad (3.15)
$$

For $k = m + 1, \ldots, m + n - 1$,

$$
v_{ik} = \frac{1}{\beta_{k-m} - \alpha_k} \sum_{j=1}^{m} \left( g_{i,m+n,j}^{(j)} h_{m+n,k}^{(j)} - h_{m+n,k}^{(j)} g_{i,m+n,j}^{(j)} \right) \quad (i = 1, \ldots, m),
$$

(3.16)

then

$$
L^T = \begin{pmatrix}
v_{1,m+1} & \cdots & v_{m,m+1} \\
\vdots & & \vdots \\
v_{1,m+n} & \cdots & v_{m,m+n}
\end{pmatrix}.
$$

(3.17)

The algorithm requires $(7l - 3)mn + ln^2 + O(m)$ multiplication and division operations and $(5l - 3)mn + (l/2)n^2 + O(m)$ addition and subtraction operations, and the computation complexity is $O(mn) + O(n^2)$, but it is $O(mn^2) + O(n^3)$ by using $L^+ = (L^T L)^{-1} L^T$.

4. Numerical Examples

We get the Moore-Penrose inverse matrix of Loewner-type matrix with Fortran program in computer, and the results of the partial numerical examples are given as follows in Table 1 (the error is measured by the 2-norm of vector, and the time is measured by second).
Table 1

<table>
<thead>
<tr>
<th>Orders of matrix</th>
<th>Fast algorithm</th>
<th>$L^+ = (L^T L)^{-1} L^T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>$n$</td>
<td>Err.</td>
</tr>
<tr>
<td>10000</td>
<td>20</td>
<td>7.254e−16</td>
</tr>
<tr>
<td>20000</td>
<td>20</td>
<td>2.398e−15</td>
</tr>
<tr>
<td>30000</td>
<td>20</td>
<td>2.019e−15</td>
</tr>
<tr>
<td>40000</td>
<td>20</td>
<td>9.108e−14</td>
</tr>
<tr>
<td>60000</td>
<td>20</td>
<td>4.901e−14</td>
</tr>
</tbody>
</table>

Example 1. Consider

$$
\alpha_i = \frac{(i - 1) \pi}{m - n + 1}, \quad \beta_j = \frac{(j + 1) \pi}{m + n - 1}, \quad \xi_i = (-1)^i (i - mn), \quad \eta_j = j^{i-m}.
$$

$$
p^{(1)}(i) = \frac{\xi_i}{2}, \quad p^{(2)}(i) = 1, \quad p^{(3)}(i) = \frac{\xi_i}{2}, \quad p^{(4)}(i) = 1; \quad (4.1)
$$

$$
q^{(1)}(j) = 1, \quad q^{(2)}(j) = -\eta_j, \quad q^{(3)}(j) = 1, \quad q^{(4)}(j) = -\eta_j;
$$

$$
i = 1, 2, \ldots, m; \quad j = 1, 2, \ldots, n.
$$

From above examples and many more examples not given, we find that the stability of the fast algorithm is very good, and it needs shorter time than that of $L^+ = (L^T L)^{-1} L^T$.
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