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The purpose of this paper is to give a numerical treatment for a class of nonlinear multipoint boundary value problems. The multipoint boundary condition under consideration includes various commonly discussed boundary conditions, such as the three- or four-point boundary condition. The problems are discretized by the fourth-order Numerov’s method. The existence and uniqueness of the numerical solution are investigated by the method of upper and lower solutions. The convergence and the fourth-order accuracy of the method are proved. An accelerated monotone iterative algorithm with the quadratic rate of convergence is developed for solving the resulting nonlinear discrete problems. Some applications and numerical results are given to demonstrate the high efficiency of the approach.

1. Introduction

Multipoint boundary value problems arise in various fields of applied science. An often discussed problem is the following nonlinear second-order multipoint boundary value problem:

\[-u''(x) = f(x, u(x)), \quad 0 < x < 1,\]

\[u(0) = \sum_{i=1}^{p} \alpha_i u(\xi_i), \quad u(1) = \sum_{i=1}^{p} \beta_i u(\eta_i), \quad (1.1)\]
where \( f(x,u) \) is a continuous function of its arguments and for each \( i, \alpha_i, \beta_i \in [0, \infty) \) and \( \xi_i, \eta_i \in (0,1) \). An application of this problem appears in the design of a large-size bridge with multipoint supports, where \( u(x) \) denotes the displacement of the bridge from the unloaded position (e.g., see [1]). For other applications of problem (1.1), we see [2–4] and the references therein. It is allowed in (1.1) that \( \alpha_i = 0 \) or \( \beta_i = 0 \) for some or all \( i \). This implies that the boundary condition in (1.1) includes various commonly discussed multipoint boundary conditions. In particular, the boundary condition in (1.1) is reduced to

\[
 u(0) = 0, \quad u(1) = \sum_{i=1}^{P} \beta_i u(\eta_i), \tag{1.1_a}
\]

if \( \alpha_i = 0 \) for all \( i \) (see [5–14]), to the form

\[
 u(0) = \sum_{i=1}^{P} \alpha_i u(\xi_i), \quad u(1) = 0, \tag{1.1_b}
\]

if \( \beta_i = 0 \) for all \( i \) (see [15]), to the four-point boundary condition

\[
 u(0) = \alpha u(\xi), \quad u(1) = \beta u(\eta), \tag{1.1_c}
\]

if \( p = 1 \) and \( \xi_1 = \xi, \eta_1 = \eta \) (see [11, 15–17]), and to the two-point boundary condition

\[
 u(0) = u(1) = 0, \tag{1.1_d}
\]

if \( \alpha_i = 0 \) and \( \beta_i = 0 \) for all \( i \). Condition (1.1_c) includes the three-point boundary condition when \( \xi = \eta \) (see [16, 17]).

The study of multipoint boundary value problems for linear second-order ordinary differential equations was initiated in [18, 19] by Il’in and Moiseev. In [20], Gupta studied a three-point boundary value problem for nonlinear second-order ordinary differential equations. Since then, more general nonlinear second-order multipoint boundary value problems in the form (1.1) have been studied. Most of the discussions were concerned with the existence and multiplicity of solutions by using different methods. Applying the fixed point index theorem in cones, the works in [5–14] showed the existence of one or more solutions to the problem (1.1)–(1.1_a), while the works in [15–17] were devoted to the existence of solutions for the three- or four-point boundary value problem (1.1)–(1.1_c). For the problem (1.1) with the more general multipoint boundary conditions, some existence results were obtained in [21, 22] by using the fixed point index theory or the topological degree theory. Based on the method of upper and lower solutions, the authors of [17, 23] obtained some sufficient conditions so that (1.1) or its some special form has at least one solution. Additional works that deal with the existence problem of nonlinear second-order multipoint boundary value problems can be found in [24–29].

On the other hand, there are also some works that are devoted to numerical methods for the solutions of multipoint boundary value problems. The work in [30] made use of the Chebyshev series for approximating solutions of nonlinear first-order multipoint
boundary value problems, and the work in [31] showed how an adaptive finite difference technique can be developed to produce efficient approximations to the solutions of nonlinear multipoint boundary value problems for first-order systems of equations. Another method for computing the solutions of nonlinear first-order multipoint boundary value problems was described in [32], where a multiple shooting technique was developed. Some other works for the computational methods of first-order multipoint boundary value problems can be seen in [33–35]. In [36–38] the authors gave several constructive methods for the solutions of multipoint discrete boundary value problems, including the method of adjoints, the invariant embedding method, and the shooting-type method. In the case of second-order multipoint boundary value problems, there are only a few computational algorithms in the literature. The paper [39] set up a reproducing kernel Hilbert space method for the solution of a second-order three-point boundary value problem. Based upon the shooting technique, a numerical method was developed in [1] for approximating solutions and fold bifurcation solutions of a class of second-order multipoint boundary value problems.

As we know, Numerov’s method is one of the well-known difference methods to solve the second-order ordinary differential equation $-u'' = f(x, u)$. Because Numerov’s method possesses the fourth-order accuracy and a compact property, it has attracted considerable attention and has been extensively applied in practical computations (cf. [40–51]). Although many theoretical investigations have focused on Numerov’s method for two-point boundary conditions such as (1.1a) (cf. [40, 41, 43, 44, 47–51]), there is relatively little discussion on the analysis of Numerov’s method applied to fully multipoint boundary conditions in (1.1). The study presented in this paper is aimed at filling in such a gap by considering Numerov’s method for the numerical solution of the multipoint boundary value problem (1.1) with the more general boundary conditions, including the boundary conditions (1.1a), (1.1b), and (1.1c). It is not difficult to give a Numerov’s difference approximation to (1.1) in the same manner as that for two-point boundary value problems. However, a lack of explicit information about the boundary value of the solution in the multipoint boundary conditions prevents us from using the standard analysis process of treating two-point boundary value problems, and so we here develop a different approach for the analysis of Numerov’s difference approximation to (1.1). Our specific goals are (1) to establish the existence and uniqueness of the numerical solution, (2) to show the convergence of the numerical solution to the analytic solution with the fourth-order accuracy, and (3) to develop an efficient computational algorithm for solving the resulting nonlinear discrete problems. To achieve the above goals, we use the method of upper and lower solutions and its associated monotone iterations. It should be mentioned that the proposed fourth-order Numerov’s discretization methodology may be straightforwardly extended to the following nonhomogeneous multipoint boundary condition:

$$u(0) = \sum_{i=1}^{p} \alpha_i u(\xi_i) + \lambda_1, \quad u(1) = \sum_{i=1}^{p} \beta_i u(\eta_i) + \lambda_2, \quad (1.2)$$

where $\lambda_1$ and $\lambda_2$ are two prescribed constants.

The outline of the paper is as follows. In Section 2, we discretize (1.1) into a finite difference system by Numerov’s technique. In Section 3, we deal with the existence and
uniqueness of the numerical solution by using the method of upper and lower solutions. The convergence of the numerical solution and the fourth-order accuracy of the method are proved in Section 4. Section 5 is devoted to an accelerated monotone iterative algorithm for solving the resulting nonlinear discrete problem. Using an upper solution and a lower solution as initial iterations, the iterative algorithm yields two sequences that converge monotonically from above and below, respectively, to a unique solution of the resulting nonlinear discrete problem. It is shown that the rate of convergence for the sum of the two produced sequences is quadratic (the error metric is the sum of the infinity norm of the error between the $m$th-iteration of the upper solution and the true solution with the infinity norm of the error between the $m$th-iteration of the lower solution and the true solution) and under an additional requirement, the quadratic rate of convergence is attained for one of these two sequences. In Section 6, we give some applications to three model problems and present some numerical results demonstrating the monotone and rapid convergence of the iterative sequences and the fourth-order accuracy of the method. We also compare our method with the standard finite difference method and show its advantages. The final section contains some concluding remarks.

2. Numerov’s Method

Let $h = 1/L$ be the mesh size, and let $x_i = ih (0 \leq i \leq L)$ be the mesh points in $[0,1]$. Assume that for all $1 \leq i \leq p$, the points $\xi_i$ and $\eta_i$ in the boundary condition of (1.1) serve as mesh points. This assumption is always satisfied by a proper choice of mesh size $h$. For convenience, we use the following notations:

$$S_a[u(\xi)] = \sum_{i=1}^{p} \alpha_i u(\xi_i), \quad S_\beta[u(\eta)] = \sum_{i=1}^{p} \beta_i u(\eta_i)$$ (2.1)

and introduce the finite difference operators $\delta_h^2$ and $\rho_h$ as follows:

$$\delta_h^2 u(x_i) = u(x_{i-1}) - 2u(x_i) + u(x_{i+1}), \quad 1 \leq i \leq L - 1,$$

$$\rho_h u(x_i) = \frac{h^2}{12} (u(x_{i-1}) + 10u(x_i) + u(x_{i+1})), \quad 1 \leq i \leq L - 1.$$ (2.2)

Using the following Numerov’s formula (cf. [52, 53]):

$$\delta_h^2 u(x_i) = \rho_h u''(x_i) + O(h^6), \quad 1 \leq i \leq L - 1,$$ (2.3)

we have from (1.1) and (2.1) that

$$-\delta_h^2 u(x_i) = \rho_h f(x_i, u(x_i)) + O(h^6), \quad 1 \leq i \leq L - 1,$$

$$u(0) = S_a[u(\xi)], \quad u(1) = S_\beta[u(\eta)].$$ (2.4)
After dropping the $O(h^6)$ term, we derive a Numerov’s difference approximation to (1.1) as follows:

\[-\delta_h^2 u_h(x_i) = \rho_h f(x_i, u_h(x_i)), \quad 1 \leq i \leq L - 1,\]

\[u_h(0) = S_\alpha [u_h(\xi)], \quad u_h(1) = S_\beta [u_h(\eta)],\]

where $u_h(x_i)$ represents the approximation of $u(x_i)$.

For two constants $\underline{M}$ and $\overline{M}$ satisfying $\overline{M} \geq \underline{M} > -\pi^2$, we define

\[h(\underline{M}, \overline{M}) = \begin{cases} 
\sqrt{\frac{12}{\overline{M}}}, & \overline{M} > -8, \ \underline{M} > 0, \\
1, & \overline{M} > -8, \ \underline{M} \leq 0, \\
\min \left\{ \sqrt{\frac{12}{\overline{M}}}, \sqrt{\frac{12}{\underline{M}} \left( \frac{1 + \underline{M} \pi^2}{\pi^2} \right)} \right\}, & \overline{M} \leq -8, \ \underline{M} > 0, \\
\sqrt{\frac{12}{\pi^2} \left( 1 + \frac{\underline{M} \pi^2}{\pi^2} \right)}, & \overline{M} \leq -8, \ \underline{M} \leq 0.
\end{cases}\]

A fundamental and useful property of the operators $\delta_h^2$ and $\rho_h$ is stated below.

**Lemma 2.1** (See Lemma 3.1 of [50]). Let $\underline{M}$, $\overline{M}$, and $M_i$ be some constants satisfying

\[-\pi^2 < \underline{M} \leq M_i \leq \overline{M}, \quad 0 \leq i \leq L.\]

If

\[-\delta_h^2 u_h(x_i) + \rho_h (M_i u_h(x_i)) \geq 0, \quad 1 \leq i \leq L - 1,

\[u_h(0) \geq 0, \quad u_h(1) \geq 0,\]

and $h < h(\underline{M}, \overline{M})$, then $u_h(x_i) \geq 0$ for all $0 \leq i \leq L$.

The following results are also useful for our forthcoming discussions. Their proofs will be given in the appendix.

**Lemma 2.2.** Assume

\[\sigma \equiv \max \left\{ \sum_{i=1}^{p} \alpha_i, \sum_{i=1}^{p} \beta_i \right\} < 1.\]

Let $\underline{M}$, $\overline{M}$, and $M_i$ be the given constants such that

\[-8(1 - \sigma) < \underline{M} \leq M_i \leq \overline{M}, \quad 0 \leq i \leq L.\]
Lemma 2.3. Let the condition \((2.9)\) be satisfied, and let \(M, \bar{M}\), and \(M_i\) be the given constants satisfying \((2.10)\). Assume that the functions \(u_h(x_i)\) and \(g(x_i)\) satisfy
\[
-\delta_h^2 u_h(x_i) + \rho_h(M_i u_h(x_i)) = g(x_i), \quad 1 \leq i \leq L - 1,
\]
\[
u_h(0) = S_{\alpha}[u_h(\xi)], \quad u_h(1) = S_{\beta}[u_h(\eta)],
\]
and \(h < h(M, \bar{M})\), then \(u_h(x_i) \geq 0\) for all \(0 \leq i \leq L\).

Then when \(h < h(M, \bar{M})\),
\[
\|u_h\|_{\infty} \leq \frac{\|g\|_{\infty}}{(8(1 - \sigma) + \min(M, 0))h^2}, \tag{2.13}
\]
where \(\|u_h\|_{\infty} = \max_{1 \leq i \leq L-1} |u_h(x_i)|\) denotes discrete infinity norm for any mesh function \(u_h(x_i)\).

Remark 2.4. It is clear from Lemma 2.1 that if \(\sigma = 0\) then the condition \((2.10)\) in Lemma 2.2 can be replaced by the weaker condition \((2.7)\). Lemmas 2.1 and 2.2 guarantee that the linear problems based on \((2.8)\) and \((2.11)\) with the inequality relation “\(\geq\)” replaced by the equality relation “\(=\)” are well posed.

3. The Existence and Uniqueness of the Solution

To investigate the existence and uniqueness of the solution of \((2.5)\), we use the method of upper and lower solutions. The definition of the upper and lower solutions is given as follows.

Definition 3.1. A function \(\bar{u}_h(x_i)\) is called an upper solution of \((2.5)\) if
\[
-\delta_h^2 \bar{u}_h(x_i) \geq \rho_h f(x_i, \bar{u}_h(x_i)), \quad 1 \leq i \leq L - 1,
\]
\[
\bar{u}_h(0) = S_{\alpha}[\bar{u}_h(\xi)], \quad \bar{u}_h(1) = S_{\beta}[\bar{u}_h(\eta)].
\]

Similarly, a function \(\tilde{u}_h(x_i)\) is called a lower solution of \((2.5)\) if it satisfies the above inequalities in the reversed order. A pair of upper and lower solutions \(\bar{u}_h(x_i)\) and \(\tilde{u}_h(x_i)\) are said to be ordered if \(\bar{u}_h(x_i) \geq \tilde{u}_h(x_i)\) for all \(0 \leq i \leq L\).
It is clear that every solution of (2.5) is an upper solution as well as a lower solution. For a given pair of ordered upper and lower solutions \( \tilde{u}_h(x_i) \) and \( \tilde{u}_h(x_i) \), we set

\[
\langle \tilde{u}_h, \tilde{u}_h \rangle = \{ u_h; \tilde{u}_h(x_i) \leq u_h(x_i) \leq \tilde{u}_h(x_i) (0 \leq i \leq L) \},
\]

\[
[\tilde{u}_h(x_i), \tilde{u}_h(x_i)] = \{ u_i \in \mathbb{R}; \tilde{u}_h(x_i) \leq u_i \leq \tilde{u}_h(x_i) \}
\]

and make the following basic hypotheses:

(H1) For each 0 \( \leq i \leq L \), there exists a constant \( M_i \) such that \( M_i > -\pi^2 \) and

\[
f(x_i, v_i) - f(x_i, v'_i) \geq -M_i (v_i - v'_i)
\]

whenever \( \tilde{u}_h(x_i) \leq v'_i \leq v_i \leq \tilde{u}_h(x_i) \);

(H2) \( h < h(M_i, M) \), where \( M = \max_{0 \leq i \leq L} M_i \) and \( M = \min_{0 \leq i \leq L} M_i \).

The existence of the constant \( M_i \) in (H1) is trivial if \( f(x, u) \) is a \( C^1 \)-function of \( u \in [\tilde{u}_h(x_i), \tilde{u}_h(x_i)] \). In fact, \( M_i \) may be taken as any nonnegative constant satisfying

\[
M_i \geq \max \{-f_u(x_i, u); u \in [\tilde{u}_h(x_i), \tilde{u}_h(x_i)]\}.
\]

**Theorem 3.2.** Let \( \tilde{u}_h(x_i) \) and \( \tilde{u}_h(x_i) \) be a pair of ordered upper and lower solutions of (2.5), and let hypotheses (H1) and (H2) be satisfied. Then system (2.5) has a maximal solution \( \bar{u}_h(x_i) \) and a minimal solution \( u_h(x_i) \) in \( \langle \tilde{u}_h, \tilde{u}_h \rangle \). Here, the maximal property of \( \bar{u}_h(x_i) \) means that for any solution \( u_h(x_i) \) of (2.5) in \( \langle \tilde{u}_h, \tilde{u}_h \rangle \), one has \( u_h(x_i) \leq \bar{u}_h(x_i) \) for all 0 \( \leq i \leq L \). The minimal property of \( u_h(x_i) \) is similarly understood.

**Proof.** The proof is constructive. Using the initial iterations \( \bar{u}_h^{(0)}(x_i) = \tilde{u}_h(x_i) \) and \( u_h^{(0)}(x_i) = \hat{u}_h(x_i) \) we construct two sequences \( \{\bar{u}_h^{(m)}(x_i)\}\) and \( \{u_h^{(m)}(x_i)\} \), respectively, from the following iterative scheme:

\[
\begin{aligned}
-\delta_h^2 u_h^{(m)}(x_i) + \mathcal{D}_h \left( M_i u_h^{(m-1)}(x_i) \right) &= \mathcal{D}_h \left( M_i u_h^{(m-1)}(x_i) + f(x_i, u_h^{(m-1)}(x_i)) \right), \quad 1 \leq i \leq L - 1, \\
\bar{u}_h^{(m)}(0) &= S_x \left[ \bar{u}_h^{(m-1)}(\xi) \right], \quad \bar{u}_h^{(m)}(1) = S_y \left[ u_h^{(m-1)}(\eta) \right],
\end{aligned}
\]

where \( M_i \) is the constant in (H1). By Lemma 2.1, these two sequences are well defined. We shall first prove that for all \( m = 0, 1, \ldots \),

\[
\bar{u}_h^{(m)}(x_i) \leq u_h^{(m+1)}(x_i) \leq u_h^{(m+1)}(x_i) \leq \bar{u}_h^{(m)}(x_i), \quad 0 \leq i \leq L.
\]

Let \( \bar{w}_h^{(0)}(x_i) = \bar{w}_h^{(0)}(x_i) - \bar{w}_h^{(1)}(x_i) \). Then by (3.1) and (3.5),

\[
-\delta_h^2 \bar{w}_h^{(0)}(x_i) + \mathcal{D}_h \left( M_i \bar{w}_h^{(0)}(x_i) \right) \geq 0, \quad 1 \leq i \leq L - 1,
\]

\[
\bar{w}_h^{(0)}(0) \geq 0, \quad \bar{w}_h^{(0)}(1) \geq 0.
\]
It follows from Lemma 2.1 that \( \overline{w}_h^{(0)}(x_i) \geq 0 \), that is, \( \overline{w}_h^{(0)}(x_i) \geq \overline{w}_h^{(1)}(x_i) \) for all \( 0 \leq i \leq L \). A similar argument using the property of a lower solution gives \( \underline{w}_h^{(1)}(x_i) \geq \underline{w}_h^{(0)}(x_i) \) for all \( 0 \leq i \leq L \). Let \( w_h^{(1)}(x_i) = \overline{w}_h^{(1)}(x_i) - \underline{w}_h^{(1)}(x_i) \). We have from (3.3) and (3.5) that

\[
-\delta^2 h w_h^{(1)}(x_i) + \rho_h \left( M_1 w_h^{(1)}(x_i) \right) \geq 0, \quad 1 \leq i \leq L - 1,
\]

\[
w_h^{(1)}(0) \geq 0, \quad w_h^{(1)}(1) \geq 0.
\]

Again by Lemma 2.1, \( w_h^{(1)}(x_i) \geq 0 \), that is, \( \overline{w}_h^{(1)}(x_i) \geq \underline{w}_h^{(1)}(x_i) \) for all \( 0 \leq i \leq L \). This proves (3.6) for \( m = 0 \). Finally, an induction argument leads to the desired result (3.6) for all \( m = 0, 1, \ldots \).

In view of (3.6), the limits

\[
\lim_{m \to \infty} \overline{u}_h^{(m)}(x_i) = \overline{u}_h(x_i), \quad \lim_{m \to \infty} \underline{u}_h^{(m)}(x_i) = \underline{u}_h(x_i), \quad 0 \leq i \leq L
\]

exist and satisfy

\[
\underline{u}_h^{(m)}(x_i) \leq \underline{u}_h^{(m+1)}(x_i) \leq \overline{u}_h(x_i) \leq \overline{u}_h^{(m+1)}(x_i) \leq \overline{u}_h^{(m)}(x_i), \quad 0 \leq i \leq L, \quad m = 0, 1, \ldots
\]

(3.10)

Letting \( m \to \infty \) in (3.5) shows that both \( \overline{u}_h(x_i) \) and \( \underline{u}_h(x_i) \) are solutions of (2.5).

Now, if \( u_h(x_i) \) is a solution of (2.5) in \( \langle \underline{u}_h, \overline{u}_h \rangle \), then the pair \( u_h(x_i) \) and \( \overline{u}_h(x_i) \) are also a pair of ordered upper and lower solutions of (2.5). The above arguments imply that \( u_h(x_i) \leq \overline{u}_h(x_i) \) for all \( 0 \leq i \leq L \). Similarly, we have \( u_h(x_i) \leq \overline{u}_h(x_i) \) for all \( 0 \leq i \leq L \). This shows that \( \overline{u}_h(x_i) \) and \( \underline{u}_h(x_i) \) are the maximal and the minimal solutions of (2.5) in \( \langle \overline{u}_h, \overline{u}_h \rangle \), respectively. The proof is completed.

Theorem 3.2 shows that the system (2.5) has a maximal solution \( \overline{u}_h(x_i) \) and a minimal solution \( \underline{u}_h(x_i) \) in \( \langle \overline{u}_h, \overline{u}_h \rangle \). If \( \overline{u}_h(x_i) = \underline{u}_h(x_i) \) for all \( 0 \leq i \leq L \), then \( \overline{u}_h(x_i) \) or \( \underline{u}_h(x_i) \) is a unique solution of (2.5) in \( \langle \overline{u}_h, \overline{u}_h \rangle \). In general, these two solutions do not coincide. Consider, for example, the case

\[
\sum_{i=1}^{p} a_i = \sum_{i=1}^{p} \beta_i = 1.
\]

(3.11)

If there exist two different constants \( \overline{c} \) and \( \underline{c} \) such that \( f(x, \overline{c}) = f(x, \underline{c}) = 0 \) for all \( x \in (0, 1) \) then both \( \overline{c} \) and \( \underline{c} \) are solutions of (2.5). Hence to show the uniqueness of a solution it is necessary to impose some additional conditions on \( a_i, \beta_i \) and \( f \). Assume that there exists a constant \( M_h \), such that

\[
f(x_i, \nu_i) - f(x_i, \nu_i') \leq -M_h (\nu_i - \nu_i'), \quad 0 \leq i \leq L
\]

(3.12)
whenever \( \tilde{u}_h(x_i) \leq v'_i \leq v_i \leq \tilde{u}_h(x_i) \). This condition is trivially satisfied if \( f(x_i, u) \) is a \( C^1 \)-function of \( u \in [\tilde{u}_h(x_i), \tilde{u}_h(x_i)] \) for all \( 0 \leq i \leq L \). In fact, \( M_u \) may be taken as

\[
M_u = \min \min_{0 \leq i \leq L} \{-f_u(x_i, u); u \in [\tilde{u}_h(x_i), \tilde{u}_h(x_i)] \}.
\] (3.13)

The following theorem gives a sufficient condition for the uniqueness of a solution.

**Theorem 3.3.** Let the conditions in Theorem 3.2 hold. If, in addition, the conditions (2.9) and (3.12) hold and either

\[
-8(1 - \sigma) < M_u \leq 0 \quad \text{or} \quad M_u > 0, h < \sqrt{\frac{12}{M_u}},
\] (3.14)

then the system (2.5) has a unique solution \( u^*_h(x_i) \) in \( (\tilde{u}_h, \tilde{u}_h) \). Moreover, the relation (3.10) holds with \( \tilde{u}_h(x_i) = u^*_h(x_i) \) for all \( 0 \leq i \leq L \).

**Proof.** It suffices to show \( \tilde{u}_h(x_i) = u^*_h(x_i) \) for all \( 0 \leq i \leq L \), where \( \tilde{u}_h(x_i) \) and \( u^*_h(x_i) \) are the limits in (3.9). Let \( w_h(x_i) = \tilde{u}_h(x_i) - u^*_h(x_i) \). Then \( w_h(x_i) \geq 0 \), and by (2.5),

\[
-\delta^2_h w_h(x_i) = D_h(f(x_i, \tilde{u}_h(x_i)) - f(x_i, u^*_h(x_i))), \quad 1 \leq i \leq L - 1,
\]

\[
w_h(0) = S_u[w_h(\xi)], \quad w_h(1) = S_\beta[w_h(\eta)].
\] (3.15)

Therefore, we have from (3.12) that

\[
-\delta^2_h w_h(x_i) + D_h(M_u w_h(x_i)) \leq 0, \quad 1 \leq i \leq L - 1,
\]

\[
w_h(0) = S_u[w_h(\xi)], \quad w_h(1) = S_\beta[w_h(\eta)].
\] (3.16)

By Lemma 2.2, \( w_h(x_i) \leq 0 \) for all \( 0 \leq i \leq L \). This proves \( \tilde{u}_h(x_i) = u^*_h(x_i) \) for all \( 0 \leq i \leq L \).

To give another sufficient condition, we assume that there exists a nonnegative constant \( \overline{M}_u \) such that

\[
|f(x_i, v_i) - f(x_i, v'_i)| \leq \overline{M}_u |v_i - v'_i|, \quad 0 \leq i \leq L
\] (3.17)

whenever \( \tilde{u}_h(x_i) \leq v'_i \leq v_i \leq \tilde{u}_h(x_i) \). If \( f(x_i, u) \) is a \( C^1 \)-function of \( u \in [\tilde{u}_h(x_i), \tilde{u}_h(x_i)] \) for all \( 0 \leq i \leq L \), the above condition is clearly satisfied by

\[
\overline{M}_u^* = \max_{0 \leq i \leq L} \max \{|f_u(x_i, u)|; u \in [\tilde{u}_h(x_i), \tilde{u}_h(x_i)]\}.
\] (3.18)

**Theorem 3.4.** Let the conditions in Theorem 3.2 hold. If, in addition, the conditions (2.9) and (3.17) hold and

\[
\overline{M}_u^* < 8(1 - \sigma),
\] (3.19)

then the conclusions of Theorem 3.3 are also valid.
Proof. Applying Lemma 2.3 with $M_i = 0$ to (3.15) leads to

$$\|w_h\|_{\infty} \leq \frac{\|g\|_{\infty}}{8(1 - \sigma)h^2},$$

(3.20)

where $g(x_i) = \partial_{h}(f(x_i, \overline{u}_h(x_i)) - f(x_i, u_h(x_i)))$. By (3.17), we obtain $\|g\|_{\infty} \leq h^2M_u\|\omega_h\|_{\infty}$. Consequently,

$$\|w_h\|_{\infty} \leq \frac{M_u\|\omega_h\|_{\infty}}{8(1 - \sigma)}.$$ 

(3.21)

This together with (3.19) implies $w_h(x_i) = 0$, that is, $\overline{u}_h(x_i) = u_h(x_i)$ for all $0 \leq i \leq L$. \qed

It is seen from the proofs of Theorems 3.2–3.4 that the iterative scheme (3.5) not only leads to the existence and uniqueness of the solution of (2.5) but also provides a monotone iterative algorithm for computing the solution. However, the rate of convergence of the iterative scheme (3.5) is only of linear order because it is of Picard type. A more efficient monotone iterative algorithm with the quadratic rate of convergence will be developed in Section 5.

4. Convergence of Numerov’s Method

In this section, we deal with the convergence of the numerical solution and show the fourth-order accuracy of Numerov’s scheme (2.5). Throughout this section, we assume that the function $f(x, u)$ and the solution $u(x)$ of (1.1) are sufficiently smooth.

Let $u(x_i)$ be the value of the solution of (1.1) at the mesh point $x_i$, and let $u_h(x_i)$ be the solution of (2.5). We consider the error $e_h(x_i) = u(x_i) - u_h(x_i)$. In fact, we have from (2.4) and (2.5) that

$$-\delta^2 e_h(x_i) = \partial_{h}(f(x_i, u(x_i)) - f(x_i, u_h(x_i))) + O(h^6), \quad 1 \leq i \leq L - 1,$$

$$e_h(0) = S_{\alpha}[e_h(\xi)], \quad e_h(1) = S_{\beta}[e_h(\eta)].$$

(4.1)

**Theorem 4.1.** Let the condition (2.9) hold, and let $[u_{\ast,i}, u_{i}^{\ast}]$ be an interval in $\mathbb{R}$ such that $u(x_i), u_h(x_i) \in [u_{\ast,i}, u_{i}^{\ast}]$. Assume that

$$\max_{0 \leq i \leq L} \max_{u \in [u_{\ast,i}, u_{i}^{\ast}]} f_u(x_i, u) < 8(1 - \sigma).$$

(4.2)

Then for sufficiently small $h$,

$$\|u - u_h\|_{\infty} \leq C^*h^4,$$

(4.3)

where $C^*$ is a positive constant independent of $h$. 
Proof. Applying the mean value theorem to the first equality of (4.1), we have

\[ -\delta_h^2 e_h(x_i) + p_h(M_i e_h(x_i)) = O(h^6), \quad 1 \leq i \leq L - 1, \]

\[ e_h(0) = S_\alpha[e_h(\xi)], \quad e_h(1) = S_\beta[e_h(\eta)], \quad (4.4) \]

where \( M_i = -f_u(x_i, \theta_i) \) and \( \theta_i \in [u_i, u_i^*] \). Let \( \overline{M} = \min_i M_i \) and \( \overline{M} = \min_i M_i \). Then by (4.2),

\[ -8(1-\sigma) < \overline{M} \leq M_i \leq \overline{M}. \]

We, therefore, obtain from Lemma 2.3 that when \( h < h(M, \overline{M}) \),

\[ \|e_h\|_\infty \leq C_1 h^2 \|O(h^6)\|_\infty, \quad (4.5) \]

where \( C_1 \) is a positive constant independent of \( h \). Finally, the error estimate (4.3) follows from \( \|O(h^6)\|_\infty \leq C_2 h^6 \) for some positive constant independent of \( h \). \( \square \)

Theorem 4.1 shows that Numerov’s scheme (2.5) possesses the fourth-order accuracy under the conditions of the theorem.

5. An Accelerated Monotone Iterative Algorithm

The iterative scheme (3.5) gives an algorithm for solving the system (2.5). However, as already mentioned in Section 3, its rate of convergence is only of linear order because it is of Picard type. To raise the rate of convergence while maintaining the monotone convergence of the sequence, we propose an accelerated monotone iterative algorithm. An advantage of this algorithm is that its rate of convergence for the sum of the two produced sequences is quadratic (in the sense mentioned in Section 1) with only the usual differentiability requirement on the function \( f(\cdot, u) \). If the function \( f_u(\cdot, u) \) possesses a monotone property in \( u \), this algorithm is reduced to Newton’s method, and one of the two produced sequences converges quadratically.

5.1. Monotone Iterative Algorithm

Let \( \tilde{u}_h(x_i) \) and \( \tilde{u}_h(x_i) \) be a pair of ordered upper and lower solutions of (2.5) and assume that \( f(\cdot, u) \) is a \( C^1 \)-function of \( u \in (\tilde{u}_h, \tilde{u}_h) \). It follows from Theorems 3.2–3.4 that (2.5) has a unique solution \( u_i^*(x_i) \) in \( (\tilde{u}_h, \tilde{u}_h) \) under the conditions of the theorems. To compute this solution, we use the following iterative scheme:

\[ -\delta_h^2 [u_h^{(m)}(x_i)] + p_h \left( M_i^{(m-1)} [u_h^{(m)}(x_i)] \right) \]

\[ = p_h \left( M_i^{(m-1)} [u_h^{(m-1)}(x_i)] + f \left( x_i, u_h^{(m-1)}(x_i) \right) \right), \quad 1 \leq i \leq L - 1, \quad (5.1) \]

\[ u_h^{(m)}(0) = S_\alpha [u_h^{(m)}(\xi)], \quad u_h^{(m)}(1) = S_\beta [u_h^{(m)}(\eta)], \]
where \( u_h^{(0)}(x_i) \) is either \( \tilde{u}_h(x_i) \) or \( \bar{u}_h(x_i) \), and for each \( i \),

\[
M_i^{(m)} = \max \{-f_u(x_i, u); u \in [\underline{u}_h^{(m)}(x_i), \bar{u}_h^{(m)}(x_i)]\}. \tag{5.2}
\]

The functions \( \underline{u}_h^{(m)}(x_i) \) and \( \bar{u}_h^{(m)}(x_i) \) in the definition of \( M_i^{(m)} \) are obtained from (5.1) with \( u_h^{(0)}(x_i) = \tilde{u}_h(x_i) \) and \( u_h^{(0)}(x_i) = \bar{u}_h(x_i) \), respectively. It is clear from (5.2) that

\[
f(x_i, v_i) - f(x_i, v_i') \geq -M_i^{(m)}(v_i - v_i'), \quad 0 \leq i \leq L, \tag{5.3}
\]

whenever \( u_h^{(m)}(x_i) \leq v_i' \leq v_i \leq \bar{u}_h^{(m)}(x_i) \). Moreover,

\[
M_i^{(m)} = \begin{cases} 
-f_u(x_i, u_h^{(m)}(x_i)), & \text{if } f_u(x_i, u) \text{ is monotone nonincreasing in } u \in [\underline{u}_h^{(m)}(x_i), \bar{u}_h^{(m)}(x_i)], \\
-f_u(x_i, u_h^{(m)}(x_i)), & \text{if } f_u(x_i, u) \text{ is monotone nondecreasing in } u \in [\underline{u}_h^{(m)}(x_i), \bar{u}_h^{(m)}(x_i)].
\end{cases} \tag{5.4}
\]

Hence, if \( f_u(x_i, u) \) is monotone nonincreasing/nondecreasing in \( u \in [\underline{u}_h^{(m)}(x_i), \bar{u}_h^{(m)}(x_i)] \) for all \( 0 \leq i \leq L \), then the iterative scheme (5.1) for \( \{\bar{u}_h^{(m)}(x_i)\}/\{u_h^{(m)}(x_i)\} \) is reduced to Newton’s form:

\[
-\rho h u_h^{(m)}(x_i) - \mathcal{D}_h \left( f_u(x_i, u_h^{(m-1)}(x_i)) u_h^{(m)}(x_i) \right) = -\rho h \left( f_u(x_i, u_h^{(m-1)}(x_i)) u_h^{(m-1)}(x_i) - f(x_i, u_h^{(m-1)}(x_i)) \right), \quad 1 \leq i \leq L - 1, \tag{5.5}
\]

\[
u_h^{(m)}(0) = S_\alpha \left[ u_h^{(m)}(\xi) \right], \quad u_h^{(m)}(1) = S_\beta \left[ u_h^{(m)}(\eta) \right].
\]

To show that the sequences given by (5.1) are well-defined and monotone for an arbitrary \( C^1 \)-function \( f(\cdot, u) \), we let \( \mathcal{M}_u \) be given by (3.13) and let

\[
\mathcal{M}_u = \max_{0 \leq i \leq L} \max \{-f_u(x_i, u); u \in [\underline{u}_h(x_i), \bar{u}_h(x_i)]\}. \tag{5.6}
\]

**Lemma 5.1.** Let the condition (2.9) hold, and let \( \tilde{u}_h(x_i) \) and \( \bar{u}_h(x_i) \) be a pair of ordered upper and lower solutions of (2.5). Assume that \( \mathcal{M}_u > -8(1 - \sigma) \) and \( h < h(\mathcal{M}_u, \mathcal{M}_a) \). Then the sequences \( \{\bar{u}_h^{(m)}(x_i)\}, \{u_h^{(m)}(x_i)\} \), and \( \{M_i^{(m)}\} \) given by (5.1) and (5.2) with \( u_h^{(0)}(x_i) = \tilde{u}_h(x_i) \) and \( u_h^{(0)}(x_i) = \bar{u}_h(x_i) \) are all well defined and possess the monotone property

\[
u_h^{(m)}(x_i) \leq u_h^{(m+1)}(x_i) \leq \bar{u}_h^{(m+1)}(x_i) \leq \bar{u}_h^{(m)}(x_i), \quad 0 \leq i \leq L, \quad m = 0, 1, \ldots. \tag{5.7}
\]
Proof. Since $M^{(0)}_i = \max\{-f_u(x_i, u); u \in [\hat{u}_h(x_i), \bar{u}_h(x_i)]\}$, $-8(1-\sigma) < M^{(0)} < M_u$ and $h < h(M_u, M_u)$, we have from Lemma 2.2 that the first iterations $\hat{u}^{(0)}_h(x_i)$ and $\bar{u}^{(1)}_h(x_i)$ are well defined. Let $\bar{u}^{(0)}_h(x_i) = \bar{u}^{(0)}_h(x_i) - \bar{u}^{(1)}_h(x_i)$. Then, by (3.1) and (5.1),

$$-\delta_h^2 \bar{u}^{(0)}_h(x_i) + M^{(0)}_i \bar{u}^{(0)}_h(x_i) \geq 0, \quad 1 \leq i \leq L - 1,$$

(5.8)

We have from Lemma 2.2 that $\bar{u}^{(0)}_h(x_i) \geq 0$, that is, $\bar{u}^{(0)}_h(x_i) \geq \bar{u}^{(1)}_h(x_i)$ for every $0 \leq i \leq L$. Similarly, by the property of a lower solution, $\bar{u}^{(1)}_h(x_i) \geq u^{(0)}_h(x_i)$ for every $0 \leq i \leq L$. Let $\omega^{(1)}_h(x_i) = \bar{u}^{(1)}_h(x_i) - \bar{u}^{(1)}_h(x_i)$. Then by (5.1) and (5.3),

$$-\delta_h^2 \omega^{(1)}_h(x_i) + M^{(0)}_i \omega^{(1)}_h(x_i) \geq 0, \quad 1 \leq i \leq L - 1,$$

(5.9)

It follows from Lemma 2.2 that $\omega^{(1)}_h(x_i) \geq 0$, that is, $\omega^{(1)}_h(x_i) \geq \omega^{(1)}_h(x_i)$ for every $0 \leq i \leq L$. This proves the monotone property (5.7) for $m = 0$.

Assume, by induction, that there exists some integer $m_0 \geq 0$ such that for all $0 \leq m \leq m_0$, the iterations $\bar{u}^{(m)}_h(x_i)$, $\bar{u}^{(m+1)}_h(x_i)$, $\bar{u}^{(m)}_h(x_i)$, and $\bar{u}^{(m+1)}_h(x_i)$ are well-defined and satisfy (5.7). Then $M^{(m+1)}_i$ is well defined and $-8(1-\sigma) < M^{(m+1)}_i < M_u$. Since $h < h(M_u, M_u)$, we have from Lemma 2.2 that the iterations $\bar{u}^{(m+2)}_h(x_i)$ and $\bar{u}^{(m+2)}_h(x_i)$ exist uniquely. Let $\bar{u}^{(m+1)}_h(x_i) = \bar{u}^{(m+1)}_h(x_i) - \bar{u}^{(m+2)}_h(x_i)$. Since

$$M^{(m+1)}_i \bar{u}^{(m+1)}_h(x_i) = \left( M^{(m+1)}_i - M^{(m)}_i \right) \bar{u}^{(m+1)}_h(x_i) + M^{(m)}_i \bar{u}^{(m+1)}_h(x_i) - M^{(m+1)}_i \bar{u}^{(m+2)}_h(x_i),$$

(5.10)

the iterative scheme (5.1) implies that

$$-\delta_h^2 \bar{u}^{(m+1)}_h(x_i) + M^{(m+1)}_i \bar{u}^{(m+1)}_h(x_i)$$

$$= M^{(m)}_i \left( \bar{u}^{(m+1)}_h(x_i) - \bar{u}^{(m+2)}_h(x_i) \right) + f \left( x_i, \bar{u}^{(m+1)}_h(x_i) \right) - f \left( x_i, \bar{u}^{(m+2)}_h(x_i) \right), \quad 1 \leq i \leq L - 1,$$

$$\bar{u}^{(m+1)}_h(0) = S_{\alpha} \left[ \bar{u}^{(m+1)}_h(\xi) \right], \quad \bar{u}^{(m+1)}_h(1) = S_{\beta} \left[ \bar{u}^{(m+1)}_h(\eta) \right].$$

(5.11)
Using the relation (5.3) yields

\[
\begin{align*}
-\delta^2_{ii} \overline{w}^{(m+1)}(x_i) + D_h \left( M_{ii}^{(m+1)} \overline{w}^{(m+1)}(x_i) \right) & \ge 0, \quad 1 \le i \le L - 1, \\
\overline{w}^{(m+1)}(0) &= S_{\alpha} \left[ \overline{w}^{(m+1)}(\zeta) \right], \\
\overline{w}^{(m+1)}(1) &= S_{\beta} \left[ \overline{w}^{(m+1)}(\eta) \right].
\end{align*}
\] (5.12)

By Lemma 2.2, \( \overline{w}^{(m+1)}(x_i) \ge 0 \), that is, \( \overline{w}^{(m+1)}(x_i) \ge \overline{w}^{(m+2)}(x_i) \) for every \( 0 \le i \le L \). Similarly we have \( \overline{w}^{(m+2)}(x_i) \ge \overline{w}^{(m+1)}(x_i) \) for every \( 0 \le i \le L \). Let \( \omega_h^{(m+2)}(x_i) = \overline{w}^{(m+2)}(x_i) - \overline{w}^{(m+2)}(x_i) \). Then by (5.1) and (5.3), \( \omega_h^{(m+2)}(x_i) \) satisfies (5.12) with \( \overline{w}^{(m+1)}(x_i) \) replaced by \( \overline{w}^{(m+2)}(x_i) \). Therefore, by Lemma 2.2, \( \omega_h^{(m+2)}(x_i) \ge 0 \), that is, \( \overline{w}^{(m+2)}(x_i) \ge \overline{w}^{(m+2)}(x_i) \) for every \( 0 \le i \le L \). This shows that the monotone property (5.7) is also true for \( m = m_0 + 1 \). Finally, the conclusion of the lemma follows from the principle of induction.

We next show monotone convergence of the sequences \( \{ \overline{u}^{(m)}(x_i) \} \) and \( \{ u^{(m)}_h(x_i) \} \).

**Theorem 5.2.** Let the hypothesis in Lemma 5.1 hold. Then the sequences \( \{ \overline{u}^{(m)}(x_i) \} \) and \( \{ u^{(m)}_h(x_i) \} \) given by (5.1) converge monotonically to the unique solution \( u^*_h(x_i) \) of (2.5) in \( \langle \overline{u}_h, \overline{u}_h \rangle \), respectively. Moreover,

\[
\overline{u}^{(m)}_h(x_i) \le \overline{u}^{(m+1)}_h(x_i) \le u^*_h(x_i) \le \overline{u}^{(m+1)}_h(x_i) \le \overline{u}^{(m)}_h(x_i), \quad 0 \le i \le L, \ m = 0, 1, \ldots
\] (5.13)

**Proof.** It follows from the monotone property (5.7) that the limits

\[
\lim_{m \to \infty} \overline{u}^{(m)}_h(x_i) = \overline{u}_h(x_i), \quad \lim_{m \to \infty} u^{(m)}_h(x_i) = u^*_h(x_i), \quad 0 \le i \le L
\] (5.14)

exist and they satisfy (3.10). Since the sequence \( \{ M_{ii}^{(m)} \} \) is monotone nonincreasing and is bounded from below by \( M_{ii} \) given in (3.13), it converges as \( m \to \infty \). Letting \( m \to \infty \) in (5.1) shows that both \( \overline{u}_h(x_i) \) and \( u^*_h(x_i) \) are solutions of (2.5) in \( \langle \overline{u}_h, \overline{u}_h \rangle \). Since \( \overline{M}_{ii} > -8(1 - \sigma) \) and \( h < h(M_{ii}, \overline{M}_{ii}) \), the condition (3.14) of Theorem 3.3 is satisfied. Thus by Theorem 3.3, \( \overline{u}_h(x_i) = u^*_h(x_i) = u^*_h(x_i) \) and \( u^*_h(x_i) \) is the unique solution of (2.5) in \( \langle \overline{u}_h, \overline{u}_h \rangle \). The monotone property (5.13) follows from (3.10).

When \( f_u(x_i, u) \) is monotone nonincreasing/nondecreasing in \( u \in [\overline{u}^{(m)}_h(x_i), \overline{u}^{(m)}_h(x_i)] \) for all \( 0 \le i \le L \), the iterative scheme (5.1) for \( [\overline{u}^{(m)}_h(x_i)] / [\overline{u}^{(m)}_h(x_i)] \) is reduced to Newton iteration (5.5). As a consequence of Theorem 5.2, we have the following conclusion.

**Corollary 5.3.** Let the hypothesis in Lemma 5.1 be satisfied. If \( f_u(x_i, u) \) is monotone nonincreasing in \( u \in [\overline{u}^{(m)}_h(x_i), \overline{u}^{(m)}_h(x_i)] \) for all \( 0 \le i \le L \), the sequence \( \{ \overline{u}^{(m)}_h(x_i) \} \) given by (5.5) with \( \overline{u}^{(0)}_h(x_i) = \overline{u}_h(x_i) \) converges monotonically from above to the unique solution \( u^*_h(x_i) \) of (2.5) in \( \langle \overline{u}_h, \overline{u}_h \rangle \). Otherwise, if \( f_u(x_i, u) \) is monotone nondecreasing in \( u \in [\overline{u}^{(m)}_h(x_i), \overline{u}^{(m)}_h(x_i)] \) for all \( 0 \le i \le L \), the sequence \( \{ \overline{u}^{(m)}_h(x_i) \} \) given by (5.5) with \( \overline{u}^{(0)}_h(x_i) = \overline{u}_h(x_i) \) converges monotonically from below to \( u^*_h(x_i) \).
5.2. Rate of Convergence

We now show the quadratic rate of convergence of the sequences given by (5.1). Assume that there exists a nonnegative constant $\overline{M}$ such that

$$\left| f_u(x_i, v_i) - f_u(x_i, v'_i) \right| \leq \overline{M} \left| v_i - v'_i \right| \quad \forall v_i, v'_i \in [\tilde{u}_h(x_i), \tilde{u}_h(x_i)], \quad 0 \leq i \leq L. \quad (5.15)$$

Clearly, this assumption is satisfied if $f(\cdot, u)$ is a C$^2$-function of $u$.

**Theorem 5.4.** Let the hypotheses in Lemma 5.1 and (5.15) hold. Also let $\{\overline{u}_h^{(m)}(x_i)\}$ and $\{u_h^{(m)}(x_i)\}$ be the sequences given by (5.1) and let $u_h^*(x_i)$ be the unique solution of (2.5) in $(\tilde{u}_h, \tilde{u}_h)$. Then there exists a constant $\rho$, independent of $m$, such that

$$\left\| \overline{u}_h^{(m)} - u_h^* \right\|_{\infty} + \left\| u_h^{(m)} - u_h^* \right\|_{\infty} \leq \rho \left( \left\| \overline{u}_h^{(m-1)} - u_h^* \right\|_{\infty} + \left\| u_h^{(m-1)} - u_h^* \right\|_{\infty} \right)^2, \quad m = 1, 2, \ldots \quad (5.16)$$

**Proof.** Let $\overline{w}_h^{(m)}(x_i) = \overline{u}_h^{(m)}(x_i) - u_h^*(x_i)$. Subtracting (2.5) from (5.1) gives

$$-\delta_h^2 \overline{w}_h^{(m)}(x_i) + \partial_h \left( M_i^{(m-1)} \overline{w}_h^{(m)}(x_i) \right) = \partial_h \left( M_i^{(m-1)} \overline{u}_h^{(m-1)}(x_i) + f(x_i, \overline{u}_h^{(m-1)}(x_i)) - f(x_i, u_h^*(x_i)) \right), \quad 1 \leq i \leq L - 1, \quad (5.17)$$

$$\overline{w}_h^{(m)}(0) = S_\alpha \left[ \overline{w}_h^{(m)}(\xi) \right], \quad \overline{w}_h^{(m)}(1) = S_\beta \left[ \overline{w}_h^{(m)}(\eta) \right].$$

By the intermediate value theorem,

$$M_i^{(m-1)} = f_u(x_i, \theta_i^{(m-1)}), \quad (5.18)$$

where $\theta_i^{(m-1)} \in [u_h^{(m-1)}(x_i), \overline{u}_h^{(m-1)}(x_i)]$, and by the mean value theorem,

$$f(x_i, \overline{u}_h^{(m-1)}(x_i)) - f(x_i, u_h^*(x_i)) = f_u(x_i, y_i^{(m-1)}) \overline{w}_h^{(m-1)}(x_i), \quad (5.19)$$

where $y_i^{(m-1)} \in [u_h^*(x_i), \overline{u}_h^{(m-1)}(x_i)]$. Let

$$g_i^{(m-1)} = \left( f_u(x_i, y_i^{(m-1)}) - f_u(x_i, \theta_i^{(m-1)}) \right) \overline{w}_h^{(m-1)}(x_i). \quad (5.20)$$

Then we have from (5.17) that

$$-\delta_h^2 \overline{w}_h^{(m)}(x_i) + \partial_h \left( M_i^{(m-1)} \overline{w}_h^{(m)}(x_i) \right) = \partial_h g_i^{(m-1)}, \quad 1 \leq i \leq L - 1, \quad (5.21)$$

$$\overline{w}_h^{(m)}(0) = S_\alpha \left[ \overline{w}_h^{(m)}(\xi) \right], \quad \overline{w}_h^{(m)}(1) = S_\beta \left[ \overline{w}_h^{(m)}(\eta) \right].$$
Since \( 8(1 - \sigma) < M_u \leq M_i^{(m-1)} \leq \overline{M}_u \) and \( h < h(M_u, \overline{M}_u) \), it follows from Lemma 2.3 that there exists a constant \( \rho_1 \), independent of \( m \), such that

\[
\left\| \overline{u}^{(m)}_h \right\|_\infty \leq \rho_1 \left\| \overline{u}^{(m-1)}_h \right\|_\infty.
\]  

(5.22)

To estimate \( g^{(m-1)}_i \), we observe from (5.15) that

\[
\left| g^{(m-1)}_i \right| \leq \overline{M} \left| y^{(m-1)}_i - \theta^{(m-1)}_i \right| \cdot \left| \overline{w}^{(m-1)}_h(x_i) \right|.
\]  

(5.23)

Since both \( y^{(m-1)}_i \) and \( \theta^{(m-1)}_i \) are in \([\underline{u}^{(m-1)}_h(x_i), \overline{u}^{(m-1)}_h(x_i)]\), the above estimate implies that

\[
\left| g^{(m-1)}_i \right| \leq \overline{M} \left| \underline{u}^{(m-1)}_h(x_i) - \overline{u}^{(m-1)}_h(x_i) \right| \cdot \left| \overline{w}^{(m-1)}_h(x_i) \right|.
\]  

(5.24)

Using this estimate in (5.22), we obtain

\[
\left\| \overline{u}^{(m)}_h \right\|_\infty \leq \rho_1 \overline{M} \left\| \underline{u}^{(m-1)}_h - \overline{u}^{(m-1)}_h \right\|_\infty \left\| \overline{w}^{(m-1)}_h \right\|_\infty.
\]  

(5.25)

or

\[
\left\| \overline{u}^{(m)}_h - \overline{u}^*_h \right\|_\infty \leq \rho_1 \overline{M} \left\| \underline{u}^{(m-1)}_h - \overline{u}^{(m-1)}_h \right\|_\infty \left\| \overline{w}^{(m-1)}_h - \overline{u}^*_h \right\|_\infty.
\]  

(5.26)

Similarly, we have

\[
\left\| \underline{u}^{(m)}_h - \overline{u}^*_h \right\|_\infty \leq \rho_1 \overline{M} \left\| \underline{u}^{(m-1)}_h - \overline{u}^{(m-1)}_h \right\|_\infty \left\| \overline{w}^{(m-1)}_h - \overline{u}^*_h \right\|_\infty.
\]  

(5.27)

Addition of (5.26) and (5.27) gives

\[
\left\| \overline{u}^{(m)}_h - \overline{u}^*_h \right\|_\infty + \left\| \underline{u}^{(m)}_h - \overline{u}^*_h \right\|_\infty \\
\leq \rho_1 \overline{M} \left\| \underline{u}^{(m-1)}_h - \overline{u}^{(m-1)}_h \right\|_\infty \left\| \underline{u}^{(m-1)}_h - \overline{u}^*_h \right\|_\infty + \left\| \underline{u}^{(m-1)}_h - \overline{u}^*_h \right\|_\infty.
\]  

(5.28)

Then the estimate (5.16) follows immediately.

\[
\square
\]

Theorem 5.4 gives a quadratic convergence for the sum of the sequences \( \{\overline{u}^{(m)}_h(x_i)\} \) and \( \{\underline{u}^{(m)}_h(x_i)\} \) in the sense of (5.16). If \( f_u(x, u) \) is monotone nonincreasing/nondecreasing in \( u \in [\underline{u}^{(m)}_h(x_i), \overline{u}^{(m)}_h(x_i)] \) for all \( 0 \leq i \leq L \), the sequence \( \{\overline{u}^{(m)}_h(x_i)\}/\{\underline{u}^{(m)}_h(x_i)\} \) has the quadratic convergence. This result is stated as follows.
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Theorem 5.5. Let the conditions in Theorem 5.4 hold. Then there exists a constant \( \rho \), independent of \( m \), such that

\[
\left\| u_h^{(m)} - u^*_h \right\|_\infty \leq \rho \left\| u_h^{(m-1)} - u^*_h \right\|_\infty^2, \quad m = 1, 2, \ldots \tag{5.29}
\]

if \( f_u(x, u) \) is monotone nonincreasing in \( u \in [u^{(m)}(x_i), u^{(m)}(x_i)] \) for all \( 0 \leq i \leq L \) and

\[
\left\| u_h^{(m)} - u^*_h \right\|_\infty \leq \rho \left\| u_h^{(m-1)} - u^*_h \right\|_\infty^2, \quad m = 1, 2, \ldots \tag{5.30}
\]

if \( f_u(x, u) \) is monotone nondecreasing in \( u \in [u^{(m)}(x_i), u^{(m)}(x_i)] \) for all \( 0 \leq i \leq L \).

Proof. Consider the monotone nonincreasing case. In this case, the sequence \( \{u_h^{(m)}(x_i)\} \) is given by (5.5) with \( u_h^{(0)}(x_i) = u_h(x_i) \). This implies that \( \theta_i^{(m-1)} = \bar{u}_h^{(m-1)}(x_i) \), where \( \theta_i^{(m-1)} \) is the intermediate value in (5.18). Since \( \gamma_i^{(m-1)} \) in (5.19) is in \( [u^*_h(x_i), u^{(m-1)}_h(x_i)] \), we see that

\[
\left| \gamma_i^{(m-1)} - \theta_i^{(m-1)} \right| \leq \left| \bar{u}_h^{(m-1)}(x_i) - u^*_h(x_i) \right|. \tag{5.31}
\]

Thus, (5.24) is now reduced to

\[
\left| S_i^{(m-1)} \right| \leq \bar{\lambda} \left| \bar{u}_h^{(m-1)}(x_i) \right|^2. \tag{5.32}
\]

The argument in the proof of Theorem 5.4 shows that (5.29) holds with \( \rho = \rho_1 \bar{\lambda} \), where \( \rho_1 \) is the constant in (5.22). The proof of (5.30) is similar. \( \square \)

6. Applications and Numerical Results

In this section, we give some applications of the results in the previous sections to three model problems. We present some numerical results to demonstrate the monotone and rapid convergence of the sequence from (5.1) and to show the fourth-order accuracy of Numerov’s scheme (2.5), as predicted in the analysis.

In order to implement the monotone iterative algorithm (5.1), it is necessary to find a pair of ordered upper and lower solutions of (2.5). The construction of this pair depends mainly on the function \( f(\cdot, u) \), and much discussion on the subject can be found in [54] for continuous problems. To demonstrate some techniques for the construction of ordered upper and lower solutions of (2.5), we assume that \( f(x, 0) \geq 0 \) for all \( x \in [0, 1] \) and there exists a nonnegative constant \( C \) such that

\[
f(x, C) \leq 0, \quad x \in [0, 1]. \tag{6.1}
\]
Then \( -\delta_h^2 C = 0 \geq \mathcal{D}_h f(x_i, C) \) for all \( 1 \leq i \leq L - 1 \). This implies that \( \tilde{u}_h(x_i) \equiv C \) and \( \tilde{u}_h(x_i) \equiv 0 \) are a pair of ordered upper and lower solutions of (2.5) if, in addition, the condition (2.9) holds. On the other hand, assume that there exist nonnegative constants \( a, b \) with \( a < 8(1 - \sigma) \) such that

\[
f(x, u) \leq au + b \quad \text{for} \quad x \in [0, 1], \ u \geq 0,
\]  

(6.2)

where \( \sigma < 1 \) is defined by (2.9). We have from Lemma 2.2 that the solution \( \tilde{u}_h(x_i) \) of the linear problem

\[
-\delta_h^2 \tilde{u}_h(x_i) - a\mathcal{D}_h \tilde{u}_h(x_i) = h^2 b, \quad 1 \leq i \leq L - 1,
\]

\[
\tilde{u}_h(0) = S_{\alpha}[\tilde{u}_h(\xi)], \quad \tilde{u}_h(1) = S_{\beta}[\tilde{u}_h(\eta)]
\]

(6.3)

exists uniquely and is nonnegative. Clearly by (6.2), this solution is a nonnegative upper solution of (2.5).

As applications of the above construction of upper and lower solutions, we next consider three specific examples. In each of these examples, the analytic solution \( u(x) \) of (1.1) is explicitly known, against which we can compare the numerical solution \( u_h^*(x_i) \) of the scheme (2.5) to demonstrate the fourth-order accuracy of the scheme. The order of accuracy is calculated by

\[
\text{error}_\infty(h) = \|u - u_h^*\|_\infty, \quad \text{order}_\infty(h) = \log_2 \left( \frac{\text{error}_\infty(h)}{\text{error}_\infty(h/2)} \right).
\]

(6.4)

All computations are carried out by using a MATLAB subroutine on a Pentium 4 computer with 2G memory, and the termination criterion of iterations for (5.1) is given by

\[
\left\| \mathcal{H}_h^{(m)} - u_h^{(m)} \right\|_\infty < 10^{-14}.
\]

(6.5)

**Example 6.1.** Consider the four-point boundary value problem:

\[
-\alpha''(x) = \theta u(x)(1 - u(x)) + q(x), \quad 0 < x < 1,
\]

\[
u(0) = \frac{1}{9} u \left( \frac{1}{2} \right), \quad u(1) = \frac{1}{8} u \left( \frac{1}{4} \right),
\]

(6.6)

where \( \theta \) is a positive constant and \( q(x) \) is a nonnegative continuous function. Clearly, problem (6.6) is a special case of (1.1) with

\[
f(x, u) = \theta u(1 - u) + q(x).
\]

(6.7)
To obtain an explicit analytic solution of (6.6), we choose

\[
q(x) = 8 + \left( \frac{\pi^2}{2} \right) \sin(2\pi x) - \theta z(x)(1 - z(x)), \quad z(x) = 4x(1 - x) + \frac{1 + \sin(2\pi x)}{8}.
\]  

(6.8)

Then the function \(u(x) = z(x)\) is a solution of (6.6). Moreover, \(q(x) \geq 0\) in \([0, 1]\) if \(\theta \leq 32 - 2\pi^2\).

For problem (6.6), the corresponding Numerov scheme (2.5) is now reduced to

\[
-\delta^2_h u_h(x_i) = p_k f(x_i, u_h(x_i)), \quad 1 \leq i \leq L - 1,
\]

\[
u_h(0) = \frac{1}{9} u_h\left(\frac{1}{2}\right), \quad u_h(1) = \frac{1}{8} u_h\left(\frac{1}{4}\right).
\]  

(6.9)

To find a pair of ordered upper and lower solutions of (6.9), we observe from (6.7) that \(f(x, 0) = q(x) \geq 0\) for all \(x \in [0, 1]\), and, therefore, \(\bar{u}_h(x_i) \equiv 0\) is a lower solution. Since \(q(x) \leq 14\), we have from (6.7) that the condition (6.2) is satisfied for the present function \(f\) with \(a = \theta\) and \(b = 14\). Therefore, the solution \(\tilde{u}_h(x_i)\) of (6.3) (corresponding to (6.9)) with \(a = \theta\) and \(b = 14\) is a nonnegative upper solution if \(\theta < 7\). This implies that \(\overline{u}_h(x_i)\) and \(\tilde{u}_h(x_i) \equiv 0\) are a pair of ordered upper and lower solutions of (6.9).

Let \(\theta = \pi/2\). Using \(\bar{u}_h^{(0)}(x_i) = \tilde{u}_h(x_i)\) and \(\underline{u}_h^{(0)}(x_i) = 0\), we compute the sequences \(\{\overline{u}_h^{(m)}(x_i)\}\) and \(\{\underline{u}_h^{(m)}(x_i)\}\) from the iterative scheme (5.1) for (6.9) and various values of \(h\). In all the numerical computations, the basic feature of monotone convergence of the sequences was observed. Let \(h = 1/32\). In Figure 1, we present some numerical results of these sequences at \(x_i = 0.5\), where the solid line denotes the sequence \(\{\overline{u}_h^{(m)}(x_i)\}\) and the dashed-dotted line stands for the sequence \(\{\underline{u}_h^{(m)}(x_i)\}\). As described in Theorem 5.2, the sequences converge to the same limit as \(m \to \infty\), and their common limit \(u_h^*(x_i)\) is the unique solution of (6.9) in \((0, \bar{u}_h)\). Besides, these sequences converge rapidly (in five iterations). More numerical results

![Figure 1: The monotone convergence of \(\{\overline{u}_h^{(m)}(x_i)\}\) and \(\{\underline{u}_h^{(m)}(x_i)\}\) at \(x_i = 0.5\) for Example 6.1.](image-url)
Table 1: Solutions \( u_h^*(x_i) \) and \( u(x_i) \) of Example 6.1.

<table>
<thead>
<tr>
<th>( x_i )</th>
<th>( u_h^*(x_i) )</th>
<th>( u(x_i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/16</td>
<td>0.40721072351325</td>
<td>0.40721042904564</td>
</tr>
<tr>
<td>1/8</td>
<td>0.650888888830290</td>
<td>0.65088834764832</td>
</tr>
<tr>
<td>3/16</td>
<td>0.849860646000007</td>
<td>0.84985994156391</td>
</tr>
<tr>
<td>1/4</td>
<td>1.00000076215892</td>
<td>1</td>
</tr>
<tr>
<td>5/16</td>
<td>1.09986046798991</td>
<td>1.09985994156391</td>
</tr>
<tr>
<td>3/8</td>
<td>1.150888889437534</td>
<td>1.15088834764832</td>
</tr>
<tr>
<td>7/16</td>
<td>1.15721073688765</td>
<td>1.15721042904564</td>
</tr>
<tr>
<td>1/2</td>
<td>1.12500002623603</td>
<td>1.12500000000000</td>
</tr>
</tbody>
</table>

Table 2: The accuracy of the numerical solution \( u_h^*(x_i) \) of Example 6.1.

<table>
<thead>
<tr>
<th>( h )</th>
<th>( \text{error}_\infty(h) )</th>
<th>( \text{order}_\infty(h) )</th>
<th>( \text{error}_\infty(h) )</th>
<th>( \text{order}_\infty(h) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/4</td>
<td>3.43422969288754e-03</td>
<td>4.10451040914224</td>
<td>2.8281377940529e-02</td>
<td>2.12179230623150</td>
</tr>
<tr>
<td>1/8</td>
<td>1.99640473104834e-04</td>
<td>4.02647943758726</td>
<td>6.49796599949681e-03</td>
<td>2.03066791458431</td>
</tr>
<tr>
<td>1/16</td>
<td>1.22506422453039e-05</td>
<td>4.00662171813206</td>
<td>1.5903235165434e-03</td>
<td>2.00765985597618</td>
</tr>
<tr>
<td>1/64</td>
<td>4.75802997002006e-08</td>
<td>4.00040916222332</td>
<td>9.87377889736214e-05</td>
<td>2.00047851945960</td>
</tr>
<tr>
<td>1/128</td>
<td>2.97292546136418e-09</td>
<td>4.00024505190767</td>
<td>2.4676261546547e-05</td>
<td>2.00011961094792</td>
</tr>
<tr>
<td>1/256</td>
<td>1.85776283245787e-10</td>
<td>4.03319325068531</td>
<td>6.1685384505399e-06</td>
<td>2.00002977942424</td>
</tr>
<tr>
<td>1/512</td>
<td>1.13469234008790e-11</td>
<td>4.062479234008790e-11</td>
<td>1.5421066295405e-06</td>
<td>2.00000000000000</td>
</tr>
</tbody>
</table>

of \( u_h^*(x_i) \) at various \( x_i \) are explicitly given in Table 1. We also list the values of the analytic solution \( u(x_i) \). Clearly, the numerical solution \( u_h^*(x_i) \) meets the analytic solution \( u(x_i) \) closely.

To further demonstrate the accuracy of the numerical solution \( u_h^*(x_i) \), we list the maximum error \( \text{error}_\infty(h) \) and the order \( \text{order}_\infty(h) \) in the first three columns of Table 2 for various values of \( h \). The data demonstrate that the numerical solution \( u_h^*(x_i) \) has the fourth-order accuracy. This coincides with the analysis very well.

For comparison, we also solve (6.6) by the standard finite difference (SFD) method. This method leads to a difference scheme in the form (6.9) with \( \mathcal{P}_h = \mathcal{O} \) (an identical operator). Thus, a similar iterative scheme as (5.1) can be used in actual computations. The corresponding maximum error \( \text{error}_\infty(h) \) and the order \( \text{order}_\infty(h) \) are listed in the last two columns of Table 2. We see that the standard finite difference method possesses only the second-order accuracy.

Example 6.2. Our second example is for the following five-point boundary value problem:

\[
-u''(x) = \frac{\theta u(x)}{1 + u(x)} + q(x), \quad 0 < x < 1,
\]

\[
u(0) = \frac{\sqrt{3}}{6} u\left(\frac{1}{4}\right), \quad u(1) = \frac{\sqrt{3}}{6} u\left(\frac{3}{4}\right),
\]

(6.10)
where \( \theta \) is a positive constant and \( q(x) \) is a nonnegative continuous function. The corresponding Numerov’s scheme (2.5) for this example is given by

\[
-\delta_h^2 u_h(x_i) = \mathcal{P}_h f(x_i, u_h(x_i)), \quad 1 \leq i \leq L - 1,
\]

\[
u_h(0) = \frac{\sqrt{3}}{6} u_h \left( \frac{1}{4} \right) + \frac{1}{4} u_h \left( \frac{1}{2} \right), \quad u_h(1) = \frac{1}{4} u_h \left( \frac{1}{2} \right) + \frac{\sqrt{3}}{6} u_h \left( \frac{3}{4} \right),
\]

where

\[
f(x_i, u_h(x_i)) = \frac{\theta u_h(x_i)}{1 + u_h(x_i)} + q(x_i), \quad 0 \leq i \leq L.
\]

Let

\[
q(x) = \left( \frac{\theta}{1 + \sin(\kappa x + \pi/6)} \right) \sin \left( \kappa x + \frac{\pi}{6} \right), \quad \kappa = \frac{2\pi}{3}.
\]

Then \( q(x) \geq 0 \) in \([0, 1]\) if \( \theta \leq 3\kappa^2/2 \), and \( u(x) = \sin(\kappa x + \pi/6) \) is a solution of (6.10). Clearly, \( \tilde{u}_h(x_i) \equiv 0 \) is a lower solution of (6.11). On the other hand, the condition (6.2) is satisfied for the present problem with \( a = \theta \) and \( b = \kappa^2 \). Therefore, the solution \( \tilde{u}_h(x_i) \) of (6.3) (corresponding to (6.11)) with \( a = \theta \) and \( b = \kappa^2 \) is a nonnegative upper solution of (6.11) if \( \theta < 2(9 - 2\sqrt{3})/3 \).

Let \( \theta = \kappa \). Using \( \tilde{u}_h^{(0)}(x_i) = \tilde{u}_h(x_i) \) and \( u_h^{(0)}(x_i) = 0 \), we compute the sequences \( \{\tilde{u}_h^{(m)}(x_i)\} \) and \( \{u_h^{(m)}(x_i)\} \) from the iterative scheme (5.1) for (6.11). Let \( h = 1/32 \). Some numerical results of these sequences at \( x_i = 0.5 \) are plotted in Figure 2, where the solid line denotes the sequence \( \{\tilde{u}_h^{(m)}(x_i)\} \) and the dashed-dotted line stands for the sequence \( \{u_h^{(m)}(x_i)\} \). We see that the sequences possess the monotone convergence given in

![Figure 2: The monotone convergence of ((\( \tilde{u}_h^{(m)}(x_i) \), \( u_h^{(m)}(x_i) \)) at \( x_i = 0.5 \) for Example 6.2.](image-url)
Theorem 5.2 and converge rapidly (in five iterations) to the unique solution $u_h^*(x_i)$ of (6.11) in $(0, \tilde{u}_h)$. The maximum error $\text{error}_\infty(h)$ and the order $\text{order}_\infty(h)$ of the numerical solution $u_h^*(x_i)$ by the scheme (6.11) and the SFD scheme are presented in Table 3. The numerical results clearly indicate that the proposed scheme (6.11) is more efficient than the SFD scheme.

Example 6.3. Our last example is given by

\[ -u''(x) = \theta \left( q^4(x) - u^4(x) \right), \quad 0 < x < 1, \]

\[
\begin{align*}
    u(0) &= \frac{\sqrt{2}}{8} u \left( \frac{1}{8} \right) + \frac{\sqrt{3}}{12} u \left( \frac{1}{4} \right) + \frac{1}{4} u \left( \frac{1}{2} \right), \\
    u(1) &= \frac{\sqrt{3}}{12} u \left( \frac{1}{4} \right) + \frac{1}{4} u \left( \frac{1}{2} \right) + \frac{\sqrt{3}}{12} u \left( \frac{3}{4} \right),
\end{align*}
\]  

(6.14)

where $\theta$ is a positive constant and $q(x)$ is a continuous function. For this example, the corresponding Numerov scheme (2.5) is reduced to

\[ -\delta_h^2 u_h(x_i) = p_h f(x_i, u_h(x_i)), \quad 1 \leq i \leq L - 1, \]

\[
\begin{align*}
    u_h(0) &= \frac{\sqrt{2}}{8} u_h \left( \frac{1}{8} \right) + \frac{\sqrt{3}}{12} u_h \left( \frac{1}{4} \right) + \frac{1}{4} u_h \left( \frac{1}{2} \right), \\
    u_h(1) &= \frac{\sqrt{3}}{12} u_h \left( \frac{1}{4} \right) + \frac{1}{4} u_h \left( \frac{1}{2} \right) + \frac{\sqrt{3}}{12} u_h \left( \frac{3}{4} \right),
\end{align*}
\]  

(6.15)

where

\[ f(x_i, u_h(x_i)) = \theta \left( q^4(x_i) - u_h^4(x_i) \right), \quad 0 \leq i \leq L. \]  

(6.16)
As in the previous examples, \( \tilde{u}_h(x_i) \equiv 0 \) is a lower solution of (6.15) and the solution \( \tilde{u}_h(x_i) \) of (6.3) (corresponding to (6.15)) with \( a = 0 \) and \( b = \kappa^2 + \theta \) is a nonnegative upper solution.

Let \( \theta = \pi^2/2 \). We compute the corresponding sequences \( \{\tilde{u}_h^{(m)}(x_i)\} \) and \( \{u_h^{(m)}(x_i)\} \) from the iterative scheme (5.1) with the initial iterations \( \tilde{u}_h^{(0)}(x_i) = \tilde{u}_h(x_i) \) and \( u_h^{(0)}(x_i) = 0. \) Let \( h = 1/32. \) Figure 3 shows the monotone and rapid convergence of these sequences at \( x_i = 0.5 \), where the solid line denotes the sequence \( \{\tilde{u}_h^{(m)}(x_i)\} \) and the dashed-dotted line stands for the sequence \( \{u_h^{(m)}(x_i)\} \) as before. The data in Table 4 show the maximum error \( \text{error}_\infty(h) \) and the order \( \text{order}_\infty(h) \) of the numerical solution \( u_h^*(x_i) \) by the scheme (6.15) and the SFD scheme for various values of \( h \). The fourth-order accuracy of the numerical solution \( u_h^*(x_i) \) by the present Numerov scheme is demonstrated in this table.
7. Conclusions

In this paper, we have given a numerical treatment for a class of nonlinear multipoint boundary value problems by the fourth-order Numerov method. The existence and uniqueness of the numerical solution and the convergence of the method have been discussed. An accelerated monotone iterative algorithm with the quadratic rate of convergence has been developed for solving the resulting nonlinear discrete problem. The proposed Numerov method is more attractive due to its fourth-order accuracy, compared to the standard finite difference method.

In this work, we have generalized the method of upper and lower solutions to nonlinear multipoint boundary value problems. We have also developed a technique for designing and analyzing compact and monotone finite difference schemes with high accuracy. They are very useful for accurate numerical simulations of many other nonlinear problems, such as those related to integrodifferential equations (e.g., [55, 56]) and those in information modeling (e.g., [57–60]).

Appendix

A. Proofs of Lemmas 2.2 and 2.3

Lemmas 2.2 and 2.3 are the special cases of Lemmas 2.2 and 2.3 in [61]. We include their proofs here in order to make the paper self-contained. Define

\[ \alpha_i^* = \begin{cases} \alpha_i', & x_i = \xi_i' \text{ for some } i', \\ 0, & \text{otherwise} \end{cases} \quad \beta_i^* = \begin{cases} \beta_i', & x_i = \eta_i' \text{ for some } i', \\ 0, & \text{otherwise} \end{cases} \quad 1 \leq i \leq L - 1. \quad (A.1) \]

Let \( A = (a_{i,j}) \), \( B = (b_{i,j}) \), and \( D = (d_{i,j}) \) be the \((L-1)\)th-order matrices with

\[ a_{i,j} = 2\delta_{i,j} - \delta_{i,j-1} - \delta_{i,j+1}, \quad b_{i,j} = \frac{5}{6}\delta_{i,j} + \frac{1}{12}\delta_{i,j-1} + \frac{1}{12}\delta_{i,j+1}, \quad d_{i,j} = \delta_{i,1}\alpha_j^* + \delta_{i,L-1}\beta_j^*, \quad (A.2) \]

where \( \delta_{i,j} = 1 \) if \( i = j \) and \( \delta_{i,j} = 0 \) if \( i \neq j \).

**Lemma A.1.** Let the condition (2.9) be satisfied. Then the inverse \((A - D)^{-1} > 0\), and

\[ \|(A - D)^{-1}\|_\infty \leq \frac{1}{8(1 - \sigma)h^2}. \quad (A.3) \]

**Proof.** It can be checked by Corollary 3.20 on Page 91 of [62] that the inverse \((A - D)^{-1} > 0\). Let \( E = (1,1,\ldots,1)^T \in \mathbb{R}^{L-1} \) and let \( S = (A - D)^{-1}E \). Then \( \|(A - D)^{-1}\|_\infty = \|S\|_\infty \). It is known
that the inverse $A^{-1}$ exists, and its elements $J_{i,j}$ are given by

$$J_{i,j} = \begin{cases} \frac{(L-j)i}{L}, & i \leq j, \\ \frac{(L-i)j}{L}, & i > j. \end{cases} \quad (A.4)$$

A simple calculation shows that $\|A^{-1}\|_\infty \leq L^2/8 = 1/(8h^2)$ and $J_{i,1} + J_{i,L-1} = 1$ for each $1 \leq i \leq L-1$. This implies

$$S = A^{-1}E + A^{-1}DS \leq \|A^{-1}\|_\infty E + \sigma \|S\|_\infty E \leq \left(\frac{1}{8h^2}\right)E + \sigma \|S\|_\infty E. \quad (A.5)$$

Thus the estimate (A.3) follows immediately. $\square$

Proof of Lemma 2.2. Define the following $(L-1)$th-order matrices or vectors:

$$U_h = (u_h(x_1), u_h(x_2), \ldots, u_h(x_{L-1}))^T,$$

$$M = \text{diag}(M_1, M_2, \ldots, M_{L-1}), \quad M_b = \text{diag}(M_0, 0, \ldots, 0, M_L),$$

$$G_b = \left(1 - \frac{h^2}{12}M_0\right)u_h(0), 0, \ldots, 0, \left(1 - \frac{h^2}{12}M_L\right)u_h(1)^T.$$

(A.6)

Using the matrices $A$ and $B$ defined by (A.2), we have from (2.11) that

$$\left(A + h^2BM\right)U_h \geq G_b. \quad (A.7)$$

Since $M > -8(1 - \sigma)$ and $h < h(M, \overline{M})$, it is easy to check that $1 - (h^2/12)M_i \geq 0 (i = 0, L)$. Thus by the boundary condition in (2.11),

$$G_b \geq DU_h - \frac{h^2}{12}M_bDU_h, \quad (A.8)$$

where $D$ is the $(L-1)$th-order matrix defined by (A.2). This leads to

$$\left(A - D + h^2BM + \frac{h^2}{12}M_bD\right)U_h \geq 0. \quad (A.9)$$

Let $Q = A - D + h^2BM + (h^2/12)M_bD$. To prove $u_h(x_i) \geq 0$ for all $0 \leq i \leq L$, it suffices to show that the inverse of $Q$ exists and is nonnegative.

Case 1 ($M \geq 0$). In this case, the matrix $Q$ satisfies the condition of Corollary 3.20 on Page 91 of [62], and, therefore, its inverse $Q^{-1}$ exists and is positive.
Case 2 \( (0 > M > -8(1 - \sigma)) \). For this case, we define

\[
M^+ = \text{diag}(M_1^+, M_2^+, \ldots, M_{L-1}^+), \quad M_i^+ = \max\{M_i, 0\}, \quad M^- = M - M^+. \tag{A.10}
\]

The matrices \( M_i^+ \) and \( M_b^- \) can be similarly defined. Let \( \overline{Q} = A - D + h^2BM^+ + (h^2/12)M_b^-D \).

We know from Case 1 that \( \overline{Q}^{-1} \) exists and is positive. Since

\[
Q = \overline{Q} + h^2BM^- + \frac{h^2}{12}M_b^-D = \overline{Q} \left( I + h^2\overline{Q}^{-1} \left( BM^- + \frac{1}{12}M_b^-D \right) \right),
\]

we need only to prove that the inverse \( (I + h^2\overline{Q}^{-1}(BM^- + (1/12)M_b^-D))^{-1} \) exists and is nonnegative. By Theorem 3 on Page 298 of [63], this is true if

\[
\left\| h^2\overline{Q}^{-1}(BM^- + \frac{1}{12}M_b^-D) \right\|_\infty < 1. \tag{A.12}
\]

Since \( \overline{Q} \geq A - D \) which implies \( 0 \leq \overline{Q}^{-1} \leq (A - D)^{-1} \), we have from Lemma A.1 that

\[
\left\| \overline{Q}^{-1} \right\|_\infty \leq \left\| (A - D)^{-1} \right\|_\infty \leq \frac{1}{8(1 - \sigma)h^2}. \tag{A.13}
\]

It is clear that \( \|B + (1/12)D\|_\infty = 1, \|M^-\|_\infty \leq -M \) and \( \|M_b^-\|_\infty \leq -M \). Thus, we have

\[
\left\| h^2\overline{Q}^{-1}(BM^- + \frac{1}{12}M_b^-D) \right\|_\infty \leq \frac{-M}{8(1 - \sigma)}. \tag{A.14}
\]

The estimate (A.12) follows from \( M > -8(1 - \sigma) \).

\[\square\]

**Proof of Lemma 2.3.** Using the same notation as before, the system (2.12) can be written as

\[
QU_h = G, \tag{A.15}
\]

where \( G = (g(x_1), g(x_2), \ldots, g(x_{L-1}))^T \).

Case 1 \( (M \geq 0) \). Since the inverse \( Q^{-1} \) exists and is positive, we have \( 0 < Q^{-1} \leq (A - D)^{-1} \).

This shows

\[
\left\| Q^{-1} \right\|_\infty \leq \left\| (A - D)^{-1} \right\|_\infty \leq \frac{1}{8(1 - \sigma)h^2}. \tag{A.16}
\]

Thus, by (A.15), \( \|U_h\|_\infty \leq \|G\|_\infty / (8(1 - \sigma)h^2) \) which implies the desired estimate (2.13).
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Case 2 \((0 > \mathcal{M} > -8(1 - \sigma))\). It follows from (A.11) that

\[
\| Q^{-1} \|_{\infty} \leq \| \overline{Q}^{-1} \|_{\infty} \left( I + h^2 \overline{Q}^{-1} \left( BM^{-1} \right) \right)^{-1} \|_{\infty}.
\]  

(A.17)

By (A.13) and (A.14),

\[
\| Q^{-1} \|_{\infty} \leq \frac{1}{8(1 - \sigma)h^2} \cdot \frac{8(1 - \sigma)}{8(1 - \sigma) + \mathcal{M}} = \frac{1}{(8(1 - \sigma) + \mathcal{M})h^2}.
\]  

(A.18)

This together with (A.15) leads to the estimate (2.13).

\[ \square \]
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