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1. Introduction

Searching and retrieving the demanded correct information is becoming more and more important with the emergence of the huge amounts of information and the growth in the size of computer networks [1]. Especially, in unstructured P2P networks, the node’s joining and failure are both random and dynamic [2], and in this case, it is unfeasible and unpractical that each node of the network has known and stored the global information about the whole
network topology and the location of queried resources. Thus, designing efficient search algorithms according to the local network information is critical to the performance of unstructured P2P networks.

Considerable amount of work has been done in this field, so far, a number of search algorithms have been proposed, including BFS algorithm [1], modified BFS algorithm [1, 3, 4], local search algorithm [5, 6], rumor broadcasting algorithm [7–10], the betweenness [11, 12], shortest path algorithm [13], iterative deepening algorithm [1, 14, 15], update propagation algorithm [16], and random walks search [17–30]. These search algorithms can be classified into two categories: BFS-based method and DFS-based method. Although these algorithms achieve relatively satisfying effects, these two types of search algorithms tend to be inefficient, either generating too much load on the networks [1, 2] or not meeting the search success rate of network resources. On the one hand, BFS-based algorithm shows the perfect performance in the aspect of search success rate of network resources, but at the same time, it brings the huge search messages. The number of search messages will grow exponentially with the hop counts in the search process [17, 18]. On the other hand, DFS-based algorithm generates the search message quantity far smaller compared with BFS-based algorithm, and the search message quantity will grow linearly with the hop counts [20]. The main drawback is to drop the search success ratio of network resources.

The references [3, 4, 7–10, 17–30] adopt the BFS-based method or DFS-based method to achieve their goal, respectively, but do not overcome the problem that only one of performances of the network loads, and the search success rate is excellent. To address this problem, in this paper, according to the degree of nodes [2], we propose memory function maximum degree algorithm (MD) and memory function preference degree algorithm (PD). These two algorithms can combine the advantages of the BFS-based algorithm and DFS-based algorithm, which can be efficiently used to search random graph [31, 32] networks and power-law networks such as scale-free networks and small-world networks [33, 34]. We have studied their performances in the search success rate of network resources and the search message quantity. Simulations illustrate their validity and feasibility. The results show that MD algorithm is better than PD algorithm in the search success rate. The search success rate of MD algorithm is average 14 times better than the standard random walks algorithm; the search message quantity is the same order of magnitude with it. Compared with modified BFS algorithm, the search success rate of MD algorithm is higher than it, and the search message quantity averagely reduces by over 18 times. Although PD algorithm can reduce the huge search message quantity, the search success rate of it is inferior to the modified BFS algorithm.

2. The Improved Degree Algorithms Methods

The degree of a node in a network (sometimes referred to as the connectivity of a graph) is the number of connections or edges the node has to other nodes. The degree of a node is an important index for some problems, which is used to measure the importance of the node. For the aspect of information transmission speed, the more edges connected to the node, the faster information dissemination by the node. Namely, the node is more important. For the aspect of the shortest path viewpoint, the greater betweenness centrality, the more importance of the node. Meanwhile, the degree of the node may be very small. Considering these, adopting the idea of assigning unique ID to each node in unstructured P2P networks, we, respectively, propose the memory function maximum degree algorithm (MD) and the memory function preference degree algorithm (PD). In the context, “Memory function” has two aspects contents. The first is that one node needs to store its neighbors’ ID and degree
information. The second is that one node has to remember the return node’s ID according to its memory information. This requires the nodes of networks to save their neighbors’ ID and, at the same time, save their related degree information. It is the advantage of these two algorithms from the point of view reducing the unnecessary search messages, and it is the shortcoming from the point of view occupying the storage space. Compared with the MB algorithm and the random walks algorithms, they double the storage space. In the context, the degree of a node is the number of connections or edges the node has to other nodes, including the traversed nodes.

2.1. The Memory Function Maximum Degree Algorithm

In this strategy, when a node starts the resource search procedure, it firstly traverses all its adjacent nodes according to the BFS method to determine whether they contain the resources or not. If all the neighbors do not contain the resources, it changes the flag of its neighbors to denote that these nodes have been traversed, then broadcasts the search messages along directions of nodes with the highest degree according to DFS method, and updates the flags to denote that message has passed these nodes. (When the procedure is over, all the flags recover zero.) If it does not find the resource along directions of nodes with the highest degree, the search message will return the precursor node and broadcast along its neighbor node with the second highest degree. This procedure will stop until the age counter is increased to threshold or all the nodes in the network have been traversed. In extreme cases, when the neighbor’s degrees are all the same, the algorithm degenerates into the standard BFS algorithm. When all the nodes’ degrees are different, the algorithm degenerates into the standard DFS algorithm.

In the context, assuming that the red node is the source node and the blue node is the resource node, the green nodes are the intermediate nodes passed by search messages in the process. The orange nodes are the labeled nodes that can be found, which do not need to send the search messages. The digits on the top of arrows are the age values. The solid line arrows represent the spread direction of messages, and the dotted line arrows denote the direction of response messages.

Figure 1 shows the search process that MD algorithm search the resource node located in the path composed by the highest-degree nodes. Figure 1(a) is the first step; unlike the maximum degree algorithm [11], node 1 firstly traverses all its neighbors and ascertains whether the neighbors have the resource or not. All its neighbors do not contain the resource, and node 1 changes the flags of its neighbors according to BFS method; then according to DFS method it broadcasts the search message to node 3 whose degree is the highest among the neighbors. Figures 1(b) and 1(c) repeat the search process. In Figure 1(d), the search message finds the resource node and responds to the required message.

This algorithm has two aspects of difference compared with the maximum degree algorithm. On the one hand, in maximum degree algorithm the search message broadcasts along the nodes with highest degree. Although, a node can send several messages to its neighbor’s nodes at the same time (it has the neighbors with the same highest degree), the algorithm does not search resources according to BFS method in essence. Thus, the maximum degree algorithm can only find the resource nodes located in the path composed by the highest degree nodes. By querying neighbors first before sending out search messages, MD algorithm provides higher success rate. So the search success ratio of maximum degree algorithm is inferior to that of MD algorithm. Figure 2 shows the search process of the maximum degree algorithm and the difference compared with the MD algorithm. Figures 2(a)–2(d) are the search process of the maximum degree algorithm. Figure 2(a) is the first step; the degree
of node 3 is the largest, so the search message is sent to node 3. Figure 2(b) is the second step; node 3 sends the search message to node 6. Figure 2(c) is the third step; the neighbor’s nodes of node 6 have the same degree, and it sends two search messages to the neighbors. Figure 2(d) is the forth step; the algorithm returns failed. If the resource is located in the path composed by the highest-degree nodes, such as node 3, 6, 7, 9, 10, and 11, the maximum degree algorithm can easily find these nodes. Figures 2(e) and 2(f) are the difference with MD algorithm. Obviously, the MD algorithm easily finds the resource node. The maximum degree algorithm searches the resource in failure, while MD algorithm searches the same resource in success.

On the other hand, MD algorithm can search more resources according to the memory of the ID and degree information. Figure 3 shows how to search the resource node with memory function using MD algorithm, assuming that the age value is large enough. In Figure 3(a), the source node 1 traverses all its neighbors and labels the neighbors according to BFS method; then according to DFS method it broadcasts the search message to node 3 whose degree is the highest among the neighbors. Figures 3(b)–3(d) repeat the search process. In Figure 3(e), node 7 and node 11 are the terminal nodes; the search messages return node 9 and node 10 according to the memory information which are the ID information of their predecessors. Node 9 and node 10 remember the returned node’s ID, which the search messages do not broadcast along the direction of these nodes. In Figure 3(f), the neighbors of node 9 and node 10 are all traversed, so the search messages continue to return. In Figure 3(g), the search message returns to node 3. In Figure 3(h), the search message will broadcast along the node with the second highest degree, because it does not find the resource along the direction of nodes with the highest degree. In Figure 3(i), the search message finds the resource node, then node 8 responds to the required messages.

In summary, MD algorithm can search both categories resource nodes: highest degree nodes and nonhighest degree nodes. It labels the nodes with different flags and uses the nodes’ ID to reduce messages and, at the same time, to improve the search success ratio.
2.2. The Memory Function Preference Degree Algorithm

Compared to MD algorithm, the difference of PD algorithm is the search process. In the strategy of PD algorithm, when a node finds all the neighbors do not contain the resources, it randomly chooses the corresponding node with the preference probability $\Pi$. Assuming that the neighbors of the node $A$ are $A_1, A_2, \ldots, A_n$, and the degree of these neighbors are $d_1, d_2, \ldots, d_n$, these degrees meet $d_1 \leq d_2 \leq \cdots \leq d_n$. How to choose the preference node $A_i$ is to compute as follows:

$$
d = \sum_{i=1}^{n} d_i, \quad i = 1, 2, \ldots, n,
$$

$$
\Pi_i = \frac{d_i}{d}, \quad i \rightarrow A_i.
$$

In the worst conditions, the PD algorithm degenerates into the standard DFS algorithm for either same degree case or different-degree case. The search process of this algorithm is
random, so the success rates are stochastic. The search process of this algorithm is shown in Figure 4. Unlike the MD algorithm, it randomly generates a preference probability $p$ according to the neighbor nodes’ degree. Figures 4(a)–4(d) are the specific process in the ideal conditions. In Figure 4(b), if the node 3 chooses the neighbor node 6 according to the stochastic preference, this algorithm will search resources in failure. It is shown as the dotted line box in Figure 4(b).
3. Simulations and Discussions

Search message quantity, network resource search success rate, and search response time are the key parameters in unstructured P2P networks. Random graphs \cite{31, 32} are widely used models, which help the study of the network. Because the degree distribution of the Internet nodes presents a power-law distribution, scale-free network and small-world network \cite{33, 34} are the typical network structure to study the Internet. In this section, scale-free BA network, Watts-Strogatz (WS) small-world network, and ER random graph network are taken as the examples of network models, and numerical simulations are given to study these parameters. All the parameters are contrasted under the condition of search success. The maximum age is chosen 100 in the simulations. The complete list of message type is shown in Figure 5. The “traverse flag” of the list denotes the status of this node. When its value is 0, the node is not traversed. When its value is 1, the node is traversed and the search message does not pass the node. When its value is 2, the node is traversed and the search message passes the node.

3.1. Search Messages Quantity

In modified BFS algorithm (MB), each node instead of forwarding a search message to all its neighbors, it randomly selects a subset of its neighbors to propagate the search request messages. The fraction of neighbors that are selected is a parameter to the mechanism. Given a P2P network, a node can search the others of the network more efficiently with a smaller number of messages compared with the standard BFS algorithm. So the total number of search messages is average to

$$\phi = \sum_{\text{age}=1}^{T} (d \cdot q)^{\text{age}},$$

(3.1)

where \(T\) is the threshold, \(d\) is the average degree of a node, \(q\) in the chosen ratio and is general not more than 0.5. Here it is 0.25 in our simulations.

When considering the random walks case, the requesting node sends out one search message to a randomly chosen neighbor, that is, standard random walks algorithm. This search message is seen as a walker. Then the walker directly keeps in touch with the source node in the process of walking and asks whether to proceed to the next step. If the requestor is agreed to continue walking (the termination conditions have not been satisfied), it randomly chooses a neighbor to forward the walker. Otherwise, the algorithm terminates the walking process. The search message quantity of this algorithm is related to the age value; thus, it reduces the network loads and achieves a message reduction by over an order of magnitude compared to the standard BFS algorithm (it is also called flooding search algorithm in some literatures \cite{1, 2}). In order to improve the search success rate, the requesting node sends out \(k\) search messages to its \(k\) neighbors, that is, \(k\) random walks algorithm, assuming that
the number of search messages for each hop keeps fixed as $k$, that is, the number of walkers. Therefore, the total number of search messages for random walks algorithm is

$$\phi = \sum_{\text{age}=1}^{T} k \cdot \text{age}, \quad k = 1, 2, \ldots, N,$$

(3.2)

where $T$ is the threshold of age. When the walker $k$ meets $k = 1$, it is standard random walks algorithm (R1), and when $k$ meets $k > 1$, it is $k$ random walks algorithm (RK). $k$ is general not more than 16 [22], and here it is 4 in our simulations.

In degree search algorithms, the query messages spread to these neighbor’s nodes with the characteristics (the preference degree or the maximum degree) every step in the search process. In the context, degree search algorithms include the MD and PD. The characteristics include the maximum degree and preference degree. So the total number of search messages for degree search algorithms is

$$\phi = \sum_{\text{age}=1}^{T} m \cdot \text{age},$$

(3.3)

where $m$ is the number of nodes with the characteristics. For instance, in Figures 1(a) and 1(b), $m$ value is 1 because the number of nodes with the maximum degree is 1. In Figure 1(c), $m$ value is 2 because node 9 and node 10 have the same maximum degree.

Figure 6 shows the search message quantity ($\phi$) generated by the various algorithms in different topology networks, where the average degree ($D$) of the networks is chosen from 2 to 10. Figure 6(a) is the scale-free BA network, Figure 6(b) is the ER random graph network, and Figure 6(c) is the WS small-world network. The number of nodes of the networks is 5,000.

Simulations show that in the three cases, the search message quantity is increasing with the growth of the average degree of the networks. The search message quantity of MB algorithm confirms the exponential growth, and random walk algorithms reduce the message quantity into linear growth. The search message quantity of MD algorithm and PD algorithm is slightly less than the standard random walks algorithm, but, in general, they are the same order of magnitude according to the simulations. Due to memory function of MD algorithm and PD algorithm proposed in this paper, they reduce unnecessary search messages in the search process. Compared with $k$ random walks algorithm, the search message quantity of MD algorithm and PD algorithm is less. These two algorithms can decrease the message quantity about 18 times than MB algorithm.

### 3.2. Search Success Rate

Search success is at least one request message sent from the requesting node seeks out the requested resources. Assume that the queried resources are uniformly distributed in the network with a replication ratio $r$. We calculate the search success rate ($\Psi$) according to the following formula:

$$\Psi = \frac{C \cdot r}{N},$$

(3.4)
where $r$ is the replication ratio, $C$ is the number of nodes covered by the algorithm, and $N$ is the total number of nodes of the network. This formula shows that the search success rate highly depends on the coverage of the search algorithms. The age value determines the coverage of the search algorithms. MB algorithm, random walks algorithm, and PD algorithm have random factors. Thus, their search success rates vary greatly depending on network topology and the random choices which have been made.

According to the results of our simulations, the age value of the search algorithms is not too large except the standard random walks algorithm. The maximum age value is chosen 100 in our simulations. In random walks algorithms, the walker $k$ is chosen 4.

Figure 7 shows the search success ratio ($Ψ$) of the various algorithms in different topology networks, where the average degree ($D$) of the networks is chosen from 2 to 10. Figure 7(a) is the scale-free BA network, Figure 7(b) is the ER random graph network, and Figure 7(c) is the WS small-world network. Simulations show that in the three cases, the search success rates of the various search algorithms are increasing with the growth of the average degree of the networks. The search success rate of MD algorithm is the highest; the search success rate of RK algorithm is slightly higher than that of MB algorithm. The search success rate of R1 algorithm is the least. The search success rate of PD algorithm is better than the R1 algorithm and is inferior to the MB algorithm. The messages of MD algorithm can
return the precursor, so it has more search scope. In RK algorithm, there are $k$ random walkers to search the resources at the same time; the success rate is higher than that of the R1 algorithm. The MB algorithm, a random algorithm, can find the resources quickly if these resources locate in the chosen search paths. And it will generate the massive redundancy messages if the chosen search paths do not exit the resources. In our simulation, we calculate the mean value; the chosen proportion of MB algorithm is 0.25 and small, so the success rate is slightly inferior to that of MD and RK algorithm.

Figure 8 shows the search success ratio ($\Psi$) of the various algorithms in scale-free BA networks, where the age value is changed from 1 to 100. Figure 8(a) is the MD algorithm, Figure 8(b) is the PD algorithm, Figure 8(c) is the R1 algorithm, Figure 8(d) is the RK algorithm, and Figure 8(e) is the MB algorithm. We can see that all the search success rates are increasing with the growth of the average degree. With the constraint of search ages, only the search success rate of MB algorithm is not affected. In particular, in the same scale of network and the same average degree of network, the search success rate of MD algorithm is the highest among the five algorithms, that of R1 algorithm is the least, and the search success rate of PD algorithm is between the R1 algorithm and the MB algorithm. To the search ages, the age value of MB algorithm is the least when the search success rate reaches the maximum, and the age value of R1 algorithm is the largest. The age values of MD algorithm and PD algorithm are between the R1 algorithm and the MB algorithm.
Figure 8: Search success ratio ($\Psi$) of the various algorithms in scale-free BA networks.

Figure 9 shows the search success ratio ($\Psi$) of the various algorithms in ER random graph networks, where the age value is changed from 1 to 100. Figure 9(a) is the MD algorithm, Figure 9(b) is the PD algorithm, Figure 9(c) is the R1 algorithm, Figure 9(d) is the RK algorithm, and Figure 9(e) is the MB algorithm. The simulations show that the search success rate is increasing with the growth of the average degree. In particular, in the same scale of network and the same average degree of network, the search success rate of MD algorithm is still the highest among the five algorithms, and that of R1 algorithm is the least. The search success rate of PD algorithm is between the R1 algorithm and the MB algorithm. To the search
hops, the age value of MB algorithm is the least when the search success rate reaches the maximum, and that of R1 algorithm is the largest. The age values of MD algorithm and PD algorithm are between the R1 algorithm and the MB algorithm.

Figure 10 shows the search success ratio ($\Psi$) of the various algorithms in WS small-world networks, where the age value is changed from 1 to 100. Figure 10(a) is the MD algorithm, Figure 10(b) is the PD algorithm, Figure 10(c) is the R1 algorithm, Figure 10(d) is the RK algorithm, and Figure 10(e) is the MB algorithm. We can see that the search success rate is increasing with the growth of the average degree. In particular, in the same scale of network
and the same average degree of network, the search success rate of MD algorithm is the highest among the five algorithms, that of R1 algorithm is the least, and the search success rate of PD algorithm is between the R1 algorithm and the RK algorithm. To the search hops, the age value of MB algorithm is the least when the search success rate reaches the maximum, and that of R1 algorithm is the largest. The age values of MD algorithm and PD algorithm are between the R1 algorithm and the MB algorithm.

In general, the search success rate of MD algorithm excels the MB algorithm and the random walks algorithm in the same conditions. But considering the smaller value of age,
The message quantity of the MD and MB algorithms in different topology networks.

<table>
<thead>
<tr>
<th>$D$</th>
<th>Algorithm</th>
<th>Network topology</th>
<th>Message quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MD</td>
<td>BA</td>
<td>$6.1986 \times 10^4$</td>
</tr>
<tr>
<td>$D = 4$</td>
<td></td>
<td>ER</td>
<td>$5.3581 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WS</td>
<td>$5.9506 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td>MB</td>
<td>BA</td>
<td>$2.8833 \times 10^5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ER</td>
<td>$2.4758 \times 10^5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WS</td>
<td>$2.6752 \times 10^5$</td>
</tr>
<tr>
<td>$D = 6$</td>
<td></td>
<td>BA</td>
<td>$6.8913 \times 10^5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ER</td>
<td>$6.1551 \times 10^5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WS</td>
<td>$6.5726 \times 10^5$</td>
</tr>
<tr>
<td></td>
<td>MB</td>
<td>BA</td>
<td>$1.1347 \times 10^6$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ER</td>
<td>$7.4835 \times 10^5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WS</td>
<td>$9.3142 \times 10^5$</td>
</tr>
</tbody>
</table>

Figure 11: Search success ratio ($\Psi$) of the MD and MB algorithms in different topology networks (BA, ER, and WS).

The success rate of MB is slightly higher than or equal to that of MD (e.g., the success rate of MB when the age value is 10 shown in Figures 8, 9, and 10). This is because the MD algorithm does not have enough hops to return the nodes with second highest degree when it cannot find the resource along the direction of nodes with highest degree. Thus, it returns search failure. With the age increasing, the success rate of MD algorithm gradually transcends that of MB algorithm. To PD algorithm, the search success rate is better than R1 algorithm but is inferior to RK algorithm and MB algorithm.

It is obvious that the search success rate highly depends on the coverage of the search algorithms defined by the age value. However, a large value of age will incur an essential large response time for a requester to obtain search results. A smaller value of age is more appropriate. Thus, we have given the MD and MB algorithm success rate and message quantity in the case of small age value. The response time of these two algorithms is very short and almost the same. The results are shown in Figure 11 and Table 1. From Figure 11, we can see that the success rate of MD algorithm is slightly better than that of MB algorithm when the average degree is small. Instead, the success rate of MB is higher when the average degree is large. And at the same time, MB algorithm generates a mass of messages as shown.
in Table 1; it is about 15 times higher than that of MD algorithm. Therefore, the comprehensive performances of MD algorithm are slightly higher than MB algorithm.

3.3. Search Response Time

An unstructured P2P network is a highly dynamic network, and the nodes of the network can join and leave freely. Thus, the search response time is a critical metric for measuring the performance. The search time should be short enough to make sure that the search result is update to date. We define the search response time of a query as the time period when the query is issued until when the source peer receives a response result from the first responder. We calculate the average response time in the condition of search success.

Figure 12 shows the average response time of the various algorithms in different topology networks, where the average degree \(D\) of the networks is chosen from 2 to 10. Figure 12(a) is the scale-free BA network, Figure 12(b) is the ER random graph network, and Figure 12(c) is the WS small-world network. Simulations show that in the three cases, the average response time is increasing with the growth of the average degree of the networks. The search response time of MB algorithm is the least, and the R1 algorithm is the most time
The average response time of MD and PD algorithm is about twice as much as that of MB algorithm.

Although the average response time of MD algorithm is about twice higher than that of MB as shown in Figure 12, the message quantity of MB algorithm is about 18 times higher than that of MD as shown in Figure 6. When the age value is small as shown in Figure 11, the response time of MD and MB algorithm is almost the same, and the search success rate of these two algorithms is also close under the same values of D. However, the message quantity of MB is about 15 times higher than that of MD. The algorithm does not exit whose all performance indexes are perfect. Thus, in view of the comprehensive indexes, MD algorithm outperforms MB algorithm.

4. Conclusion

This paper presents the design and evaluation of two memory function search algorithms over the unstructured P2P networks, which, respectively, built on the top of scale-free BA networks, ER random graph networks, and WS small-world networks. The performance of these two algorithms has been compared with the current algorithms used in existing unstructured P2P networks. The search success rate of MD algorithm is averagely 14 times better than the standard random walks algorithm, while the search message quantity is the same order of magnitude with it. Compared with modified BFS algorithm, the search success rate of MD algorithm is higher than that, while the search message quantity averagely reduces by over 18 times. Although PD algorithm can reduce the huge search message quantity, the search success rate of it is inferior to the modified BFS algorithm.
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