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Abstract
Let $p$ be an odd prime with $p \equiv 1 \pmod{4}$ and $\varepsilon = (t + u\sqrt{p})/2 > 1$ be the fundamental unit of the real quadratic field $K = \mathbb{Q}(\sqrt{p})$ over the rationals. The Ankeny-Artin-Chowla conjecture asserts that $p \nmid u$, which still remains unsolved. In this paper, we investigate various kinds of congruences equivalent to its negation $p \mid u$ by making use of Dirichlet’s class number formula, the products of quadratic residues and non-residues modulo $p$ and a special type of congruence for Bernoulli numbers.

1. Introduction

§ 1.1 Let $p$ be an odd prime with $p \equiv 1 \pmod{4}$ and $\mu := (p - 1)/2$. Also let $h$ be the class number of the real quadratic field $K := \mathbb{Q}(\sqrt{p})$ over the rationals and $\varepsilon := (t + u\sqrt{p})/2 > 1$ be the fundamental unit of $K$, where $(x, y) = (t, u)$ is the least positive integer pair satisfying the Pell equation

$$x^2 - py^2 = -4. \quad (1.1)$$

A very important relation between $h$ and $\varepsilon$ can be stated by Dirichlet’s class number formula

$$h = \frac{\sqrt{p}}{2\log \varepsilon} L(1, \chi) \quad \text{(see, e.g., [25, Chap. 26])}, \quad (1.2)$$

where $L(s, \chi)$ is the $L$-function attached to the Dirichlet character $\chi$ of conductor $p$, that is, the Legendre symbol in this case.
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In 1948, the following remarkable congruence was first proved by Kiselev \[18\],
and later independently by Ankeny and Chowla \[11\]:

\[
\frac{hn}{t} \equiv B_n \pmod{p},
\]  

(1.3)

where \(B_n\) denotes the \(n\)th Bernoulli number defined by the Taylor expansion

\[
\frac{x}{e^x - 1} = \sum_{n=0}^{\infty} \frac{B_n}{n!} x^n \quad (|x| < 2\pi).
\]  

(1.4)

In their paper \[10\] of 1952, Ankeny, Artin and Chowla asked the question whether \(p \nmid u\) is always true and this question gradually came to be called the Ankeny-Artin-Chowla (AAC) conjecture. This conjecture remains as yet unsolved and it has attracted a great deal of attention as a possible important property of the fundamental unit of \(K\). Since \(h < \sqrt{p}\) (see, e.g., \[28, 21\]), and so \(p \nmid h\), we recognize from (1.3) that the AAC conjecture is actually equivalent to the assertion that \(p \nmid B_n\) is always true.

According to traditional notation, in what follows we write

\[
\varepsilon_n := \varepsilon^n = \left(\frac{t + u\sqrt{p}}{2}\right)^n = \frac{t_n + u_n\sqrt{p}}{2} \quad \text{for } n \geq 1.
\]

Then the pair \((t_n, u_n)\) is again a solution of (1.1), and since \(2^{n-1}u_n \equiv nt^{n-1}u\pmod{p}\), we may state that \(p \nmid u\) for any \(n \geq 1\) with \(p \nmid n\).

It is well-known that if \(p\) is a prime of the form \(p = n^2 + 1\) with \(n > 2\) (i.e., \(p = 17, 37, 101, 257, 401, \ldots\)), then \(\varepsilon = n + \sqrt{n^2 + 1} = \sqrt{p - 1} + \sqrt{p}\) is the fundamental unit of \(K\). Further, if \(p\) is a prime of the form \(p = n^2 + 4\) with \(n \geq 1\) (i.e., \(p = 5, 13, 29, 53, 169, 229, \ldots\)), then \(\varepsilon = n + \sqrt{n^2 + 4} + \sqrt{p}/2 = (\sqrt{p} - 4 + \sqrt{p})/2\) is the fundamental unit of \(K\). These facts tell us that the AAC conjecture is true at least in such special cases.

By numerical computations, van der Poorten et al. verified in \[30\] that the AAC conjecture holds for all primes \(p < 2 \times 10^{13}\) with \(p \equiv 1 \pmod{4}\) using a new algorithm for finding an integer \(k \geq 1\), \(p \nmid k\) for which \(\varepsilon_k\) (and hence \(u_k\)) can be easily computed. Unfortunately, it is still open whether it can happen that \(p \nmid u\) for infinitely many primes \(p \equiv 1 \pmod{4}\).

On the other hand, it is a fact that there are some counter arguments against this conjecture. For example, based on the heuristic reasoning as mentioned in \[33, p. 82\], if we view the numerator of \(B_n\) as a random number, then the probability that it is divisible by \(p\) is \(1/p\). Thus the expected primes \(p \leq x\) with \(p \equiv 1 \pmod{4}\) and \(p\) dividing the numerator of \(B_n\) should be approximately

\[
\sum_{\substack{p \leq x \atop p \equiv 1 \pmod{4}}} \frac{1}{p} \approx \frac{1}{2} \log \log x,
\]
which leads to an inference that the AAC conjecture might not be true.

§ 1.2 It is the main purpose of this paper to investigate various kinds of congruences equivalent to \( p \mid u \). The paper is organized as follows: In Section 2 we recall the present author’s previous results obtained by applying Dirichlet’s class number formula and expound them with more detailed analysis and explanations. In Section 3 we first introduce Carlitz’s results which used the products of quadratic residues and non-residues modulo \( p \), and we later apply them to derive some variations by means of the Wilson quotient, Fermat quotients and Bernoulli numbers. In Section 4 we concentrate on the study of a special type of congruences for Bernoulli numbers found by Voronoï, Vandiver, Lehmer and other mathematicians, and making use of them, we establish various conditions equivalent to \( p \mid B_\mu \) and hence to \( p \mid u \).

Here we wish to point out beforehand that this paper includes not only new but also known results, and all the methods we will use are quite elementary without any use of intricate tools.

2. Dirichlet’s Class Number Formula and its Application

§ 2.1 Let \( p \) be an odd prime with \( p \equiv 1 \mod 4 \), \( \chi(k) := \left( \frac{k}{p} \right) \) be the Legendre symbol with respect to \( p \) and \( \zeta \) be a primitive \( p \)th root of unity. With the help of the quadratic Gauss sum
\[
\sum_{k \mod p} \chi(k)\zeta^{nk} = \chi(n)\sqrt{p},
\]
we obtain from (1.2) that
\[
\log \varepsilon^{2h} = \sum_{n=1}^{\infty} \frac{1}{n} \left\{ \sum_{k \mod p} \chi(k)\zeta^{nk} \right\} = \sum_{k=0}^{p-1} \chi(k) \sum_{n=1}^{\infty} \frac{1}{n} \zeta^{nk}
\]
\[
= -\sum_{k=0}^{p-1} \chi(k) \log(1 - \zeta^k) = \sum_{k=0}^{p-1} \log(1 - \zeta^k)^{-\chi(k)},
\]
which gives
\[
\varepsilon^{2h} = \prod_s (1 - \zeta^s) \prod_r (1 - \zeta^r)^{-1}, \tag{2.1}
\]
where \( r \) and \( s \) are taken over the quadratic residues and non-residues modulo \( p \) between 0 and \( p \), respectively. In this section, by applying the expression of \( \varepsilon^{2h} \) in (2.1), we will deduce some conditions equivalent to \( p \mid u \).

§ 2.2 For simplicity, we denote
\[
A := \prod_r (1 - \zeta^r) \quad \text{and} \quad B := \prod_s (1 - \zeta^s).\]
Since $\prod_{j=1}^{p-1}(x-\zeta^j) = x^{p-1} + \cdots + x + 1$, putting $x = 1$, we have $AB = \prod_{j=1}^{p-1}(1-\zeta^j) = p$. Further, if $p \equiv 1 \pmod{4}$, then we see $\left(\frac{k}{p}\right) = \left(\frac{p-k}{p}\right)$ and $(1 - \zeta^k)(1 - \zeta^{p-k}) = 4\sin^2(\pi k/p) > 0$ for each $k = 1, 2, \ldots, \mu$, and thus $A, B > 0$.

The magnitude relation between $A$ and $B$ can be determined as follows:

**Lemma 2.1.** Let $p$ be an odd prime with $p \equiv 1 \pmod{4}$. Then we have

$$B \geq \sqrt{p} \left(\sqrt{\frac{p + \sqrt{p-4}}{2}}\right)^h > \sqrt{p} \left(\sqrt{\frac{p - \sqrt{p-4}}{2}}\right)^h \geq A > 0. \quad (2.2)$$

**Proof.** Since $t$ and $u$ are the least positive integers satisfying (1.1), we see that $u \geq 1$ and $t \geq \sqrt{p-4}$, and so $\varepsilon \geq \frac{1}{2} \left(\sqrt{p} + \sqrt{p-4}\right)$. Based on this fact, we get

$$\varepsilon_h = \sqrt{B/A} = B/\sqrt{p} = \left(\sqrt{\frac{p + \sqrt{p-4}}{2}}\right)^h = \left(\sqrt{\frac{2}{\sqrt{p} - \sqrt{p-4}}}\right)^h > 0,$$

which proves (2.2).

It is easily seen that there exist unique integers $a, b$ and $c$ such that

$$A = a + b \sum_r \zeta^r + c \sum_s \zeta^s,$$

$$B = a + b \sum_s \zeta^s + c \sum_r \zeta^r,$$  \hspace{1cm} (2.3)

where the sums $\sum_r$ and $\sum_s$ run over the quadratic residues $r$ and non-residues $s$ modulo $p$ between $0$ and $p$, respectively. Throughout this paper, we will use the same sum notations unless otherwise noted.

Using the well-known identities

$$\sum_r \zeta^r + \sum_s \zeta^s = -1 \quad \text{and} \quad \sum_r \zeta^r - \sum_s \zeta^s = \sqrt{p}, \quad (2.4)$$

we obtain from (2.3) that

$$A + B = 2a - (b + c) = -(b + c)p \quad \text{and} \quad A - B = (b - c)\sqrt{p}. \quad (2.5)$$

Since $A + B > 0$ and $A - B < 0$ by Lemma 2.1, we see $a > 0$ and $b \pm c < 0$. Also, it is clear that basic relations between $a, b$ and $c$ are given by

$$a + \mu(b + c) = 0; \quad (b - c)^2 + 4 = p(b+c)^2, \quad (2.6)$$

which are easily shown by using (2.5).
On the other hand, we can obtain from (2.1) and (2.5) that
\[
\varepsilon_h = \frac{B}{\sqrt{p}} = \frac{1}{2} \left( -\frac{A - B}{\sqrt{p}} + \frac{A + B}{p} \sqrt{p} \right) = \frac{-(b - c) - (b + c)\sqrt{p}}{2}.
\]
(2.7)

Since \( \mu \mid a \), set \( a' := a/\mu \). Using (2.6), if we rewrite (2.7) in terms of \( a \) or \( a' \), then
\[
\varepsilon_h = \frac{1}{p - 1} \left( \sqrt{pa^2} - (p - 1)^2 + a\sqrt{p} \right) = \frac{\sqrt{pa^2} - 4 + a'\sqrt{p}}{2}.
\]
(2.8)

Therefore, we have
\[
t_h = -(b - c) = \frac{1}{\mu} \sqrt{pa^2} - (p - 1)^2 = \sqrt{pa^2} - 4;
\]
\[
u_h = -(b + c) = \frac{1}{\mu} a = a'.
\]
(2.9)

Here note that \( pa^2 - (p - 1)^2 \), and so \( pa^2 - 4 \), are perfect squares. Also, rewriting the second identity in (2.6) as \( (p - 1)b^2 + 2(p + 1)bc + (p - 1)c^2 - 4 = 0 \), if we solve this identity as an equation for \( b \) (resp. \( c \)) in terms of \( c \) (resp. \( b \)), then we notice that both \( pb^2 + p - 1 \) and \( pc^2 + p - 1 \) must be perfect squares, because \( b \) and \( c \) are integers.

In addition, since \( t_h = t^h/2^h \) (mod \( p \)) and \( u_h = h t^{h-1} u / 2^h \) (mod \( p \)), we can deduce the congruence
\[
u_h \quad t_h = \frac{b + c}{b - c} \equiv \frac{a'}{\sqrt{pa^2 - 4}} \equiv \frac{hu}{t} \equiv B_\mu \pmod{p}.
\]
(2.10)

With these preparations, we are able to state the following theorem already mentioned in [1, Theorem 3]:

**Theorem 2.2.** If \( p \equiv 1 \pmod{4} \), then \( p \mid u \) is equivalent to each of

(i) \( a \equiv 0 \pmod{p} \);   (ii) \( b + c \equiv 0 \pmod{p} \);   (iii) \( bc \equiv 1 \pmod{p^2} \).

**Proof.** Since \( p \mid u \) is equivalent to \( p \mid u_h \), we see from (2.9) that each of (i) and (ii) is equivalent to \( p \mid u \). It is also obvious that (ii) is equivalent to (iii) if we consider the second identity in (2.6), rewritten as \( (1 - p)(b + c)^2 = 4(bc - 1) \). \( \square \)

**§ 2.3** As was already mentioned in [1, 7], we may write \( A \) as \( A = \prod_{k=1}^\mu (1 - \zeta^k) \); therefore the integer \( a \) in (2.3) can be represented by
\[
a = \mu a' = 1 + \sum_{k=1}^\mu (-1)^k N_k,
\]
where $N_k$ is the number such that

$$N_k := \text{Card} \left\{ (x_1, \ldots, x_k) \mid \sum_{i=1}^{k} x_i^2 \equiv 0 \pmod{p}, 1 \leq x_1 < \cdots < x_k \leq \mu \right\}.$$

For example, if $p = 13$, then the $k$-tuples $(x_1, \ldots, x_k)$ satisfying $\sum_{i=1}^{k} x_i^2 \equiv 0 \pmod{13}$ and $1 \leq x_1 < \cdots < x_k \leq 6$ are given as follows: $(1,5), (2,3), (4,6)$ for $k = 2$; $(1,3,4), (2,5,6)$ for $k = 3$; $(1,2,3,5), (1,4,5,6), (2,3,4,6)$ for $k = 4$; $(1,2,3,4,5,6)$ for $k = 6$. Thus $a = 1 + (3 - 2 + 3 + 1) = 6$, and so $a' = 6/6 = 1$.

As a matter of fact, it is not so easy to compute the above $N_k$. Some recursive methods of obtaining $N_k$ have been found by Le [20] and Iyanaga [17]. An explicit formula for $N_k$ was completed by Shoji and the present author in [7] by means of the number of certain quadratic hyper-surfaces in the vector space $\mathbb{F}_p^k$ over the finite field $\mathbb{F}_p$ with $p$ elements, which is however rather complicated to restate here.

If we represent $b$ and $c$ in terms of $a$ (or $a'$), then we get from (2.9) that

$$b = -\frac{1}{p-1} \left( \sqrt{pa^2 - (p-1)^2} + a \right) = -\frac{1}{2} \left( \sqrt{pa^2 - 4} + a' \right);$$

$$c = \frac{1}{p-1} \left( \sqrt{pa^2 - (p-1)^2} - a \right) = \frac{1}{2} \left( \sqrt{pa^2 - 4} - a' \right).$$

Since $a > 0$, we see that $b < 0$. Also, by (2.5) and Lemma 2.1, if $p > 5$, then

$$A + B = 2a - (b + c) = \frac{2ap}{p-1} > \frac{p + \sqrt{p^2 - 4p}}{2} > \frac{2p}{\sqrt{p-1}} > 0.$$
Similar to Lemma 2.1, the magnitude relation between $A'$ and $B'$ is determined as follows:

**Lemma 2.3.** If $p \equiv 5 \pmod{8}$, then

$$A' \geq \left( \frac{p - 2 + \sqrt{p^2 - 4p}}{2} \right)^h > \left( \frac{p - 2 - \sqrt{p^2 - 4p}}{2} \right)^h \geq B' > 0. \quad (2.13)$$

**Proof.** Since $(1 + \zeta^k)(1 + \zeta^{p-k}) = 4 \cos^2(\pi k/p) > 0$ for $k = 1, 2, \ldots, \mu$, it is obvious that $A', B' > 0$. If $p \equiv 5 \pmod{8}$, then $\left( \frac{2}{p} \right) = (-1)^{(p^2-1)/8} = -1$, thus $\left( \frac{2p}{\sqrt{p}} \right) = 1$ and $\left( \frac{2p}{\sqrt{p}} \right) = -1$. So it follows that $A = BB'$ and $B = AA'$. Also, taking $x = 1$ in the identity $(x^p + 1)/(x + 1) = \prod_{j=1}^{p-1} (x + \zeta^j)$, we have $A' B' = 1$. Since $\varepsilon \geq \frac{1}{2} (\sqrt{p} + \sqrt{p} - 4)$ as stated in the proof of Lemma 2.1, we obtain

$$\varepsilon_{2h} = \frac{B}{A} = A' = \frac{1}{B'} \geq \left( \frac{\sqrt{p} + \sqrt{p} - 4}{2} \right)^{2h} = \left( \frac{p - 2 + \sqrt{p^2 - 4p}}{2} \right)^h = \left( \frac{2}{p - 2 - \sqrt{p^2 - 4p}} \right)^h > 0,$$

which proves (2.13). \qed

Using (2.4), (2.12) and (2.13), we can deduce from (2.11) that

$$A' + B' = 2\alpha - (\beta + \gamma) = 2^{\mu+1} - (\beta + \gamma)p > 0;$$

$$A' - B' = (\beta - \gamma) \sqrt{p} > 0.$$

Based on these identities, it is shown that if $p \equiv 5 \pmod{8}$, then

$$\varepsilon_{2h} = A' = \frac{(A' + B') + (A' - B')}{2} = \frac{2^{\mu+1} - (\beta + \gamma)p + (\beta - \gamma)\sqrt{p}}{2}.$$

Therefore, from (2.12) we have

$$t_{2h} = 2^{\mu+1} - (\beta + \gamma)p = \frac{1}{\mu} (p\alpha - 2\mu);$$

$$w_{2h} = \beta - \gamma = \frac{1}{\mu \sqrt{p}} \sqrt{(p\alpha - 2\mu)^2 - (p - 1)^2} = \frac{1}{\mu} \sqrt{M_p(\alpha)}, \quad (2.14)$$

where $M_p(\alpha) := p(\alpha^2 - 1) - 2 (2^\mu \alpha - 1) + q_p(2)$ and $q_p(2) := (2^{p-1} - 1)/p$ is the Fermat quotient of $p$ with base 2. Needless to say, $M_p(\alpha)$ is a perfect square.

With the above observations, we establish the following theorem which is already mentioned in [1, Theorem 4]:
Theorem 2.4. If \( p \equiv 5 \pmod{8} \), then \( p \mid u \) is equivalent to each of

(i) \( \alpha \equiv -1 - \frac{1}{2}q_p(2) \pmod{p} \);  
(ii) \( \beta \equiv \gamma \equiv -\frac{1}{2}q_p(2) \pmod{p} \);  
(iii) \( \beta + \gamma \equiv -q_p(2) \pmod{p} \).

Proof. It is obvious that (ii) implies (iii). From (2.14), we see that \( p \mid u \) is equivalent to \( p \mid u_{2h} \), and hence to \( \beta \equiv \gamma \pmod{p} \). If \( \beta \equiv \gamma \pmod{p} \), then, by using the second identity in (2.12) we have

\[
(2^{\mu+1} - p(\beta + \gamma))^2 - 4 \equiv 4((2^{\mu-1} - 2^{\mu+1}p\beta) \equiv 0 \pmod{p^2},
\]

which gives \( \beta \equiv -q_p(2)/2 \pmod{p} \), and so \( \gamma \equiv -q_p(2)/2 \pmod{p} \), because \( \left( \frac{2}{p} \right) \equiv 2^\mu \equiv -1 \pmod{p} \) holds whenever \( p \equiv 5 \pmod{8} \). Thus, we recognize that \( p \mid u \) is equivalent to (ii). Also, from the first identity in (2.12), it is clear that (i) implies (iii), and vice versa. Using again the second identity in (2.12), we observe that (iii) yields \( \beta \equiv \gamma \pmod{p} \). This completes the proof of the theorem. \( \square \)

§ 2.5 Similar to the case of \( a \), it is possible to represent \( \alpha \) by means of \( N_k \) defined in Subsection 2.3. Indeed, by writing \( A' \) as \( A' = \prod_{k=1}^{\mu}(1 + \zeta^k) \) we see that

\[
\alpha = 1 + \sum_{k=1}^{\mu} N_k.
\]

If \( \alpha \) was given in some way, then \( \beta \) and \( \gamma \) can be obtained by using the following formulas derived from (2.14):

\[
\beta = \frac{1}{p - 1} \left( 2^\mu - \alpha + \sqrt{M_p(\alpha)} \right); \quad \gamma = \frac{1}{p - 1} \left( 2^\mu - \alpha - \sqrt{M_p(\alpha)} \right). \quad (2.15)
\]

For example, if \( p = 13 \), then \( N_1 = 0, N_2 = 3, N_3 = 2, N_4 = 3, N_5 = 0 \) and \( N_6 = 1 \) as was seen in Subsection 2.3; thus we have \( \alpha = 1 + (3 + 2 + 3 + 1) = 10 \). Then \( M_{13}(10) = 13(10^2 - 1) - 2(2^6 \cdot 10 - 1) + q_{13}(2) = 324 \), and hence \( \sqrt{M_{13}(10)} = 18 \). By using this value we get \( \beta = (2^8 - 10 + 18)/12 = 6 \) and \( \gamma = (2^8 - 10 - 18)/12 = 3 \).

Incidentally, if \( p \equiv 5 \pmod{8} \), then \( 2^\mu \equiv -1 \pmod{p} \), and thus we can deduce from (2.14) and (2.15) that

\[
\frac{u_{2h}}{t_{2h}} = \frac{\beta - \gamma}{2^{\mu+1} - (\beta + \gamma)p} \equiv -\frac{\beta - \gamma}{2} \equiv \sqrt{M_p(\alpha)} \equiv 2B_\mu \pmod{p}.
\]

Making use of this congruence, we see at once that \( p \mid u \) is equivalent to each of

(i) \( p \mid B_\mu \);  
(ii) \( p \mid \beta - \gamma \);  
(iii) \( p^2 \mid M_p(\alpha) \).
3. Products of Quadratic Residues and Non-residues

§ 3.1 In this subsection, we will discuss some congruences equivalent to $p \mid u$ which are related to the individual products of quadratic residues and non-residues modulo $p$, while mainly referring to results of Carlitz.

In what follows, we denote by $R := \prod_r r$ and $S := \prod_s s$ the products of the quadratic residues $r$ and non-residues $s$ modulo $p$ between 0 and $p$, respectively.

If $p \equiv 1 \pmod{4}$, then $\left(\frac{\mu}{p}\right) = \left(\frac{p-k}{p}\right)$ $(k = 1, 2, \ldots, \mu)$, hence by using Wilson’s theorem (i.e., $(p-1)! \equiv -1 \pmod{p}$) we get

$$R \equiv (\mu!)^2 \equiv (-1)^\mu(p-1)! \equiv -1 \pmod{p};$$
$$S = \frac{(p-1)!}{R} \equiv (-1)^\mu \equiv 1 \pmod{p}.$$

So there exist the integers $U_p > 0$ and $V_p < 0$ such that

$$R + 1 = pU_p \quad \text{and} \quad S - 1 = -pV_p. \quad (3.1)$$

The following remarkable congruence was first announced by Ankeny, Artin and Chowla in [9], and later proved by Carlitz in [14]:

$$\frac{u_{2h}}{t_{2h}} \equiv \frac{2hu}{t} \equiv \frac{R + S}{p} \pmod{p}. \quad (3.2)$$

Since $\varepsilon_{2h} = \varepsilon_h^2$, we obtain from (2.9) and (2.10) that

$$\frac{u_{2h}}{t_{2h}} = \frac{2h_s u_s}{t_{h_s} + pu_s} = \frac{2(b^2 - c^2)}{(b-c)^2 + p(b+c)^2} \equiv \frac{2(b+c)}{b-c} \equiv 2B_\mu \pmod{p}.$$

Therefore, by using (3.1) and (3.2) we have

$$\frac{R + S}{p} = U_p - V_p \equiv 2B_\mu \pmod{p}. \quad (3.3)$$

Consequently, as Carlitz already mentioned, it can be shown from (3.3) that $p \mid u$ is equivalent to each of

(i) $p \mid B_\mu$; (ii) $p^2 \mid R + S$; (iii) $p \mid U_p - V_p. \quad (3.4)$

Let $W_p := ((p-1)! + 1)/p$ be the Wilson quotient for an odd prime $p$. We now recall the following classical formulas supplying some relations between $W_p$ and specific Bernoulli numbers:

$$W_p \equiv B_{p-1} + \frac{1}{p} - 1 \pmod{p} \quad \text{(Beeger [12], Lerch [24]);}$$
$$W_p \equiv B_{2(p-1)} - B_{p-1} \pmod{p} \quad \text{(E. Lehmer [22]).} \quad (3.5)$$
Here note that the right-hand sides of these congruences are $p$-integral by the von Staudt-Clausen Theorem. For the proof of (3.5), see, e.g., [2, Proposition 3.12].

As is easily seen, if $p \equiv 1 \pmod{4}$, then it follows that

\[(p-1)! = RS = (-1 + pU_p)(1 - pV_p) \equiv -1 + p(U_p + V_p) \pmod{p^2},\]

and so, dividing by $p$ we get $W_p \equiv U_p + V_p \pmod{p}$. Combining this with (3.3),

\[W_p \equiv 2(U_p - B_\mu) \equiv 2(V_p + B_\mu) \pmod{p}.
\]

\[\tag{3.6}
\]

**Theorem 3.1.** If $p \equiv 1 \pmod{4}$, then $p \mid u$ is equivalent to each of

(i) $W_p \equiv 2U_p \equiv 2V_p \pmod{p}$;

(ii) $B_{p-1} + \frac{1}{p} \equiv 2U_p + 1 \equiv 2V_p + 1 \pmod{p}$;

(iii) $B_{2(p-1)} - B_{p-1} \equiv 2U_p \equiv 2V_p \pmod{p}$.

Proof. In view of (3.3) and (3.6), it is clear that $p \mid B_\mu$ is equivalent to (i). Also, the conditions (ii) and (iii) are derived by applying (i) and (3.5). \qed

**§ 3.2** If one of $U_p$ and $V_p$ was known, then the other one can be given from the congruence $W_p \equiv U_p + V_p \pmod{p}$ mentioned above. It may be somewhat crude, but we want to introduce below one of the methods of obtaining $U_p$ and $V_p$ modulo $p$ without the use of any quadratic residues and non-residues.

If $r$ is a quadratic residue modulo $p$, then there exists a unique integer $j$, $1 \leq j \leq \mu$, such that $r \equiv j^2 \pmod{p}$, and so $r = j^2 - \lfloor j^2/p \rfloor p$. Therefore, we have

\[R = \prod_r = \prod_{j=1}^\mu \left( j^2 - \left\lfloor \frac{j^2}{p} \right\rfloor p \right) = (\mu!)^2 \left( 1 - p \sum_{j=1}^\mu \frac{\left\lfloor \frac{j^2}{p} \right\rfloor}{j^2} \right) \pmod{p^2}.
\]

Since $(p-1)! \equiv (-1)^\mu (\mu!)^2 \equiv -1 \pmod{p}$ by Wilson’s theorem, we have $(\mu!)^2 \equiv -1 \pmod{p}$, and hence

\[U_p = \frac{R + 1}{p} = \frac{(\mu!)^2 + 1}{p} + \sum_{j=[\sqrt{p}]+1}^\mu \frac{\left\lfloor \frac{j^2}{p} \right\rfloor}{j^2} \pmod{p}.
\]

Also, using the congruence $(p-1)! \equiv (\mu!)^2(1 - pH_\mu) \pmod{p^2}$, it follows that

\[W_p \equiv \frac{(\mu!)^2 + 1}{p} - (\mu!)^2 H_\mu \pmod{p},
\]

where $H_k := 1 + 1/2 + \cdots + 1/k$ is the $k$th harmonic number. As a result, we have

\[V_p \equiv W_p - U_p \equiv - (\mu!)^2 H_\mu - \sum_{j=[\sqrt{p}]+1}^\mu \frac{\left\lfloor \frac{j^2}{p} \right\rfloor}{j^2} \pmod{p}.
\]


§ 3.3 For a positive integer \( n \) with \( p \nmid n \), let \( q_p(n) := (n^{p-1} - 1)/p \) be the Fermat quotient of \( p \) with base \( n \). We first present the well-known logarithmic property of Fermat quotients, which can be easily shown by using Fermat’s little theorem.

**Lemma 3.2.** Let \( k \) and \( m \) be positive integers prime to \( p \). Then it follows that \( q_p(km) \equiv q_p(k) + q_p(m) \pmod{p} \).

**Theorem 3.3.** If \( p \equiv 1 \pmod{4} \), then \( p \mid u \) is equivalent to each of

\[
\begin{align*}
& (i) \quad \sum_r q_p(r) \equiv \sum_s q_p(s) \pmod{p}; \\
& (ii) \quad \sum_{0<r<p/2} \left( 2q_p(r) + \frac{1}{r} \right) \equiv \sum_{0<s<p/2} \left( 2q_p(s) + \frac{1}{s} \right) \pmod{p}.
\end{align*}
\]

**Proof.** Since \( R = -1 + pU_p \) and \( S = 1 - pV_p \), we have \((R + S)/p = U_p - V_p\), as already mentioned in Subsection 3.1. On the other hand, from the definition of the Fermat quotient we have

\[
q_p(R) = \frac{1}{p} \left(-1 + pU_p\right)^{p-1} - 1 \equiv U_p \pmod{p};
\]

\[
q_p(S) = \frac{1}{p} \left((1 - pV_p)^{p-1} - 1 \equiv V_p \pmod{p}.\right.
\]

Therefore, by making use of Lemma 3.2 we obtain from (3.3) that

\[
\frac{R + S}{p} = U_p - V_p \equiv q_p(R) - q_p(S) = \sum_r q_p(r) - \sum_s q_p(s) \equiv 2B_u \pmod{p},
\]

(3.7)

which proves that \( p \mid B_u \) is equivalent to (i). Next, noting that

\[
q_p(p - m) = \frac{(p - m)^{p-1} - 1}{p} \equiv q_p(m) - (p - 1)m^{p-2}
\]

\[
\equiv q_p(m) + \frac{1}{m} \pmod{p}
\]

and \( \left( \frac{m}{p} \right) = \left( \frac{p - m}{p} \right) \) for each \( m = 1, 2, ..., \mu \), we get from (3.7) that

\[
\sum_r q_p(r) - \sum_s q_p(s) \equiv \sum_{m=1}^{p-1} \left( \left( \frac{m}{p} \right) q_p(m) \right.
\]

\[
\equiv \sum_{m=1}^{\mu} \left( \left( \frac{m}{p} \right) q_p(m) + \left( \frac{p - m}{p} \right) q_p(p - m) \right)
\]

\[
\equiv \sum_{m=1}^{\mu} \left( \left( \frac{m}{p} \right) \left( 2q_p(m) + \frac{1}{m} \right) \equiv 2B_u \pmod{p},
\]

which shows that (i) is equivalent to (ii).

\[\square\]
In Section 4 we will give a direct proof of (3.7) and hence of Proposition 3.3(i), based on a certain congruence for Bernoulli numbers, without the use of (3.3).

**Theorem 3.4.** Let \( p \) be an odd prime with \( p \equiv 1 \pmod{4} \) and \( s' \) be any fixed quadratic non-residue modulo \( p \). Then \( p \mid u \) is equivalent to

\[
q_p(s') \equiv \frac{2}{s'} \sum_{p/s'<r<p} \frac{1}{r} \left\lfloor \frac{s'r}{p} \right\rfloor \pmod{p}.
\]  

(3.8)

**Proof.** Since \( \left( \frac{s'}{p} \right) \equiv s'^\mu \equiv -1 \pmod{p} \), we have

\[
U_p - V_p \equiv -s'^\mu \frac{R+S}{p} \equiv -\frac{1}{p} \left( \prod_r (s'r) + s'^\mu S \right) \pmod{p}.
\]  

(3.9)

For a quadratic residue \( r \), let \( c_r \) be the least positive residue of \( s'r \) modulo \( p \). Since \( s'r = \lfloor s'r/p \rfloor p + c_r \equiv c_r \pmod{p} \), we have \( \left( \frac{c_r}{p} \right) = \left( \frac{s'}{p} \right) \left( \frac{r}{p} \right) = -1 \). Further, for quadratic residues \( r_1 \) and \( r_2 \) modulo \( p \), we see that \( r_1 \neq r_2 \) if and only if \( c_{r_1} \neq c_{r_2} \), and so \( \prod_r c_r = S \) follows. Based on this fact, we can obtain the congruence

\[
\prod_r (s'r) = \prod_r \left( c_r + \left\lfloor \frac{s'r}{p} \right\rfloor p \right) \equiv S \left( 1 + p \sum_r \frac{1}{c_r} \left\lfloor \frac{s'r}{p} \right\rfloor \right) \pmod{p^2}.
\]

Thus, using \((s'^\mu + 1)/p \equiv -q_p(s')/2 \pmod{p}\) the right-hand side of (3.9) becomes

\[
-\frac{1}{p} \left( \prod_r (s'r) + s'^\mu S \right) \equiv -S \left( \frac{s'^\mu + 1}{p} + \sum_r \frac{1}{c_r} \left\lfloor \frac{s'r}{p} \right\rfloor \right)
\]

\[
\equiv S \left( \frac{1}{2} q_p(s') - \sum_r \frac{1}{c_r} \left\lfloor \frac{s'r}{p} \right\rfloor \right) \pmod{p}.
\]

If \( s'r < p \), then \( \lfloor s'r/p \rfloor = 0 \), so we get from (3.9) that, exchanging \( c_r \) for \( s'r \),

\[
U_p - V_p \equiv S \left( \frac{1}{2} q_p(s') - \sum_{p/s'<r<p} \frac{1}{s'r} \left\lfloor \frac{s'r}{p} \right\rfloor \right) \pmod{p},
\]

which shows that (3.8) is equivalent to \( p \mid U_p - V_p \) and hence to \( p \mid u \) by (3.4), because \( p \) does not divide \( S \). This completes the proof of the theorem. \( \square \)

4. Application of Bernoulli Number Congruences

§ 4.1 In this section, we prepare special type congruences for Bernoulli numbers expressing exactly \( B_k/k \) \((k > 0, \text{ an even})\), and by making use of them we will derive various kinds of conditions equivalent to \( p \mid B_k \), and hence to \( p \mid u \).
In what follows, we denote by $g$ a primitive root modulo $p$ and by $g_i$ the least positive residue of $g^i$ modulo $p$, i.e., $g^i \equiv g_i \pmod{p}$, $1 \leq g_i \leq p - 1$.

Let $S_k(n) := 1^k + 2^k + \cdots + (n-1)^k$ for integers $k \geq 1$ and $n \geq 2$. First of all, we present an important consequence of the well-known Euler-Maclaurin summation formula expressing $S_k(n)$ by means of Bernoulli numbers. That is, if $k \geq 1$ and $n \geq 2$, then

$$S_k(n) = \sum_{i=0}^{k} \frac{1}{i+1} \binom{k}{i} n^{i+1} B_{k-i}. \quad (4.1)$$

This formula itself can be derived by expanding both sides of $(x/(e^x-1))(e^{nx}-1) = x \sum_{j=0}^{n-1} e^{jx}$ into the Maclaurin power series and then comparing coefficients of the powers of $x$. Here note that $\frac{1}{i+1} \binom{k}{i} = \frac{1}{k+1} \binom{k+1}{i+1}$ for each $i \geq 0$.

Using the von Staudt-Clausen theorem and (4.1) with $n = p$, we can prove the following proposition (see [2, 29], for instance):

**Proposition 4.1.** If $p$ is an odd prime, then

$$S_k(p) \equiv \begin{cases} -1 \pmod{p} & \text{if } p - 1 \mid k; \\ 0 \pmod{p} & \text{otherwise.} \end{cases} \quad (4.2)$$

In particular, if $k \geq 2$ is even and $p - 1 \nmid k$, then

$$S_k(p) \equiv pB_k \pmod{p^2}. \quad (4.3)$$

By making use of (4.3) we may state the following theorem:

**Theorem 4.2.** If $p \equiv 1 \pmod{4}$, then $p \mid u$ is equivalent to

$$\frac{1}{p} \sum_{i=0}^{p-2} \frac{(-1)^i}{g_i} \equiv -\frac{1}{2} g_p(g) \pmod{p}. \quad (4.4)$$

**Proof.** First we note that

$$g^{\mu(p-1)} - 1 = (g^{p-1} - 1 + 1)^\mu - 1 = \sum_{j=0}^{\mu} \binom{\mu}{j} (g^{p-1} - 1)^j - 1 \equiv \mu(g^{p-1} - 1) \equiv -\frac{1}{2} (g^{p-1} - 1) \pmod{p^2}. \quad (4.5)$$

Dividing this by $g^\mu - 1$, we have $(g^{\mu(p-1)} - 1)/(g^\mu - 1) \equiv (g^{p-1} - 1)/4 \pmod{p^2}$, because $g^\mu \equiv -1 \pmod{p}$ holds for a primitive root $g$ modulo $p$. Also, since
\( g_i = g^i - \lfloor g^i/p \rfloor p \), by taking \( k = \mu \) in (4.3) we have

\[
S_\mu(p) = \sum_{i=0}^{p-2} g_i^\mu = \sum_{i=0}^{p-2} \left( g^i - \left\lfloor \frac{g^i}{p} \right\rfloor p \right)^\mu = \sum_{i=0}^{p-2} \left( g^{i\mu} - \mu g^{i(\mu-1)} \left\lfloor \frac{g^i}{p} \right\rfloor p \right)
\]

\[
\equiv \frac{g^{\mu(p-1)} - 1}{g^\mu - 1} + \frac{p}{2} \sum_{i=0}^{p-2} g^{i(\mu-1)} \left\lfloor \frac{g^i}{p} \right\rfloor \equiv \frac{1}{4} (g^{p-1} - 1) + \frac{1}{2} \sum_{i=0}^{p-2} (-1)^i \frac{1}{g_i} (g^i - g_i)
\]

\[
\equiv \frac{p}{4} q_\mu(g) + \frac{1}{2} \sum_{i=0}^{p-2} \frac{(-g)^i}{g_i} \equiv pB_\mu \pmod{p^2},
\]

which proves, after dividing by \( p \), that (4.4) is equivalent to \( p \mid B_\mu \).

**Proposition 4.3.** Let \( k \) be a positive integer such that \( p - 1 \not\mid k \). Then

\[
\sum_{m=1}^{p-1} m^k q_p(m) \equiv -\frac{B_k}{k} \pmod{p}.
\]  

**(4.5)**

**Proof.** The Kummer congruence asserts that if \( p - 1 \not\mid k \), then

\[
\frac{B_{k+p-1}}{k+p-1} \equiv \frac{B_k}{k} \pmod{p},
\]

which yields \( B_{k+p-1} \equiv ((k-1)/k) B_k \pmod{p} \). Therefore, by making use of (4.3) in Proposition 4.1 we obtain

\[
\sum_{m=1}^{p-1} m^k q_p(m) = \sum_{m=1}^{p-1} \frac{m^k (m^{p-1} - 1)}{p} \equiv \frac{1}{p} (S_{k+p-1}(p) - S_k(p))
\]

\[
\equiv B_{k+p-1} - B_k \equiv \frac{k-1}{k} B_k - B_k \equiv -\frac{B_k}{k} \pmod{p},
\]

which proves that (4.5) follows. \( \square \)

In particular, considering the special case where \( k = \mu \) in (4.5), we have

\[
\sum_{m=1}^{p-1} m^{\mu} q_p(m) \equiv \sum_{m=1}^{p-1} \left( \frac{m}{p} \right) q_p(m) \equiv \sum_{r} q_p(r) - \sum_{s} q_p(s) \equiv -\frac{B_\mu}{\mu} \pmod{p},
\]

which gives another proof of Theorem 3.3 (i) without the use of (3.3).

**§ 4.2** For the next discussion, we introduce Voronoï’s congruences using a primitive root \( g \) modulo \( p \), and by applying these we derive some conditions equivalent to \( p \mid \mu \).
Proposition 4.4. Let $p$ be an odd prime, $k \geq 2$ be an even integer with $p - 1 \nmid k$ and $a$ be a positive integer with $p \nmid a$. Then we have

(i) \[ (a^k - 1) \frac{B_k}{k} \equiv \sum_{i=0}^{p-2} (ag_i)^{k-1} \left( \frac{ag_i}{p} \right) \pmod{p}; \]

(ii) \[ (a^k - 1) \frac{B_k}{k} \equiv 2 \sum_{j=0}^{\mu-1} (ag_j)^{k-1} \left( \frac{ag_j}{p} \right) \pmod{p}. \]

The proof of (i) can be found in many textbooks (for instance, see [29]), so it may be unnecessary to reprove it. However, in order to make a basis of (ii) clear, we would like to give a full proof of this proposition.

Proof. For a fixed integer $a$, let $c_i$ be the least positive residue of $ag_i$ modulo $p$, i.e., $c_i$ is the integer such that $ag_i = [ag_i/p]p + c_i$, $1 \leq c_i \leq p - 1$. Then, it is shown by direct calculation that

\[ \sum_{i=0}^{p-2} (ag_i)^k = \sum_{i=0}^{p-2} \left( \left[ \frac{ag_i}{p} \right] p + c_i \right)^k \equiv \sum_{i=0}^{p-2} \left( k \left[ \frac{ag_i}{p} \right] p^k \right) \pmod{p^2}. \]

Hence, the fact that $\{g_i \mid i = 0, 1, \ldots, p-2\} = \{c_i \mid i = 0, 1, \ldots, p-2\}$ leads to

\[ (a^k - 1)S_k(p) \equiv k \sum_{i=0}^{p-2} c_i^{k-1} \left( \frac{ag_i}{p} \right) \pmod{p^2}. \]

Dividing this by $p$ and exchanging $c_i$ for $ag_i$, we see from (4.3) that (i) follows. On the other hand, since $g_i + g_{i+1} = c_i + c_{i+1} = p$, the identity

\[ a(g_i + g_{i+1}) = \left( \left[ \frac{ag_i}{p} \right] + \left[ \frac{ag_{i+1}}{p} \right] \right) p + c_i + c_{i+1} \]

gives, dividing by $p$,

\[ \left[ \frac{ag_i}{p} \right] + \left[ \frac{ag_{i+1}}{p} \right] = a - 1. \]

Also, since $g^{(k-1)\mu} \equiv (-1)^{k-1} \equiv -1 \pmod{p}$ for an even integer $k$, we have

\[ \sum_{j=0}^{\mu-1} (ag_j)^{k-1} = a^{k-1} \sum_{j=0}^{\mu-1} g^{(k-1)j} = a^{k-1} \frac{g^{(k-1)\mu} - 1}{g^{k-1} - 1} = - \frac{2a^{k-1}}{g^{k-1} - 1} \pmod{p}. \]

Making use of this congruence, the sum on the right-hand side of congruence (i)
above can be written as
\[
\sum_{i=0}^{p-2} \left( \frac{ag_i}{p} \right)^k = \sum_{j=0}^{\mu-1} \left( \frac{ag_j}{p} \right)^k + \left( \frac{ag_{\mu+j}}{p} \right)^k
\]

\[
= \sum_{j=0}^{\mu-1} \left( \frac{ag_j}{p} \right)^k + \left( \frac{ag_{\mu+j}}{p} \right)^k
\]

\[
= \sum_{j=0}^{\mu-1} \left( \frac{ag_j}{p} \right)^k + (-a) \left( \frac{ag_j}{p} \right)^k
\]

\[
= 2 \sum_{j=0}^{\mu-1} \left( \frac{ag_j}{p} \right)^k + \frac{2(a-1)k^k - 1}{k^k - 1} \quad (\text{mod } p),
\]

and this shows that (ii) follows.

Incidentally, we would like to mention that Voronoi’s congruence introduced in Proposition 4.4(i) can be generalized for a modulus \(p^{e+1} \ (e \geq 0)\) and it is used to prove the generalized Kummer congruence \((\frac{1}{m} - p^{n-1})B_m \equiv (1 - p^{n-1})B_n \ (\text{mod } p^{e+1})\) deeply concerned with the construction of \(p\)-adic \(L\)-function, where \(m\) and \(n\) are positive integers such that \(p - 1 \nmid m\) and \(m \equiv n \ (\text{mod } \varphi(p^{e+1}))\) with Euler’s totient function \(\varphi\). For details on generalized Voronoi’s congruences and \(p\)-adic \(L\)-functions, see, e.g., [27, 5] and [16, 19, 33], respectively.

Based on Proposition 4.4, we can state the following theorem:

**Theorem 4.5.** Let \(p\) be an odd prime with \(p \equiv 1 \ (\text{mod } 4)\) and \(s'\) be any fixed quadratic non-residue modulo \(p\). Then \(p | u\) is equivalent to each of

(i) \[\sum_{i=0}^{p-2} \frac{(-1)^i}{g_i} \left( \frac{s'g_i}{p} \right) \equiv 0 \ (\text{mod } p);\]

(ii) \[\sum_{j=0}^{\mu-1} \frac{(-1)^j}{g_j} \left( \frac{s'g_j}{p} \right) \equiv \frac{(s' - 1)g - 1}{g + 1} \ (\text{mod } p).\]

**Proof.** Set \(k = \mu\) and \(a = s'\) in Proposition 4.4(i). Noting that \(g_i^n \equiv (-1)^i \ (\text{mod } p)\) and \(s'\mu \equiv \left( \frac{s'}{p} \right) \equiv -1 \ (\text{mod } p)\), we obtain

\[-2B_\mu \sum_{i=0}^{p-2} \frac{(-1)^i}{s'g_i} \left( \frac{s'g_i}{p} \right) \equiv - \frac{1}{s'} \sum_{i=0}^{p-2} \frac{(-1)^i}{g_i} \left( \frac{s'g_i}{p} \right) \ (\text{mod } p),\]
and this congruence proves that $p \mid B_\mu$ is equivalent to (i). Similar to the above, setting $k = \mu$ and $a = s'$ in Proposition 4.4 (ii), we have, since $s'^\mu \equiv -1 \pmod{p}$,

$$-\frac{B_\mu}{\mu} = 2 \sum_{j=0}^{\nu-1} (s' g_j)^{\mu-1} \left[ \frac{s' g_j}{p} \right] + \frac{2(s' - 1)s'^{\mu-1}}{g^{\mu-1} - 1} \equiv -2 \sum_{j=0}^{\nu-1} \frac{(s' g_j)^{\mu-1}}{g_j} \left[ \frac{s' g_j}{p} \right] + \frac{2(s' - 1)g}{s'(g + 1)} \pmod{p}.$$

Multiplying this by $s'/2$, we can confirm that $p \mid B_\mu$ is equivalent to (ii).

§ 4.3 Next we introduce Vandiver’s curious congruence which, generally speaking, involves two Bernoulli numbers having symmetric indices with respect to the midpoint $\mu$ of the interval $[0, p - 1]$.

For arbitrary positive integers $m$ and $a$, we define the function $\lambda(m, a)$ by

$$\lambda(m, a) := \begin{cases} 0 & \text{for } m = 1; \\ \sum' \frac{\xi^a - 1}{\xi^p - 1} & \text{for } m \geq 2, \end{cases}$$

where $p$ is a fixed odd prime and the sum $\sum'$ is taken over all the $m$th roots $\xi \neq 1$ of unity. Using this function, Vandiver [31, 32] proved the following proposition:

**Proposition 4.6.** Let $p$ be an odd prime and let $a$ and $k$ be arbitrary integers with $1 \leq a \leq p - 1$ and $1 \leq k < p - 1$. Then

$$a B_k \frac{k}{\mu} + a^{k+1} \frac{B_{p-1-k}}{p - 1 - k} \equiv \sum_{m=1}^{p-1} m^k \lambda(m, a) \pmod{p}. \quad (4.6)$$

We now assume that $p \geq 5$ and $k \geq 2$ is even. Given arbitrary positive integers $m$ and $a$ prime to $p$, let $X := X_m(a)$ and $Y := Y_m(a)$ be solutions of the linear Diophantine equation

$$pX - mY = a, \quad 1 \leq X \leq m, \quad 1 \leq Y \leq p - 1.$$

As is easily seen, these solutions are uniquely determined depending on $m$ and $a$. In particular, if $a = 1$, then we have

$$X_m(1) = m - \frac{m \overline{m} - 1}{p} \quad \text{and} \quad Y_m(1) = p - \overline{m},$$

where $\overline{m}$ is the modular inverse of $m$ modulo $p$, i.e., the integer satisfying $m \overline{m} \equiv 1 \pmod{p}$ and $1 \leq \overline{m} \leq p - 1$. 
Since \{pk + mZ \mid k = 1, 2, \ldots, m - 1\} = \{k + mZ \mid k = 1, 2, \ldots, m - 1\}, it is possible to rewrite \(\lambda(m, a)\) as

\[
\lambda(m, a) = \sum \frac{\mu_{\mathbb{Z}/m\mathbb{Z}}(a)}{\mu} = \sum \frac{\mu_{\mathbb{Z}/m\mathbb{Z}}(a)}{\mu} = m - X_m(a).
\]

If \(k\) is even, then \(p - 1 \nmid k + 1\), and so we have \(S_{k+1}(p) \equiv 0 \pmod{p}\) by (4.2) in Proposition 4.1. Therefore, (4.6) leads to

\[
a \frac{B_k}{k} + a^{k+1} \frac{B_{p-1-k}}{p-1-k} = \sum_{m=1}^{p-1} m^k(m - X_m(a))
\]

\[
\equiv S_{k+1}(p) - \sum_{m=1}^{p-1} m^k X_m(a) \equiv - \sum_{m=1}^{p-1} m^k X_m(a) \quad (4.7)
\]

\[
\equiv - \sum_{m=1}^{p-1} m^k m Y_m(a) + a \equiv \frac{m}{p} \pmod{p}.
\]

Making use of this congruence, we can prove the following theorem:

**Theorem 4.7.** Let \(p\) be an odd prime with \(p \equiv 1 \pmod{4}\) and \(r'\) be any fixed quadratic residue modulo \(p\). Then \(p \mid u\) is equivalent to each of

(i) \(\sum \frac{X_r(r')}{r'} \equiv \sum X_s(r') \pmod{p}\);

(ii) \(\sum \frac{rY_r(r')}{r} \equiv \sum sY_s(r') \pmod{p^2}\).

**Proof.** Set \(a = r'\) and \(k = \mu\) in (4.7). Since \(\left(\frac{r'}{p}\right) \equiv r'^\mu \equiv 1 \pmod{p}\) and \(m^\mu \equiv \left(\frac{m}{p}\right) \pmod{p}\), we have

\[
2r' B_{\mu} \equiv - \sum_{m=1}^{p-1} \left(\frac{m}{p}\right) X_m(r') \equiv - \sum_{m=1}^{p-1} \left(\frac{m}{p}\right) m Y_m(r') + r' \pmod{p}, \quad (4.8)
\]

which proves that \(p \mid B_{\mu}\) is equivalent to each of (i) and (ii). Here we used the fact that \(\sum_{m=1}^{p-1} \left(\frac{m}{p}\right) = 0\), after multiplying (4.8) by \(p\), in order to derive (ii). \(\square\)

**Theorem 4.8.** If \(p \equiv 1 \pmod{4}\), then \(p \mid u\) is equivalent to each of

(i) \(\sum \frac{r'^{p-1}}{p} \equiv \sum s^{p-1} \pmod{p}\);

(ii) \(\sum r'^{p} \equiv \sum s^p \pmod{p^2}\).
Proof. In particular, if we take \( r' = 1 \) in (4.8), then, using \( Y_m(1) = p - \overline{m} \) and the fact that \( \sum_{m=1}^{p-1} \left( \frac{m}{p} \right) m = 0 \), we have

\[
2 \frac{B_{\mu}}{\mu} = - \sum_{m=1}^{p-1} \left( \frac{m}{p} \right) \frac{m(p - \overline{m}) + 1}{p} = - \sum_{m=1}^{p-1} \left( \frac{m}{p} \right) \left( m - \frac{m \overline{m} - 1}{p} \right)
\]

\[
= \sum_{m=1}^{p-1} \left( \frac{m}{p} \right) \frac{m \overline{m} - 1}{p} = \sum r - \frac{1}{p} - \sum s - \frac{1}{p} \pmod{p},
\]

which shows that \( p \mid B_{\mu} \) is equivalent to (i). Also, multiplying (i) by \( p \) and using \( \sum_{m=1}^{p-1} \left( \frac{m}{p} \right) = 0 \) again, we can confirm that (i) is equivalent to (ii).

By shortening intervals for \( r \) and \( s \) in Theorem 4.8 we have the following:

**Theorem 4.9.** If \( p \equiv 1 \pmod{4} \), then \( p \mid u \) is equivalent to each of

1. \[ \sum_{0 < r < p/2} \left( \frac{2(r \tau - 1)}{p} - (r + \tau) \right) \equiv \sum_{0 < s < p/2} \left( \frac{2(s \overline{\tau} - 1)}{p} - (s + \overline{\tau}) \right) \pmod{p}; \]
2. \[ \sum_{0 < r < p/2} (2r \tau - (r + \tau)p) \equiv \sum_{0 < s < p/2} (2s \overline{\tau} - (s + \overline{\tau})p) \pmod{p^2}. \]

Proof. Noting that \( p - m = p - \overline{m} \) and \( \left( \frac{p-m}{p} \right) = \left( \frac{m}{p} \right) \) for each \( m = 1, 2, \ldots, \mu - 1 \), we obtain from (4.9) that

\[
2 \frac{B_{\mu}}{\mu} = \sum_{m=1}^{p-1} \left( \frac{m}{p} \right) \frac{m \overline{m} - 1}{p}
\]

\[
= \sum_{m=1}^{\mu} \left( \frac{m}{p} \right) \left( \frac{m \overline{m} - 1}{p} + \frac{(p - m)(p - \overline{m}) - 1}{p} \right)
\]

\[
= \sum_{m=1}^{\mu} \left( \frac{m}{p} \right) \left( \frac{2(m \overline{m} - 1)}{p} - (m + \overline{m}) \right) \pmod{p},
\]

which proves that \( p \mid B_{\mu} \) is equivalent to (i). Also, multiplying (i) by \( p \) and using \( \sum_{m=1}^{p-1} \left( \frac{m}{p} \right) = 0 \), it can be easily confirmed that (i) is equivalent to (ii).

§ 4.4 In this subsection we will observe congruence (4.9) once more from a slightly different viewpoint using a primitive root \( g \) modulo \( p \) and derive several conditions equivalent to \( p \mid B_{\mu} \).
Since \( \overline{g_i} = g_{p-1-i} \) and \( g_i = g^i - \lfloor g^i/p \rfloor p \) for each \( i = 0, 1, \ldots, p-2 \), we get
\[
g_i \overline{g_i} = g_i g_{p-1-i} = \left( g^i - \left\lfloor \frac{g^i}{p} \right\rfloor p \right) \left( g^{p-1-i} - \left\lfloor \frac{g^{p-1-i}}{p} \right\rfloor p \right) = g^{p-1} - \left( g^i \left\lfloor \frac{g^{p-1-i}}{p} \right\rfloor + g^{p-1-i} \left\lfloor \frac{g^i}{p} \right\rfloor \right) p \pmod{p^2}.
\]
Subtracting 1 from both ends and dividing by \( p \), this congruence gives
\[
\frac{g_i \overline{g_i} - 1}{p} \equiv g_p(g) - \left( g_i \left\lfloor \frac{g^{p-1-i}}{p} \right\rfloor + \overline{g_i} \left\lfloor \frac{g^i}{p} \right\rfloor \right) \pmod{p}. \tag{4.10}
\]
By making use of (4.10), we will prove the following theorem:

**Theorem 4.10.** If \( p \equiv 1 \pmod{4} \), then \( p \mid u \) is equivalent to each of
\[
\begin{align*}
(i) & \quad \sum_{i=0}^{p-2} (-1)^i \left( g_i \left\lfloor \frac{g^{p-1-i}}{p} \right\rfloor + \overline{g_i} \left\lfloor \frac{g^i}{p} \right\rfloor \right) \equiv 0 \pmod{p}; \\
(ii) & \quad \sum_{i=0}^{p-2} (-1)^i g_i \overline{g_i} \equiv 0 \pmod{p^2}.
\end{align*}
\]

**Proof.** Since \( g_i \neq g_j \) unless \( p-1 \mid i-j \), we have \( \{g_i \mid 0 \leq i \leq p-2\} = \{1, 2, \ldots, p-1\} \), and thus we obtain from (4.9) and (4.10) that
\[
2 \frac{B_u}{p} = \sum_{m=1}^{p-1} \left( \frac{m}{p} \right) m \overline{m} - 1 = \sum_{i=0}^{p-2} \left( \frac{g_i}{p} \right) g_i \overline{g_i} - 1 = \sum_{i=0}^{p-2} (-1)^i \left( g_p(g) - g_i \left\lfloor \frac{g^{p-1-i}}{p} \right\rfloor - \overline{g_i} \left\lfloor \frac{g^i}{p} \right\rfloor \right)
\]
\[
\equiv - \sum_{i=0}^{p-2} (-1)^i \left( g_i \left\lfloor \frac{g^{p-1-i}}{p} \right\rfloor + \overline{g_i} \left\lfloor \frac{g^i}{p} \right\rfloor \right) \equiv 0 \pmod{p},
\]
which proves that \( p \mid B_u \) is equivalent to (i). Also, congruence (ii) can be deduced from this if we multiply by \( p \) and use the fact that \( \sum_{i=0}^{p-2} \left( \frac{g_i}{p} \right) = 0 \). \( \square \)

We note that Theorem 4.10 (ii) is actually the same as Theorem 4.8 (ii), because \( \left( \frac{g_i}{p} \right) = (-1)^i \) holds for any integer \( i \).

**Theorem 4.11.** If \( p \equiv 1 \pmod{4} \), then \( p \mid u \) is equivalent to each of
\[
\begin{align*}
(i) & \quad \sum_{j=1}^{\mu-1} (-1)^j \left( g_j \left\lfloor \frac{g^{p-1-j}}{p} \right\rfloor + \overline{g_j} \left\lfloor \frac{g^j}{p} \right\rfloor \right) \equiv -(q_p(g) + 1) \pmod{p}; \\
(ii) & \quad \sum_{j=1}^{\mu-1} (-1)^j g_j \overline{g_j} \equiv p - 1 \pmod{p^2}.
\end{align*}
\]
Using Lehmer dividing \( w \), we get

\[
T_\mu = 2g_\mu \frac{g_\mu}{p} \equiv -2 \left( \frac{g_\mu + 1}{p} \right) \equiv -2 \left( -\frac{1}{2} q_p(g) - 1 \right) \equiv q_p(g) + 2 \pmod{p},
\]

which yield \( T_0 + T_\mu \equiv 2(q_p(g)+1) \pmod{p} \). Also, since \((-1)^i T_i = (-1)^{p-1-i} T_{p-1-i} \) \((1 \le i \le p - 2; \ i \neq \mu)\), we obtain from Theorem 4.10(i) that

\[
\sum_{i=0}^{p-2} (-1)^i T_i \equiv 2(q_p(g)+1) + 2 \sum_{j=1}^{\mu-1} (-1)^j T_j \equiv 0 \pmod{p},
\]

which gives (i) after dividing by 2. On the other hand, using the congruence

\[
g_0 g_{p-1} + (-1)^\mu g_\mu^2 = 1 + (p-1)^2 \equiv -2(p-1) \pmod{p^2},
\]

we get from Theorem 4.10(ii) that

\[
\sum_{i=0}^{p-2} (-1)^i g_i g_{\mu-i} \equiv -2(p-1) + 2 \sum_{j=1}^{\mu-1} (-1)^j g_j g_{\mu-j} \equiv 0 \pmod{p^2}.
\]

Dividing this by 2, we can immediately derive (ii), as desired. \(\square\)

§ 4.5 In this subsection we will utilize some classical congruences discovered by E. Lehmer and derive several conditions equivalent to \( p \mid B_\mu \), and hence to \( p \mid u \).

At first, we define the functions such that

\[
Z_2(x) := 2^x - 1;
Z_3(x) := \frac{1}{2} (3^x - 1);
Z_4(x) := \frac{1}{2} (2^x - 1) (2^{x-1} + 1);
Z_6(x) := \frac{1}{2} (6^{x-1} + 3^{x-1} + 2^{x-1} - 1).
\]

Using these functions, E. Lehmer established in [22] the following proposition:

**Proposition 4.12.** Let \( p \) be an odd prime and \( k \geq 2 \) be an even integer such that \( p - 1 \nmid k - 2 \). Then it follows that for each \( \nu = 2, 3, 4, 6 \),

\[
Z_\nu(k) \frac{B_k}{k} \equiv \sum_{0 < i < p/\nu} (p - iv)^{k-1} \pmod{p^2}, \quad (4.11)
\]

provided that \( p \geq 7 \) for \( \nu = 6 \).
Lehmer’s congruences (4.11) have played an important role for irregularity testing of primes as well as Voronoi’s congruences introduced in Subsection 4.2. A generalized version of (4.11) for the square-modulus $n^2$ of any positive integer $n$ can be found, e.g., in [3, 5].

The following lemma can be easily verified by using only basic properties of the Legendre symbol (for reference, see, e.g., [29, 25]).

**Lemma 4.13.** Let $p$ be an odd prime with $p \equiv 1 \pmod{4}$. Then we have

(i) $\left(\frac{2}{p}\right) = -1$ if $p \equiv 5 \pmod{8}$; (ii) $\left(\frac{3}{p}\right) = -1$ if $p \equiv 5 \pmod{12}$;

(iii) $\left(\frac{6}{p}\right) = 1$ if $p \equiv 1, 5 \pmod{24}$.

This lemma will be used in the next theorem in order to evaluate values of $Z_v(k)$ at $k = \mu$ modulo $p$.

**Theorem 4.14.** Let $p$ be an odd prime and let $\nu_1 := 2$ if $p \equiv 5 \pmod{8}$, $\nu_2 := 3$ if $p \equiv 5 \pmod{12}$, $\nu_3 := 4$ if $p \equiv 5 \pmod{8}$ and $\nu_4 := 6$ if $p \neq 5$ and $p \equiv 5 \pmod{24}$. Then $p \mid u$ is equivalent to

$$
\sum_{0 < r < p/\nu_1} \frac{1}{r} \equiv \sum_{0 < s < p/\nu_l} \frac{1}{s} \pmod{p}, \quad l = 1, 2, 3, 4.
$$

(4.12)

**Proof.** Take $k = \mu$ in (4.11). Then we have for each $l = 1, 2, 3, 4$,

$$
Z_{\nu_l}(\mu) \frac{B_{\mu}}{\mu} = \sum_{0 < i < p/\nu_l} \frac{p - i\nu_l}{i} \equiv \nu_l^{\mu} - 1 \quad \text{mod}\; p.
$$

(4.13)

Here we see from Lemma 4.13 that

$$
Z_{\nu_1}(\mu) = 2^\mu - 1 \equiv -2 \quad \text{mod}\; p;
$$

$$
Z_{\nu_2}(\mu) = \frac{1}{2}(3^\mu - 1) \equiv -1 \quad \text{mod}\; p;
$$

$$
Z_{\nu_3}(\mu) = \frac{1}{2}(2^\mu - 1)(2^\mu + 1) \equiv -\frac{1}{2} \quad \text{mod}\; p;
$$

$$
Z_{\nu_4}(\mu) = \frac{1}{2}(6^\mu - 1 + 2^\mu - 1) \equiv -\frac{5}{6} \quad \text{mod}\; p.
$$

These congruences show that $p \nmid Z_{\nu_l}(\mu)$ for all $l = 1, 2, 3, 4$, and thus we can state from congruence (4.13) that $p \mid B_{\mu}$ is equivalent to

$$
\sum_{0 < i < p/\nu_1} \frac{i^{\mu - 1}}{i} \equiv \sum_{0 < i < p/\nu_l} \frac{\left(\frac{i}{p}\right)}{i} \frac{1}{i} \equiv 0 \quad \text{mod}\; p,
$$

which proves (4.12), as desired. $\square$
§ 4.6 Let $G_n$ be the $n$th Genocchi number defined by the Taylor expansion

$$
\frac{2x}{e^x + 1} = \sum_{n=0}^{\infty} G_n \frac{x^n}{n!} \quad (|x| < \pi).
$$

These numbers are integers and the first few of them are 0, 1, $-1, 0, 1, 0, -3, 0, 17$ and so on. From the functional identity

$$
2 \left( \frac{x}{e^x - 1} - \frac{2x}{e^{2x} - 1} \right) = \frac{2x}{e^x + 1},
$$

we see that $G_n = 2(1 - 2^n)B_n$ for any $n \geq 0$ and hence $G_n = 0$ if $n \geq 3$ is odd.

Making use of the well-known recurrence relation

$$
G_k = \frac{1}{2} \sum_{j=0}^{k-1} \binom{k}{j} G_j n^{k-j} = k \sum_{i=1}^{n-1} (-1)^i k^{-1} \quad (n \geq 1, \text{ an odd})
$$

and the von Staudt-Clausen theorem, it is easy to prove the following:

**Proposition 4.15.** For an odd prime $p$ and an integer $k \geq 2$, it follows that

$$
G_k \equiv k \sum_{i=1}^{p-1} (-1)^i k^{-1} \quad (\text{mod } p).
$$

(4.14)

Based on this proposition, we can derive the following theorem:

**Theorem 4.16.** If $p \equiv 5 \pmod{8}$, then $p \mid u$ is equivalent to each of

(i) $\sum_{0<r<p/2 \atop r \text{ odd}} \frac{1}{r} \equiv \sum_{0<s<p/2 \atop s \text{ odd}} \frac{1}{s} \pmod{p};$

(ii) $\sum_{0<r<p/2 \atop r \text{ even}} \frac{1}{r} \equiv \sum_{0<s<p/2 \atop s \text{ even}} \frac{1}{s} \pmod{p}.$

**Proof.** Set $k = \mu$ in (4.14). If $p \equiv 5 \pmod{8}$, then $2^\mu \equiv \frac{\mu}{p} \equiv -1 \pmod{p}$. Also, since $\mu \equiv -1/2 \pmod{p}$, $\mu^{-1} \equiv \left(\frac{i}{p}\right) \frac{1}{i} \equiv (\mu)^{-1} \left(\frac{i}{p}\right) \equiv -(\frac{i}{p})$ for $i = 1, 2, ..., p - 1$, we have

$$
G_\mu \equiv 4B_\mu \equiv -\frac{1}{2} \sum_{i=1}^{p-1} (-1)^i \left(\frac{i}{p}\right) \equiv -\sum_{0<i<p/2} \frac{(-1)^i}{i} \left(\frac{i}{p}\right)
$$

$$
\equiv -\sum_{0<r<p/2} \frac{(-1)^r}{r} + \sum_{0<s<p/2} \frac{(-1)^s}{s} \pmod{p},
$$

(4.15)
On the other hand, considering (4.13) with \( l = 1 \) (and hence \( \nu_1 = 2 \)) and multiplying by 2, it follows that
\[
2Z_2(\mu) \frac{B_\mu}{\mu} \equiv 8B_\mu \equiv -2^\mu \sum_{0<i<p/2} \frac{i^{\mu-1}}{i} \equiv \sum_{0<i<p/2} \left( \frac{i}{p} \right) \frac{1}{i} \\
\equiv \sum_{0<r<p/2} \frac{1}{r} - \sum_{0<s<p/2} \frac{1}{s} \pmod{p},
\]
(4.16)

Adding (4.15) to (4.16) and dividing by 2, we get
\[
6B_\mu \equiv \sum_{0<r<p/2} \frac{1}{r} - \sum_{0<s<p/2} \frac{1}{s} \pmod{p},
\]
which implies that \( p \mid B_\mu \) is equivalent to (i). Also, subtracting (4.15) from (4.16) and dividing by 2, we get
\[
2B_\mu \equiv \sum_{0<r<p/2} \frac{1}{r} - \sum_{0<s<p/2} \frac{1}{s} \pmod{p},
\]
which proves that \( p \mid B_\mu \) is equivalent to (ii).

**Theorem 4.17.** If \( p \equiv 5 \pmod{8} \), then \( p \mid u \) is equivalent to
\[
\sum_{0<r<p/2} q_p(r) \equiv \sum_{0<s<p/2} q_p(s) \pmod{p}.
\]
(4.17)

**Proof.** As we have seen in (4.16), if \( p \equiv 5 \pmod{8} \), then \( p \mid B_\mu \) is equivalent to
\[
\sum_{0<r<p/2} \frac{1}{r} \equiv \sum_{0<s<p/2} \frac{1}{s} \pmod{p},
\]
and so we may state from Theorem 3.3(ii) that \( p \mid B_\mu \) is equivalent to (4.17). \(\square\)

**§ 4.7** For further discussion, we define the following two special polynomials in the ring \( \mathbb{Z}[x] \) over the integers:
\[
P(x) := g_0 + g_1 x + \cdots + g_{p-2} x^{p-2};
\]
\[
Q(x) := s_0 + s_1 x + \cdots + s_{p-2} x^{p-2},
\]
where \( s_i := (gg_i - g_{i+1})/p \) for each \( i = 0, 1, \ldots, p - 2 \).

Incidentally, we wish to mention that these polynomials have been utilized in order to formulate the relative class number \( h_p^- \) of the cyclotomic field \( \mathbb{Q}(\zeta) \) defined by \( \zeta \), a primitive \( p \)th root of unity. Indeed, Kummer (in 1851) and Inkeri (in 1955)
established the following expressions (i) and (ii) of $h_p^-$ used special values of $P(x)$ and $Q(x)$, respectively: let $\theta$ be a primitive $(p - 1)$st root of unity. Then

$$
(i) \quad h_p^- = \frac{(-1)^{\mu}}{(2p)^{\mu - 1}} \prod_{k=0}^{\mu-1} P(\theta^{2k+1}); \quad (ii) \quad h_p^- = \frac{(-1)^{\mu}p}{2p^{\mu - 1}(\theta^{\mu} + 1)} \prod_{k=0}^{\mu-1} Q(\theta^{2k+1}).
$$

For more details and related class number topics, see, e.g., [15, 23, 26, 33, 25, 8].

A basic relation between $P(x)$ and $Q(x)$ can be stated by

$$
\frac{1}{p}(gx - 1)P(x) = xQ(x) + \frac{1}{p}(x^{p-1} - 1), \quad (4.18)
$$

which is easily confirmed by direct calculation.

We now extract from [6, Section 3] two congruences expressing $B_k/k$ by means of special values of $P(x)$ and $Q(x)$, and reprove them for the sake of completeness.

**Proposition 4.18.** Let $p$ be an odd prime and $k \geq 2$ be an even integer with $p - 1 \nmid k$. Then we have

- (i) \quad \frac{1}{p}P(g^{k-1}) \equiv \frac{B_k}{k} + \frac{k - 1}{g^k - 1}q_p(g) \pmod{p};
- (ii) \quad Q(g^{k-1}) = \frac{g^k - 1}{g^{k-1}} \cdot \frac{B_k}{k} \pmod{p}.

**Proof.** At first, we mention the following congruence proved in [4, Theorem 1.1]:

$$
\frac{B_k}{k} \equiv \frac{g^k}{g^k - 1}q_p(g) - \sum_{i=1}^{p-1} g^i \left\lfloor \frac{g^i}{p} \right\rfloor \pmod{p}. \quad (4.19)
$$

Since $\lfloor g^i/p \rfloor = (g^i - g_i)/p$, $g_{p-1} = g = 1$ and $q_p(g^{k-1}) \equiv (k - 1)q_p(g) \pmod{p}$ by Lemma 3.2, we obtain from (4.19) that

$$
\frac{B_k}{k} = \frac{g^k}{g^k - 1}q_p(g) - \frac{1}{p} \left( \sum_{i=1}^{p-1} g^{ki} - \sum_{i=1}^{p-1} g^{(k-1)i}g_i \right)
\equiv \frac{g^k}{g^k - 1}q_p(g) - \frac{1}{p}P(g^{k-1}) + q_p(g^{k-1})
\equiv -\frac{k - 1}{g^k - 1}q_p(g) + \frac{1}{p}P(g^{k-1}) \pmod{p},
$$

which gives (i). For the proof of (ii), take $x = g^{k-1}$ in (4.18). That is,

$$
\frac{1}{p}(g^{k-1} - 1)P(g^{k-1}) = g^{k-1}Q(g^{k-1}) + q_p(g^{k-1}),
$$

which leads to (ii) by using (i) and $q_p(g^{k-1}) \equiv (k - 1)q_p(g) \pmod{p}$ again. \qed
We note that Proposition 4.18(ii) is just a special case of Voronoi’s congruences mentioned in Subsection 4.2. Indeed, if we take \(a = g\) in Proposition 4.4(i), then, noticing the fact such that \(Q(g^{k-1}) \equiv \sum_{i=0}^{p-2} s_i g_i^{k-1} \pmod{p}\), we have

\[
(g^k - 1) \frac{B_k}{k} \equiv \sum_{i=0}^{p-2} (g g_i)^{k-1} \left\lfloor \frac{g g_i}{p} \right\rfloor \equiv g^{k-1} \frac{p-2}{p} \sum_{i=0}^{p-2} g_i^{k-1} g g_i - g_{i+1} \quad \pmod{p},
\]

which is exactly the same as Proposition 4.18(ii). As is well-known, this congruence is very practical for the irregularity testing of primes by computer, in view of the running time of operations. More detailed explanations can be found in the excellent paper [13] by Buhler and Harvey.

Using Proposition 4.18, we may state the following theorem:

**Theorem 4.19.** If \(p \equiv 1 \pmod{4}\), then \(p \mid u\) is equivalent to each of

(i) \(\frac{1}{p} P(g^{\mu - 1}) \equiv \frac{3}{4} q_p(g) \pmod{p}\);

(ii) \(Q(g^{\mu - 1}) \equiv 0 \pmod{p}\).

**Proof.** Taking \(k = \mu\) in Proposition 4.18 and noting that \((\mu - 1)/(g^\mu - 1) \equiv 3/4 \pmod{p}\), we immediately see that \(p \mid B_\mu\) is equivalent to each of (i) and (ii).

The following is just a transformation of Proposition 4.18:

**Proposition 4.20.** Let \(p\) be an odd prime and \(k \geq 2\) be an even integer with \(p - 1 \nmid k\). Then we have

(i) \(\frac{B_k}{k} \equiv \frac{2}{p} \sum_{j=0}^{k-1} g^j g^{(k-1)j} - \frac{k - 1}{g^{k-1}} q_p(g) + \frac{2}{g^{k-1}-1} \pmod{p}\);

(ii) \(\frac{B_k}{k} \equiv \frac{2g^{k-1}}{g^k - 1} \left( \sum_{j=0}^{\mu-1} s_j g^{(k-1)j} + \frac{g - 1}{g^{k-1}-1} \right) \pmod{p}\).

**Proof.** Since \(g_j + g_{j+p} \equiv g^j + g^{j+p} \equiv 0 \pmod{p}\) and \(1 \leq g_j, g_{j+p} \leq p - 1\) for each \(j = 0, 1, ..., \mu - 1\), we see that \(g_j + g_{j+p} = p\), and hence

\[
P(x) = \sum_{j=0}^{\mu-1} g_j x^j + \sum_{j=0}^{\mu-1} (p - g_j) x^{j+p} = (1 - x^\mu) \sum_{j=0}^{\mu-1} g_j x^j + px^{\mu+1} \frac{1 - x^\mu}{1 - x}.
\]

Putting here \(x = g^{k-1}\) for an even \(k \geq 2\) and dividing by \(p\), we get

\[
\frac{1}{p} P(g^{k-1}) = \frac{1}{p} \left(1 - g^{(k-1)\mu}\right) \sum_{j=0}^{\mu-1} g_j g^{(k-1)j} + g^{(k-1)\mu} \frac{1 - g^{(k-1)\mu}}{1 - g^{k-1}}
\]

\[
\equiv \frac{2}{p} \sum_{j=0}^{\mu-1} g_j g^{(k-1)j} + \frac{2}{g^{k-1}-1} \pmod{p},
\]
and this proves (i) by Proposition 4.18 (i). On the other hand, since \( g_{k+\mu} = p - g_k \) \((0 \leq k \leq \mu)\), it follows that
\[
s_j + s_{j+\mu} = \frac{g_j g - g_{j+1}}{p} + \frac{(p - g_j)g - (p - g_{j+1})}{p} = g - 1, \tag{4.20}
\]
and therefore, \( Q(x) \) can be written as
\[
Q(x) = \sum_{j=0}^{\mu-1} (s_j x^j + s_{j+\mu} x^{j+\mu}) = \sum_{j=0}^{\mu-1} (s_j + (g - 1 - s_j)x^\mu) x^j
\]
\[
= (1 - x^\mu) \sum_{j=0}^{\mu-1} s_j x^j + (g - 1)x^\mu \frac{1 - x^\mu}{1 - x}.
\]
Here, we set \( x = g^{k-1} \) for an even \( k \geq 2 \). Since \( g^{(k-1)\mu} \equiv (-1)^{k-1} \equiv -1 \pmod{p} \), it is shown that
\[
Q(g^{k-1}) = \left(1 - g^{(k-1)\mu}\right) \sum_{j=0}^{\mu-1} s_j g^{(k-1)j} + (g - 1)g^{(k-1)\mu} \frac{1 - g^{(k-1)\mu}}{1 - g^{k-1}}
\]
\[
\equiv 2 \sum_{j=0}^{\mu-1} s_j g^{(k-1)j} + \frac{2(g - 1)}{g^{k-1} - 1} \pmod{p},
\]
which gives (ii) from Proposition 4.18 (ii). \( \square \)

**Theorem 4.21.** If \( p \equiv 1 \pmod{4} \), then \( p \mid u \) is equivalent to each of

(i) \[ \frac{1}{p} \sum_{j=0}^{\mu-1} g_j g^{(\mu-1)j} \equiv \frac{3}{8} g_p(g) + \frac{g}{g+1} \pmod{p}; \]

(ii) \[ \sum_{j=0}^{\mu-1} s_j \left(\frac{1}{g}\right)^j \equiv \frac{g(g - 1)}{g + 1} \pmod{p}. \]

**Proof.** Take \( k = \mu \) in congruences (i) and (ii) in Proposition 4.20. Since \( g^\mu \equiv -1 \pmod{p} \), \( \mu \equiv -1/2 \pmod{p} \) and \( 2g^{\mu-1}/(g^\mu - 1) \equiv 1/g \not\equiv 0 \pmod{p} \), it can be easily confirmed that \( p \mid B_\mu \) is equivalent to each of (i) and (ii). \( \square \)

We now consider a special case where \( p \) has \( g = 2 \) as a primitive root. In this case, the value of \( s_j \) can be evaluated as follows:

**Lemma 4.22.** For an odd prime \( p \), if \( 2 \) is a primitive root modulo \( p \), then it follows that for each \( j = 0, 1, ..., \mu - 1 \),
\[
s_j = 1 - s_{j+\mu} = \begin{cases} 0 & \text{if } \lfloor 2^{j+1}/p \rfloor \text{ is even;} \\
1 & \text{if } \lfloor 2^{j+1}/p \rfloor \text{ is odd.}
\end{cases}
\]
Proof. In general, since \( g_j = g^j - \left\lfloor g^j/p \right\rfloor p \), we have
\[
s_j = \frac{1}{p} \left( \left( g^j - \left\lfloor g^j/p \right\rfloor p \right) g - \left( g^{j+1} - \left\lfloor g^{j+1}/p \right\rfloor p \right) \right) = \left\lfloor g^{j+1}/p \right\rfloor - g \left\lfloor g^j/p \right\rfloor.
\]
In particular, if \( g = 2 \), then we see that \( s_j \in \{0, 1\} \) from (4.20) and the last term on the right-hand side of this identity is always even, so the lemma follows. \( \square \)

Note that \( \lfloor 2^{j+1}/p \rfloor \) is odd if and only if the least positive residue of \( 2^{j+1} \) modulo \( p \) is odd, because we have \( 2^{j+1} - \lfloor 2^{j+1}/p \rfloor p \equiv 2^{j+1}/p \) (mod 2).

**Theorem 4.23.** Let \( p \) be an odd prime with \( p \equiv 1 \pmod{4} \). If 2 is a primitive root modulo \( p \), then \( p \mid u \) is equivalent to each of
\[
\begin{align*}
(\text{i}) & \quad \sum_{j=0}^{\mu-1} s_j \mu^j \equiv \frac{2}{3} \pmod{p}; \\
(\text{ii}) & \quad \sum_{j=0}^{\mu-1} s_{j+\mu} \mu^j \equiv \frac{2}{3} \pmod{p}.
\end{align*}
\]

Proof. Take \( g = 2 \) in Theorem 4.21 (ii). Since \( (-1/2)^j \equiv \mu^j \pmod{p} \), we may immediately conclude that \( p \mid B_\mu \) is equivalent to (i). For the proof of (ii), substitute \( s_j = 1 - s_{j+\mu} \) into (i). The condition \( g = 2 \) gives \( \left( \frac{2}{p} \right) = 2^\mu = -1 \) and hence \( \mu^\mu \equiv (-1/2)^\mu \equiv -1 \pmod{p} \), so we have \( \sum_{j=0}^{\mu-1} \mu^j = (1 - \mu^\mu)/(1 - \mu) \equiv 4/3 \pmod{p} \). By using this fact we can deduce
\[
\sum_{j=0}^{\mu-1} s_{j+\mu} \mu^j \equiv \frac{1 - \mu^\mu}{1 - \mu} - \frac{2}{3} \equiv \frac{4}{3} - \frac{2}{3} \equiv \frac{2}{3} \pmod{p},
\]
which proves that (i) is equivalent to (ii), as desired. \( \square \)

Since \( s_j + s_{j+\mu} = 1 \) from (4.20), we notice that more than \( \mu/2 \) terms in the sum on the left-hand side of either (i) or (ii) in Theorem 4.23 vanish and this fact may be useful for practical testing by computer as to whether \( p \mid u \) is false or not.

We note that if \( p \equiv 1 \pmod{8} \), then \( \left( \frac{2}{p} \right) = 1 \), so that the integer 2 is not a primitive root modulo \( p \). Therefore, as a criterion for the AAC conjecture, we can apply Theorem 4.23 only for primes \( p \equiv 5 \pmod{8} \) having a primitive root \( g = 2 \) such as \( p = 5, 13, 29, 37, 53, 61, 101 \) and so on. Unfortunately, it is not known whether there exist infinitely many such primes, and this problem is still open as a part of the famous Artin conjecture on primitive roots.
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