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We develop a unified framework for convergence analysis of subgradient and subgradient projection methods for minimization of nonsmooth convex functionals in Banach spaces. The important novel features of our analysis are that we neither assume that the functional is uniformly or strongly convex, nor use regularization techniques. Moreover, no boundedness assumptions are made on the level sets of the functional or the feasible set of the problem. In fact, the solution set can be unbounded. Under very mild assumptions, we prove that the sequence of iterates is bounded and it has at least one weak accumulation point which is a minimizer. Moreover, all weak accumulation points of the sequence of Cesaro averages of the iterates are solutions of the minimization problem. Under certain additional assumptions (which are satisfied for several important instances of Banach spaces), we are able to exhibit weak convergence of the whole sequence of iterates to one of the solutions of the optimization problem. To our knowledge, this is the first result of this kind for general nonsmooth convex minimization in Banach spaces.
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1. Introduction

We consider the problem

$$\min_{x \in C} f(x)$$

(1.1)
of minimizing a convex functional $f : B \to \mathbb{R}$ over a convex closed subset $C$ of a uniformly smooth and uniformly convex Banach space $B$. We assume that the solution set $S$ of (1.1) is nonempty.

Let $B^*$ be the dual space to $B$, and let $J : B \to B^*$ be the normalized duality mapping determined by the following relations:

$$
\langle Jx, x \rangle = \|Jx\|_{B^*} \|x\|_B = \|x\|_B^2, 
$$

where $\langle \cdot, \cdot \rangle$ denotes the duality pairing of $B^*$ and $B$, and $\| \cdot \|_B$, $\| \cdot \|_{B^*}$ denote norms in $B$ and $B^*$, respectively (when it is clear from the context, we will use $\| \cdot \|$ to denote the norm in $B$). Similarly, $J^*$ will denote the normalized duality mapping from $B^*$ to $B$. In a Hilbert space $H$, $J$ is the identity operator, i.e., $J = I_H$. Under our assumptions on the Banach space $B$ (and, more generally, in any reflexive strictly convex Banach space with a strictly convex dual), it holds that $JJ^* = I_{B^*}$ and $J^*J = I_B$. By $\rho_B(\cdot)$ and $\delta_B(\cdot)$ we will denote the moduli of smoothness and convexity, respectively, of a Banach space $B$ [10, 13, 14]. Duality mappings and moduli of smoothness and convexity will play an important role in this paper, and we will elaborate more on their properties in Section 2.

Suppose first that $C = B$, i.e. the problem (1.1) is unconstrained. Let $\partial f(x)$ be the subdifferential of $f(\cdot)$ at $x \in B$, that is

$$
\partial f(x) = \{ u \in B^* \mid f(y) - f(x) \geq \langle u, y - x \rangle \ \text{for all} \ y \in B \}.
$$

We shall consider the following iterative method for solving (1.1): having $x^i$, a current approximation to a solution, compute

$$
x^{i+1} = J^*y^i, \quad \text{where} \quad y^i = Jx^i - \alpha_i \frac{u^i}{\|u^i\|_{B^*}^2}, \quad u^i \in \partial f(x^i),
$$

with the stepsizes $\{\alpha_i\}$ chosen according to the rule

$$
\sum_{i=0}^{\infty} \alpha_i = \infty, \quad \sum_{i=0}^{\infty} \rho_{B^*}(\alpha_i) < \infty.
$$

Note that by the properties of $\rho_{B^*}(\cdot)$ (see Section 2), it follows that there exist choices of $\{\alpha_i\}$ such that the two conditions in (1.4) are satisfied. It also follows that $\lim_{i \to \infty} \alpha_i = 0$. In the case of an unconstrained problem in a Hilbert space $H$ (i.e. $C = B = H$), it is relatively easy to show that, if the solution set is nonempty, then the sequence of iterates $\{x^i\}$ generated by the subgradient method is bounded, and it is a “minimizing” sequence in the sense that $\liminf_{i \to \infty} f(x^i) = \inf_{x \in H} f(x)$. Results along those lines in Euclidean and Hilbert spaces have been obtained in [15, 8, 9]. It then follows that the sequence $\{x^i\}$ has a weak accumulation point which is a minimizer. The proof of convergence of the whole sequence $\{x^i\}$ to a weak limit in a Hilbert space (i.e., uniqueness of a weak accumulation point) is considerably more involved and was obtained only recently [2]. It can be claimed that the results reported in [2] made the analysis of subgradient methods in a Hilbert space complete. As we shall see, things become more difficult in a Banach space (even for unconstrained problems, and even more so for problems with constraints). In a Banach space, a method related to (1.3)–(1.4) was studied in [4, 7] under the considerably
stronger assumption of \( f(\cdot) \) being uniformly convex (or, in the case of operator equations, the operator being uniformly monotone). In that case, the problem solution is unique, and strong convergence of the iterates is established in [4, 7]. We emphasize that, in the setting of this paper, the solution of (1.1) needs not be unique. Moreover, the solution set \( S \) may even be unbounded.

In the constrained case (i.e. when \( C \neq B \)), it is clear that iteration (1.3) should be modified by applying some kind of projection operator which forces the sequence to stay in the feasible set \( C \). However, the metric projection operator \( P_C : B \to C \), defined as

\[
P_C[x] := \operatorname{arg\,min}_{y \in C} \|y - x\|,
\]

seems to be unsuitable for the task. The reason is that, in a general Banach space, the metric projection operator does not appear to have certain “nice” properties, such as nonexpansiveness and monotonicity (see the discussion in [1]). In this paper, we employ the generalized projection operator introduced in [1]. The following function \( V : B^* \times B \to \mathbb{R} \) is central in the subsequent analysis:

\[
V(\varphi, x) := \frac{1}{2}(\|\varphi\|^2_{B^*} - 2\langle \varphi, x \rangle + \|x\|^2_B), \quad x \in B, \, \varphi \in B^*.
\]

In a Hilbert space \( H \), \( V(\varphi, x) = 2^{-1}\|\varphi - x\|^2_H \) where \( x \in H, \, \varphi \in H \). Other properties of this function are summarized in Section 2. We define the generalized projection operator \( \pi_C : B^* \to C \) as follows:

\[
\pi_C[\varphi] := \operatorname{arg\,min}_{x \in C} V(\varphi, x).
\]

In a Hilbert space \( H \), the generalized projection reduces to the standard metric projection, that is \( \pi_C = P_C \). In the case when \( C = B \), it holds that \( \pi_C = J^* \). It turns out that this projection operator has properties (these are summarized in Section 2) sufficient for convergence of the following iterative algorithm: having \( x^i \), a current approximation to the solution of (1.1), compute

\[
x^{i+1} = \pi_C \left[ Jx^i - \alpha_i \frac{u^i}{\|u^i\|_{B^*}} \right], \quad u^i \in \partial f(x^i),
\]

where the stepsizes \( \{\alpha_i\} \) are chosen according to (1.4). This scheme is similar to the one considered in [1] for uniformly monotone variational inequalities.

We will also consider a modified method with a metric projection in Banach space. This algorithm is of the following form: having \( x^i \), a current approximation to the solution of (1.1), compute

\[
x^{i+1} = J^* y^i, \quad y^i = Jx^i - \alpha_i \left( \frac{u^i}{\|u^i\|_{B^*}} + 2J(x^i - \bar{x}^i) \right),
\]

where

\[
\bar{x}^i = P_C[x^i], \quad u^i \in \partial f(\bar{x}^i)
\]

with the the stepsizes \( \{\alpha_i\} \) chosen according to (1.4). A similar algorithm was proposed in [5] to solve uniformly monotone variational inequalities. We note that in the case studied
here, the subdifferential operator $\partial f(\cdot)$ is merely monotone. Another related technique is considered in [3], where no uniform convexity assumption is made but a regularization term is added at every iteration.

2. Preliminary results

This section contains some definitions and preliminary results that have to do with the properties and geometry of Banach spaces [14, 10, 11, 13, 4, 6].

Definition 2.1. A Banach space $B$ is said to be uniformly convex if for any $\varepsilon > 0$ there exists $\delta > 0$ such that for all $x \in B$, $y \in B$ satisfying $\|x\| = 1$, $\|y\| = 1$, $\|x - y\| = \varepsilon$, it holds that $\|(x + y)/2\| \leq 1 - \delta$.

The function

$$
\delta_B(\varepsilon) := \inf \{1 - \|(x + y)/2\| \mid \|x\| = 1, \|y\| = 1, \|x - y\| = \varepsilon\}
$$

is called the modulus of convexity of $B$. Banach space $B$ is uniformly convex if and only if $\delta_B(\varepsilon) > 0$ for all $\varepsilon > 0$.

Example 2.2. The Banach spaces $l^p$, $L^p$ and the Sobolev spaces $W^p_m$ are uniformly convex for all $p \in (1, \infty)$. Let $B$ be any of those spaces. Then

- For $p \in [2, \infty)$, $\delta_B(\varepsilon) \geq p^{-1}2^{-p}e^p.$
- For $p \in (1, 2]$, $\delta_B(\varepsilon) \geq (p - 1)8^{-1}e^2$.

Definition 2.3. A Banach space $B$ is said to be uniformly smooth if for any $\varepsilon > 0$ there exists $\delta > 0$ such that for all $x \in B$, $y \in B$ satisfying $\|x\| = 1$, $\|y\| \leq \delta$, it holds that $\|(x + y)/2\| + \|(x - y)/2\| - 1 \leq \varepsilon \|y\|$.

The function

$$
\rho_B(\tau) := \sup \{\|(x + y)/2\| + \|(x - y)/2\| - 1 \mid \|x\| = 1, \|y\| = \tau\}
$$

is called the modulus of smoothness of $B$. Banach space $B$ is uniformly smooth if and only if $\lim_{\tau \to 0} \tau^{-1} \rho_B(\tau) = 0$.

Example 2.4. The Banach spaces $l^p$, $L^p$ and Sobolev spaces $W^p_m$ are uniformly smooth for all $p \in (1, \infty)$. Let $B$ be any of those spaces. Then

- For $p \in [2, \infty)$, $\rho_B(\tau) \leq (p - 1)\tau^2$.
- For $p \in (1, 2]$, $\rho_B(\tau) \leq p^{-1}\tau^p$.

It is known that for any Hilbert space $H$ and any uniformly smooth and uniformly convex Banach space $B$,

$$
\rho_B(\tau) \geq \rho_H(\tau) \quad \text{and} \quad \delta_B(\varepsilon) \leq \delta_H(\varepsilon).
$$

Furthermore, the moduli of smoothness and convexity of any Hilbert space $H$ are given by (see [10])

$$
\rho_H(\tau) = (1 + \tau^2)^{1/2} - 1 \quad \text{and} \quad \delta_H(\varepsilon) = 1 - (1 - (\varepsilon/2)^2)^{1/2}.
$$
Therefore, for any uniformly smooth and uniformly convex Banach space $B$,

$$
\rho_B(\tau) \geq \frac{\tau^2}{1 + (1 + \tau^2)^{1/2}}.
$$

These facts will be used in the sequel.

We next give examples of the duality mapping $J(\cdot)$ in the uniformly smooth and uniformly convex Banach spaces $L^p$, $L^p_\infty$ and $W^p_m$, $p \in (1, \infty)$.

**Example 2.5.** (See [1])

For $L^p$, $Jx = \|x\|_{L^p}^{p-2} p y \in L^q$, where $x = \{x_1, x_2, \ldots\}$ and $y = \{x_1 |x_1|^{p-2}, x_2 |x_2|^{p-2}, \ldots\}$ with $1/p + 1/q = 1$.

For $L^p_\infty$, $Jx = \|x\|_{L^p_\infty}^{p-2} p x \in L^q$, where $1/p + 1/q = 1$.

For $W^p_m$, $Jx = \|x\|_{W^p_m}^{p-2} p \sum (-1)^i |D^i (|D^i x||p-2 D^i x) \in W^q_m$, where $1/p + 1/q = 1$.

The following two lemmas are proved in [4, 6, 1].

**Lemma 2.6.** Let $B$ be a uniformly smooth and uniformly convex Banach space. The following properties hold:

1. $J(\cdot)$ is a uniformly monotone operator on any bounded set. More precisely, for all $x, y \in B$

$$
\langle Jx - Jy, x - y \rangle \geq C^2(\|x\|, \|y\|) \delta_B \left( \frac{\|x - y\|}{2C_1(\|x\|, \|y\|)} \right),
$$

where

$$
C_1(\|x\|, \|y\|) = (\|x\|^2/2 + \|y\|^2/2)^{1/2}. \tag{2.1}
$$

If $\|x\| \leq C_1$ and $\|y\| \leq C_1$, where $C_1$ is constant, then

$$
\langle Jx - Jy, x - y \rangle \geq \frac{C^2}{2L} \delta_B \left( \frac{\|x - y\|}{2C_1} \right),
$$

where $1 < L < 3.18$ is the Figiel constant [11].

2. For all $x, y \in B$

$$
\langle Jx - Jy, x - y \rangle \leq 8 \|Jx - Jy\|_{B^*}^2 + C_2(\|x\|, \|y\|) \rho_{B^*}(\|Jx - Jy\|_{B^*}),
$$

where

$$
C_2(\|x\|, \|y\|) \leq 4 \max \{2L; \|x\| + \|y\|\}. \tag{2.2}
$$

3. For all $x, y \in B$, such that $\|x\| \leq C_1$ and $\|y\| \leq C_1$,

$$
\|x - y\| \leq 2C_1 g_B^{-1}(4C_1^{-1}L\|Jx - Jy\|_{B^*}),
$$

where $g_B(\varepsilon) = \delta_B(\varepsilon)/\varepsilon$.

Note that if $x$ and $y$ are contained in some bounded set, then $C_1$ and $C_2$ are absolute constants.
Lemma 2.7 summarizes the properties of \( V(\cdot, \cdot) \) defined by (1.6), and \( \pi_C[\cdot] \) defined by (1.7) which will be used later.

**Lemma 2.7.** The following properties hold:

1. \( V(\cdot, x) \) is differentiable for each \( x \in B \) and \( \nabla_x V(\varphi, x) = J^* \varphi - x \);
2. \( V(\cdot, x) \) is convex for each \( x \in B \). Therefore, for all \( x \in B, \ y \in B, \ z \in B \)
   \[ V(Jy, x) \leq V(Jz, x) + \langle Jy - Jz, y - x \rangle; \]
3. For all \( x \in B, \ \varphi \in B^* \)
   \[ \frac{1}{2}(\|\varphi\|_{B^*} - \|x\|)^2 \leq V(\varphi, x) \leq \frac{1}{2}(\|\varphi\|_{B^*} + \|x\|)^2. \]
   In particular, \( V(\varphi, x) \) is nonnegative and finite, and \( V(Jy, x) = 0 \) for some \( y \in B, \ x \in B \) if and only if \( y = x \).
4. For every \( x \in B, \ y \in B, \) such that \( \|x\| \leq C_1 \) and \( \|y\| \leq C_1 \),
   \[ 2L^{-1}C_1^2\delta_B \left( \frac{\|x - y\|}{4C_1} \right) \leq V(Jx, y) \leq 4L^{-1}C_1^2 \rho_B \left( \frac{4\|x - y\|}{C_1} \right). \]
5. The generalized projection operator \( \pi_C[\cdot] \), given by (1.7), is well-defined.
6. The following property of absolutely best approximation holds: for any \( \varphi \in B^* \) and any \( x \in C \)
   \[ V(J\pi_C[\varphi], x) \leq V(\varphi, x) - V(\varphi, \pi_C[\varphi]). \]
   In particular, this implies the property of “conditional” nonexpansiveness:
   \[ V(J\pi_C[\varphi], x) \leq V(\varphi, x). \]
7. For any \( \varphi \in B^* \) and any \( x \in C \)
   \[ \langle \varphi - J\pi_C[\varphi], \pi_C[\varphi] - x \rangle \geq 0. \]
8. The operator \( \pi_C[\cdot] \) is J-fixed in every point \( x \in C \), i.e.
   \[ \pi_C[Jx] = x. \]
9. Let \( R > 0 \) and \( T := \{ \varphi \in B^* \mid \|\pi_C[\varphi]\| \leq R \} \). Then for any \( \varphi_1 \in T \) and \( \varphi_2 \in T \),
   \[ \|\pi_C[\varphi_1] - \pi_C[\varphi_2]\| \leq 2Rg^{-1}_B \left( \frac{4L}{R} \|\varphi_1 - \varphi_2\|_{B^*} \right). \]

The following lemma is of independent interest. It can be thought of as a generalization of the result on quasi-Fejér convergent sequences in a Hilbert space [2, Proposition 1]. In particular, the generalization is two-fold. First of all, quasi-Fejér relation (2.2) is written with respect to the functional \( V(\cdot, \cdot) \) defined by (1.6). This functional arises naturally in the analysis in Banach spaces and, in a Hilbert space, it reduces to the standard distance function induced by the norm. The other generalization consists of allowing an additional
term $\beta_i$ in inequality (2.2) below ($\beta_i = 0$ was considered in [2]). Lemma 2.8 is the basis for our convergence analysis.

**Lemma 2.8.** Let $T$ be a nonempty subset of a Banach space $B$. Let $\{x^i\}$ be a sequence in $B$ such that for every $\hat{x} \in T$ there exist two sequences of nonnegative real numbers $\{\beta_i\}$ and $\{\gamma_i\}$ satisfying $\sum_{i=0}^{\infty} \beta_i < \infty$, $\sum_{i=0}^{\infty} \gamma_i < \infty$ and

$$V(Jx^{i+1}, \hat{x}) \leq (1 + \beta_i)V(Jx^i, \hat{x}) + \gamma_i.$$  \hspace{1cm} (2.2)

Then the following properties hold:

1. The sequence $\{V(Jx^i, \hat{x})\}$ is bounded for all $\hat{x} \in T$;
2. The sequence $\{x^i\}$ is bounded;
3. The sequence $\{V(Jx^i, \hat{x})\}$ converges to a nonnegative limit for all $\hat{x} \in T$;
4. If the set of weak accumulation points $W$ of $\{x^i\}$ belongs to $T$, and if, in addition, either $T$ is a singleton, or $J(\cdot)$ is a sequentially weakly continuous operator (on some bounded set containing $\{x^i\}$), then $\{x^i\}$ is weakly convergent to a point in $T$.

**Proof.** The fact that the sequence $\{V(Jx^i, \hat{x})\}$ converges to a nonnegative limit follows from a well known lemma on numerical sequences [16, Lemma 2, p.44]. Thus $\{V(Jx^i, \hat{x})\}$ is also bounded. Boundedness of the sequence $\{x^i\}$ now follows from Lemma 2.7 (3). So the first three assertions are established.

Existence of weak accumulation points of the sequence $\{x^i\}$ follows from Part (2). Let $W \neq \emptyset$ be the set of weak accumulation points of $\{x^i\}$. It is assumed that $W \subset T$. If $T$ is a singleton, i.e. it consists of just one point, it immediately follows that $\{x^i\}$ converges weakly to this point. In that case, the claim is established. Otherwise suppose that $J(\cdot)$ is sequentially weakly continuous, i.e. from the fact that $\{x^k\}$ weakly converges to $x$ it follows that $\{J(x^k)\}$ weakly converges to $Jx$. Let $\hat{x} \in W$, $\hat{\hat{x}} \in W$ and $\{x^{in}\}$, $\{x^{im}\}$ be two subsequences of $\{x^i\}$ weakly converging to $\hat{x}$ and $\hat{\hat{x}}$ respectively. Then we have

$$2V(Jx^i, \hat{x}) = \|x^i\|^2 - 2\langle Jx^i, \hat{x} \rangle + \|\hat{x}\|^2$$

and

$$2V(Jx^i, \hat{\hat{x}}) = \|x^i\|^2 - 2\langle Jx^i, \hat{\hat{x}} \rangle + \|\hat{\hat{x}}\|^2.$$ 

Since, by Part (3), both $\{V(Jx^i, \hat{x})\}$ and $\{V(Jx^i, \hat{\hat{x}})\}$ converge, it follows that

$$v = 2 \lim_{i \to \infty} (V(Jx^i, \hat{x}) - V(Jx^i, \hat{\hat{x}}))$$

$$= 2 \lim_{i \to \infty} \langle Jx^i, \hat{x} - \hat{\hat{x}} \rangle + \|\hat{x}\|^2 - \|\hat{\hat{x}}\|^2.$$ 

Taking the limit as $n \to \infty$ along the subsequence $\{x^{in}\}$, we obtain

$$v = 2\langle J\hat{x}, \hat{x} - \hat{x} \rangle + \|\hat{x}\|^2 - \|\hat{x}\|^2,$$

while taking the limit as $m \to \infty$ along the subsequence $\{x^{im}\}$, we have

$$v = 2\langle J\hat{x}, \hat{x} - \hat{x} \rangle + \|\hat{x}\|^2 - \|\hat{x}\|^2.$$
Subtracting the last two relations yields
\[
0 = 2\langle J\tilde{x} - J\hat{x}, \tilde{x} - \hat{x} \rangle \\
\geq \frac{C_1^2}{2L} \delta_B \left( \frac{\|\tilde{x} - \hat{x}\|}{2C_1} \right),
\]
where the inequality follows from Lemma 2.6 (1). It immediately follows that \( \tilde{x} = \hat{x} \).
This completes the proof. \(\square\)

**Remark 2.9.** We refer the reader to [1] for examples of Banach spaces with sequentially weakly continuous duality mapping \( J(\cdot) \) and a discussion of related issues.

### 3. Unconstrained minimization

In this section, we consider the iterative method given by (1.3), (1.4), for solving (1.1) in the unconstrained case when \( C = B \).

Throughout the rest of the paper, we make the following standing assumptions: the solution set \( S \) is nonempty, and the subdifferential operator \( \partial f(\cdot) \) is bounded on bounded sets. These assumptions are not restrictive. In fact, a sufficient (and also necessary) condition for \( \partial f(\cdot) \) to be bounded on bounded sets is boundedness of \( |f(\cdot)| \) on bounded sets. This issue is discussed in more detail in [2].

Our main result of this section is the following.

**Theorem 3.1.** Let \( B \) be a uniformly smooth and uniformly convex Banach space. Let \( f : B \to \mathbb{R} \) be a convex functional. For any sequence of iterates \( \{x^i\} \) generated by (1.3), (1.4) the following statements hold:

1. \( \{x^i\} \) is bounded;
2. \( \liminf_{i \to \infty} f(x^i) = \min_{x \in B} f(x) =: f^* \). Moreover, there exists a subsequence \( \{x^{i_k}\} \) of \( \{x^i\} \) such that \( f(x^{i_k}) - f^* \leq \left( \sum_{j=0}^{i_k} \alpha_j \right)^{-1} \);
3. There exists \( \bar{x} \), a weak accumulation point of \( \{x^i\} \), such that \( \bar{x} \in S \).
4. If, in addition, the modulus of convexity of the Banach space \( B \) is such that \( \delta_B(\varepsilon) \geq D_1 \varepsilon^2 \) for some constant \( D_1 > 0 \), then \( \lim_{i \to \infty} f(x^i) = f^* \) and all weak accumulation points of \( \{x^i\} \) belong to the solution set \( S \).
5. If \( \delta_B(\varepsilon) \geq D_1 \varepsilon^2 \) and either \( S \) is a singleton or the duality mapping \( J(\cdot) \) is sequentially weakly continuous (on some bounded set containing \( \{x^i\} \)), then \( \{x^i\} \) converges weakly to a point \( \bar{x} \in S \).

**Proof.** First of all, by (1.3), we have that
\[
Jx^{i+1} - Jx^i = JJ^* y^i - Jx^i = y^i - Jx^i = -\alpha_i \frac{u^i}{\|u^i\|_{B^*}},
\]
and
\[
\|Jx^{i+1} - Jx^i\|_{B^*} = \alpha_i.
\]
Take any \( \bar{x} \in S \), and let \( f^* := f(\bar{x}) \). By Lemma 2.7 (2), we obtain
\[
V(Jx^{i+1}, \bar{x}) \leq V(Jx^i, \bar{x}) + \langle Jx^{i+1} - Jx^i, x^{i+1} - \bar{x} \rangle
\]
\[
= V(Jx^i, \bar{x}) + \langle Jx^{i+1} - Jx^i, x^i - \bar{x} \rangle + \langle Jx^{i+1} - Jx^i, x^{i+1} - x^i \rangle. \tag{3.1}
\]
By convexity of \( f(\cdot) \), we have
\[
\langle Jx^{i+1} - Jx^i, x^i - \bar{x} \rangle = -\frac{\alpha_i}{\|u^i\|_{B^*}} \langle u^i, x^i - \bar{x} \rangle
\]
\[
\leq -\frac{\alpha_i}{\|u^i\|_{B^*}} (f(x^i) - f^*) \leq 0. \tag{3.2}
\]
We now turn our attention to the last term in (3.1). By Lemma 2.6 (2),
\[
\langle Jx^{i+1} - Jx^i, x^{i+1} - x^i \rangle \leq 8\|Jx^{i+1} - Jx^i\|_{B^*}^2 + C_2 (\|x^{i+1}\|, \|x^i\|) \rho_{B^*} (\|Jx^{i+1} - Jx^i\|_{B^*})
\]
\[
= 8\alpha_i^2 + C_2 (\|x^{i+1}\|, \|x^i\|) \rho_{B^*}(\alpha_i), \tag{3.3}
\]
where
\[
C_2 (\|x^{i+1}\|, \|x^i\|) \leq 4 \max \{2L; \|x^{i+1}\| + \|x^i\| \}.
\]
Note that
\[
\|x^{i+1}\| = \|Jx^{i+1}\|_{B^*} = \|y^i\|_{B^*} = \|Jx^i - \alpha_i u^i\|_{B^*} \leq \|x^i\| + \alpha_i,
\]
where the last step follows from the triangular inequality. Thus
\[
C_2 (\|x^{i+1}\|, \|x^i\|) \leq 4 \max \{2L; 2\|x^i\| + \alpha_i \}.
\]
Combining the last relation with (3.1)-(3.3), we obtain
\[
V(Jx^{i+1}, \bar{x}) \leq V(Jx^i, \bar{x}) + 8\alpha_i^2 + 4 \max \{2L; 2\|x^i\| + \alpha_i \} \rho_{B^*}(\alpha_i). \tag{3.4}
\]
For every \( i \), we consider two possible cases:
1. \( 2\|x^i\| + \alpha_i < 2L \), or
2. \( 2\|x^i\| + \alpha_i \geq 2L \).

In the first case (3.4) yields
\[
V(Jx^{i+1}, \bar{x}) \leq V(Jx^i, \bar{x}) + 8\alpha_i^2 + 8L \rho_{B^*}(\alpha_i). \tag{3.5}
\]
By (2.1),
\[
\rho_{B^*}(\alpha_i) \geq \frac{\alpha_i^2}{1 + (1 + \alpha_i^2)^{1/2}}.
\]
Because \( \{\alpha_i\} \) is bounded above, say by some \( \alpha > 0 \), it follows that
\[
\rho_{B^*}(\alpha_i) \geq \frac{\alpha_i^2}{D_2},
\]
where $D_2 := 1 + (1 + \alpha)^{1/2}$. Hence, by (3.5),

$$V(Jx^{i+1}, \bar{x}) \leq V(Jx^i, \bar{x}) + 8(D_2 + L)\rho_B^*(\alpha_i).$$  

(3.6)

In the second case, (3.4) yields

$$V(Jx^{i+1}, \bar{x}) \leq V(Jx^i, \bar{x}) + 8\alpha_i^2 + 8\|x^i\|\rho_B^*(\alpha_i) + 4\alpha_i\rho_B^*(\alpha_i)$$

$$= V(Jx^i, \bar{x}) + 8\alpha_i^2 + 4(\alpha_i + 2\|\bar{x}\|)\rho_B^*(\alpha_i) + 8(\|x^i\| - ||\bar{x}\|)\rho_B^*(\alpha_i).$$  

(3.7)

Taking into account that for any real numbers $a$ and $b$, $2ab \leq a^2 + b^2$, we further obtain

$$2(\|x^i\| - \|\bar{x}\|)\rho_B^*(\alpha_i) = 2(\|x^i\| - \|\bar{x}\|)\sqrt{\rho_B^*(\alpha_i)\sqrt{\rho_B^*(\alpha_i)}}$$

$$\leq (\|x^i\| - \|\bar{x}\|)^2 \rho_B^*(\alpha_i) + \rho_B^*(\alpha_i)$$

$$\leq (2V(Jx^i, \bar{x}) + 1)\rho_B^*(\alpha_i),$$

where the last inequality follows from Lemma 2.7 (3). Combining the latter relation with (3.7), we obtain

$$V(Jx^{i+1}, \bar{x}) \leq \left(1 + 8\rho_B^*(\alpha_i)\right)V(Jx^i, \bar{x}) + 8\alpha_i^2 + 4(\alpha_i + 2\|\bar{x}\| + 1)\rho_B^*(\alpha_i).$$  

(3.8)

Because $\rho_B^*(\alpha_i) \geq \alpha_i^2/D_2$, it follows that

$$V(Jx^{i+1}, \bar{x}) \leq \left(1 + 8\rho_B^*(\alpha_i)\right)V(Jx^i, \bar{x}) + 4(2D_2 + \alpha_i + 2\|\bar{x}\| + 1)\rho_B^*(\alpha_i).$$  

(3.9)

From (3.6) and (3.9) it follows that, for all $i$,

$$V(Jx^{i+1}, \bar{x}) \leq \left(1 + 8\rho_B^*(\alpha_i)\right)V(Jx^i, \bar{x}) + D_3\rho_B^*(\alpha_i),$$  

(3.10)

where $D_3 := \max\{8(D_2 + L); 4(2D_2 + \alpha_i + 2\|\bar{x}\| + 1)\}$. We are now in position to apply Lemma 2.8 (with $T = S$, $\beta_i = 8\rho_B^*(\alpha_i)$ and $\gamma_i = D_3\rho_B^*(\alpha_i)$). In particular, it follows that $\{x^i\}$ is bounded, say, by $C_1$.

We now prove the second assertion of the theorem. By (3.1), (3.2) and (3.10), we obtain

$$V(Jx^{i+1}, \bar{x}) \leq \left(1 + 8\rho_B^*(\alpha_i)\right)V(Jx^i, \bar{x}) - \frac{\alpha_i}{\|u^i\|_B^*}(f(x^i) - f^*) + D_3\rho_B^*(\alpha_i).$$

Under our assumptions, from boundedness of $\{x^i\}$ it follows that there exists some positive constant $D_4$ such that $\|u^i\|_{B^*} \leq D_4^{-1}$. Therefore

$$V(Jx^{i+1}, \bar{x}) \leq \left(1 + 8\rho_B^*(\alpha_i)\right)V(Jx^i, \bar{x}) - D_4\alpha_i(f(x^i) - f^*) + D_3\rho_B^*(\alpha_i).$$  

(3.11)

Let $s_i := \left(\sum_{j=0}^{i-1} \alpha_j\right)^{-1}$. For every $i$, we consider two possible cases.

1. $f(x^i) - f^* \leq s_i$, or
2. $f(x^i) - f^* > s_i$. 

We will show that there exists an infinite sequence of indices for which the first case takes place. Suppose the opposite. Then for \( i \) sufficiently large, say \( i \geq i_0 \), the second inequality above is satisfied. For any \( i \geq i_0 \), by (3.11) and boundedness of \( \{ V(Jx^i, \bar{x}) \} \), we obtain

\[
V(Jx^{i+1}, \bar{x}) \leq V(Jx^i, \bar{x}) - D_4 \alpha_i s_i + D_5 \rho B^*(\alpha_i)
\]

\[
\leq V(Jx^0, \bar{x}) - D_4 \sum_{j=i_0}^{i} \alpha_j s_j + D_5 \sum_{j=i_0}^{i} \rho B^*(\alpha_j),
\]

where \( D_5 := D_3 + D_6 \) with \( D_6 \) satisfying \( 8V(Jx^i, \bar{x}) \leq D_6 \) for all \( i \). By (1.4) and the Abel-Dini criterion for divergent series, it follows that the first series above diverges; on the other hand, the second series above is finite by (1.4). But then the latter inequality implies that \( \{ V(Jx^i, \bar{x}) \} \) is unbounded below, which contradicts Lemma 2.8 (1). Hence there exists an infinite subsequence of indices \( \{ i_k \} \) for which the first condition holds. This condition, combined with the fact that \( \lim_{m \to \infty} s_i = 0 \) (because of (1.4)), completes the proof of the second assertion of the theorem.

Let \( \{ x^{i_k} \} \) be a subsequence of \( \{ x^i \} \) such that \( \lim_{k \to \infty} f(x^{i_k}) = \lim \inf_{i \to \infty} f(x^i) = f^* \). Since \( \{ x^{i_k} \} \) is bounded (because so is \( \{ x^i \} \)), it follows that it has some weak accumulation point \( \bar{x} \). Let \( \{ x^{i_k_m} \} \) be a subsequence of \( \{ x^{i_k} \} \) whose weak limit is \( \bar{x} \). By weak lower semicontinuity of convex functionals [12], it follows that

\[
f(\bar{x}) \leq \lim \inf_{m \to \infty} f(x^{i_k_m})
\]

\[
= \lim_{k \to \infty} f(x^{i_k})
\]

\[
= f^*.
\]

Therefore \( \bar{x} \in S \).

We now prove the fourth assertion of the theorem. Denote \( \lambda_i := f(x^i) - f^* \geq 0 \). By (3.11) we have that

\[
D_4 \alpha_i \lambda_i \leq V(Jx^i, \bar{x}) - V(Jx^{i+1}, \bar{x}) + D_5 \rho B^*(\alpha_i),
\]

where \( D_5 \) was defined above. Summing the latter relation from 0 to \( j \), we obtain

\[
D_4 \sum_{i=0}^{j} \alpha_i \lambda_i \leq \sum_{i=0}^{j} (V(Jx^i, \bar{x}) - V(Jx^{i+1}, \bar{x})) + D_5 \sum_{i=0}^{j} \rho B^*(\alpha_i)
\]

\[
= V(Jx^0, \bar{x}) - V(Jx^{j+1}, \bar{x}) + D_5 \sum_{i=0}^{j} \rho B^*(\alpha_i).
\]

Letting \( j \to \infty \), from (1.4) and boundedness of \( \{ V(Jx^i, \bar{x}) \} \) it follows that

\[
\sum_{i=0}^{\infty} \alpha_i \lambda_i < \infty.
\]

(3.12)
Suppose that \( \{ \lambda_i \} \) does not converge to zero. Then there exist some \( \tau > 0 \) and some subsequence \( \{ \lambda_{i_m} \} \) such that \( \lambda_{i_m} \geq \tau \) for all \( m \). For each \( m \), by \( k(m) \) denote the smallest integer greater than \( i_m \) such that \( \lambda_{k(m)} \leq \tau/2 \). Note that this is well defined because we have already established that there exists a subsequence \( \{ \lambda_{i_k} \} \) such that \( \lim_{k \to \infty} \lambda_{i_k} = 0 \). By definition of \( k(m) \) we have that \( \lambda_j > \tau/2 \) for all \( j \in \{ i_m, \ldots, k(m) - 1 \} \). By (3.12) we obtain that

\[
\infty > \sum_{i=0}^{\infty} \alpha_i \lambda_i \geq \sum_{m=0}^{\infty} \sum_{j=i_m}^{k(m)-1} \alpha_j \lambda_j \geq \frac{\tau}{2} \sum_{m=0}^{\infty} \sum_{j=i_m}^{k(m)-1} \alpha_j.
\]

It follows that

\[
\lim_{m \to \infty} \left( \sum_{j=i_m}^{k(m)-1} \alpha_j \right) = 0. \tag{3.13}
\]

By convexity of \( f(\cdot) \), the Cauchy-Schwartz inequality and boundedness of \( \{u^i\} \), we have

\[
\lambda_i - \lambda_{i+1} = f(x^i) - f(x^{i+1}) \\
\leq \langle u^i, x^i - x^{i+1} \rangle \\
\leq \|u^i\|_{B^*} \|x^{i+1} - x^i\| \\
\leq D_i^{-1} \|x^{i+1} - x^i\|. \tag{3.14}
\]

By Lemma 2.6 (3),

\[
\|x^{i+1} - x^i\| \leq C_1 g_B^{-1} (4C_1^{-1} L \|Jx^{i+1} - Jx^i\|_{B^*}).
\]

Therefore

\[
\|x^{i+1} - x^i\| \leq C_1 g_B^{-1} (4C_1^{-1} L \alpha_i).
\]

Assume now that the modulus of convexity of the Banach space \( B \) satisfies \( \delta_B(\varepsilon) \geq D_1 \varepsilon^2 \) for some \( D_1 > 0 \). Recall that \( g_B(\varepsilon) = \delta_B(\varepsilon) / \varepsilon \) and \( g_B(0) = 0 \). Under our assumption, it follows that \( g_B(\varepsilon) \geq D_1 \varepsilon \) and hence \( g_B^{-1}(\varepsilon) \leq D_1^{-1} \varepsilon \). Therefore

\[
\|x^{i+1} - x^i\| \leq 4D_1^{-1} L \alpha_i. \tag{3.15}
\]
By the choice of indices $i_m$ and $k(m)$, and by (3.14) and (3.15) we further obtain
\[
\frac{\tau}{2} \leq \lambda_{i_m} - \lambda_{k(m)}
= \sum_{j=i_m}^{k(m)-1} (\lambda_j - \lambda_{j+1})
\leq D_4^{-1} \sum_{j=i_m}^{k(m)-1} \|x^{j+1} - x^j\|
\leq 4D_4^{-1}LD_4^{-1} \sum_{j=i_m}^{k(m)-1} \alpha_j,
\]
which contradicts (3.13). Hence $\lim_{k \to \infty} \lambda_i = 0$, that is $\lim_{k \to \infty} f(x^k) = f^*$. Let $\tilde{x}$ be any weak accumulation point of $\{x^i\}$ and $\{x^{i_k}\}$ be any subsequence which weakly converges to $\tilde{x}$. By weak lower semicontinuity of convex functionals, we have
\[
f(\tilde{x}) \leq \liminf_{k \to \infty} f(x^{i_k})
= \lim_{i \to \infty} f(x^i)
= f^*.
\]
It follows that the set of weak accumulation points of $\{x^i\}$ is contained in $S$, and the fourth assertion is established.
Now the last assertion follows from Lemma 2.8 (4). The proof is complete. 

Remark 3.2. Similarly to [2], we could consider the use of inexact subgradients in (1.3). In particular, we could choose $u^i$ from an appropriate set of $\varepsilon$-subgradients defined by
\[
\partial_\varepsilon f(x) = \{u \in B^* \mid f(y) - f(x) \geq \langle u, y - x \rangle - \varepsilon \text{ for all } y \in B\},
\]
where $\varepsilon \geq 0$. If $u^i \in \partial_\varepsilon f(x^i)$ and $\{\varepsilon_i\}$ are chosen so that
\[
\varepsilon_i \leq \mu \alpha_i
\]
for some nonnegative constant $\mu$, then Theorem 3.1 is still valid.

Remark 3.3. Similarly to [2], we could treat the case when the solution set $S$ of (1.1) is empty. In particular, it still holds that $\liminf_{i \to \infty} f(x^i) = \inf_{x \in C} f(x)$. It then follows that if $S$ is empty, then the sequence $\{x^i\}$ must be unbounded.

Remark 3.4. The assumption $\delta_B(\varepsilon) \geq D_2 \varepsilon^2$ which is needed in parts 4 and 5 of the theorem, is satisfied, for example, by $l^p$, $l^p$ and $W_{m}^p$ for $p \in (1,2]$ (see Example 2.2). Examples of Banach spaces with sequentially weakly continuous $J(\cdot)$ can be found in [1].

We conclude this section with an interesting result which establishes strong convergence of the sequence of projections of $\{x^i\}$ onto the solution set $S$. 
Theorem 3.5. Let $B$ be a uniformly smooth and uniformly convex Banach space, and $f : B \to \mathbb{R}$ be a convex functional. Let $\{x^i\}$ be a sequence generated by (1.3), (1.4) and let $v^i := \pi_S[\nabla f(x^i)]$. It follows that the sequence $\{v^i\}$ converges strongly to a point $v \in S$.

Proof. Since $v^i \in S$, from the analysis in Theorem 3.1, we have that

$$V(Jx^{i+1}, v^i) \leq V(Jx^i, v^i) + D\rho_B(\alpha_i),$$

for some $D > 0$. Hence, for any $m \geq 1$,

$$V(Jx^{i+m}, v^i) \leq V(Jx^i, v^i) + D \sum_{j=i}^{i+m-1} \rho_B(\alpha_j) \leq V(Jx^i, v^i) + s_i,$$

where $s_i := D \sum_{j=i}^{\infty} \rho_B(\alpha_j)$. By Lemma 2.7 (6),

$$V(Jx^{i+m}, v^{i+m}) \leq V(Jx^i, v^i) - V(Jv^{i+m}, v^i).$$

Combining the latter relation with (3.16), we obtain

$$V(Jx^{i+m}, v^{i+m}) \leq V(Jx^i, v^i) - V(Jv^{i+m}, v^i) + s_i \leq V(Jx^i, v^i) + s_i.$$

Because $m$ is arbitrary and $\lim_{i \to \infty} s_i = 0$, it now follows that the sequence $\{V(Jx^i, v^i)\}$ converges. By Lemma 2.7 (3) it then follows that the sequence $\{v^i\}$ is bounded. By (3.17),

$$V(Jv^{i+m}, v^i) \leq V(Jx^i, v^i) - V(Jx^{i+m}, v^{i+m}) + s_i.$$

Since $\{V(Jx^i, v^i)\}$ converges and $\{s_i\}$ tends to zero, it follows that

$$\lim_{i \to \infty} V(Jv^{i+m}, v^i) = 0.$$

By Lemma 2.7 (4), we conclude that

$$\lim_{i \to \infty} \delta_B \left( \frac{\|v^{i+m} - v^i\|}{2C_1} \right) = 0,$$

where, by boundedness of $\{v^i\}$, $C_1$ is a constant. Consequently

$$\lim_{i \to \infty} \|v^{i+m} - v^i\| = 0.$$

Since $m$ was arbitrary, $\{v^i\} \subset S$ and $S$ is a closed set, it follows that $\{v^i\}$ converges strongly to some $v \in S$. 

$\square$
4. Constrained minimization

In this section, we consider methods for solving optimization problems with constraints. In particular, two methods are presented: one makes use of the generalized projection operator discussed above, and the other utilizes standard metric projection but modifies the subgradient direction.

4.1. Method with generalized projection

We first consider the algorithm generated according to (1.8), (1.4), for solving constrained optimization problems in Banach spaces. This method employs generalized projection operator (1.7) instead of the “standard” metric projection. This novel feature allows us to prove convergence properties which are not known for the metric projection scheme.

**Theorem 4.1.** Let $B$ be a uniformly smooth and uniformly convex Banach space. Let $f : B \rightarrow \mathbb{R}$ be a convex functional. For any sequence generated by (1.8), (1.4) all the conclusions of Theorem 3.1 are valid.

**Proof.** Denote $\varphi^i := Jx^i - \alpha_i u^i/\|u^i\|_{B^*}$. With this definition we have $x^{i+1} = \pi_C[\varphi^i]$ and $\|\varphi^i - Jx^i\|_{B^*} = \alpha_i$. Take any $x \in S$. By Lemma 2.7 (2), we obtain

$$V(\varphi^i, x) \leq V(Jx^i, \bar{x}) + 2\langle \varphi^i - Jx^i, J^*\varphi^i - \bar{x} \rangle.$$  

By Lemma 2.7 (6), $V(Jx^{i+1}, x) \leq V(\varphi^i, x)$. Hence

$$V(Jx^{i+1}, x) \leq V(Jx^i, \bar{x}) + 2\langle \varphi^i - Jx^i, J^*\varphi^i - \bar{x} \rangle.$$  

(4.1)

We further obtain

$$\langle \varphi^i - Jx^i, J^*\varphi^i - x \rangle = \langle \varphi^i - Jx^i, x^i - x \rangle + \langle \varphi^i - Jx^i, J^*\varphi^i - x^i \rangle$$

$$= -\frac{\alpha_i}{\|u^i\|_{B^*}} \langle u^i, x^i - \bar{x} \rangle + \langle \varphi^i - Jx^i, J^*\varphi^i - J^*Jx^i \rangle$$

$$\leq -\frac{\alpha_i}{\|u^i\|_{B^*}} (f(x^i) - f^*) + 8\|\varphi^i - Jx^i\|^2_{B^*}$$

$$+ C_2(\|J^*\varphi^i\|, \|J^*Jx^i\|) \rho_{B^*}(\|\varphi^i - Jx^i\|_{B^*})$$

$$= -\frac{\alpha_i}{\|u^i\|_{B^*}} (f(x^i) - f^*) + 8\alpha_i^2 + C_2(\|\varphi^i\|_{B^*}, \|x^i\|) \rho_{B^*}(\alpha_i),$$

where convexity of $f(\cdot)$ and Lemma 2.6 (2) are used in the inequality. Combining the last relation with (4.1), we obtain

$$V(Jx^{i+1}, \bar{x}) \leq V(Jx^i, \bar{x}) - 2\frac{\alpha_i}{\|u^i\|_{B^*}} (f(x^i) - f^*) + 16\alpha_i^2 + 2C_2(\|\varphi^i\|_{B^*}, \|x^i\|) \rho_{B^*}(\alpha_i).$$  

(4.2)

Now the first three assertions of the theorem are established exactly the same way as in the proof of Theorem 3.1.

In the proof of the last two assertions of the theorem, we need to bound the quantity $\|x^{i+1} - x^i\|$. Here this has to be done differently from what we did in Theorem 3.1. In
particular, we have

$$\|x^{i+1} - x^i\| = \|\pi_C[\varphi^i] - \pi_C[Jx^i]\|$$

$$\leq 2Rg_B^{-1}\left(\frac{4L}{R}\|\varphi^i - Jx^i\|_{B^*}\right)$$

$$= 2Rg_B^{-1}\left(\frac{4L}{R}\alpha_i\right),$$

where the first equality follows from Lemma 2.7 (8), and the inequality follows from Lemma 2.7 (9). The rest of the proof follows the pattern of Theorem 3.1.

We note that if the sequence \(\{x^i\}\) is assumed to be bounded (for example, this is always true in the case when the feasible region \(C\) is bounded or a certain level set of \(f(\cdot)\) is bounded), then the steps size rule (1.4) can be relaxed by eliminating the second condition. In particular, we have the following result.

**Theorem 4.2.** Let \(B\) be a uniformly smooth and uniformly convex Banach space and \(f : B \rightarrow \mathbb{R}\) be a convex functional. Let \(\{x^i\}\) be any sequence of iterates generated by (1.8) with the stepsizes \(\{\alpha_i\}\) satisfying

$$\sum_{i=0}^{\infty} \alpha_i = \infty, \quad \lim_{i \to \infty} \alpha_i = 0.$$

If the sequence \(\{x^i\}\) is bounded then \(\liminf_{i \to \infty} f(x^i) = f^*\) and there exists \(\bar{x}\), a weak accumulation point of \(\{x^i\}\), such that \(\bar{x} \in S\).

**Proof.** We consider two possible cases. First, if it holds that \(\sum_{i=0}^{\infty} \rho_{B^*}(\alpha_i) < \infty\) then the result follows from Theorem 4.1.

Let \(\sum_{i=0}^{\infty} \rho_{B^*}(\alpha_i) = \infty\) and suppose that the result is not true. Then there exists \(\tau > 0\) such that \(f(x^i) - f^* \geq \tau\) for all \(i\). Let \(\bar{x} \in S\). By the analysis in Theorem 3.1 and Theorem 4.1, we have for any \(j \geq 1\)

$$D_4\tau \sum_{i=0}^{j} \alpha_i \leq D_4 \sum_{i=0}^{j} \alpha_i (f(x^i) - f^*)$$

$$\leq V(Jx^0, \bar{x}) - V(Jx^{j+1}, \bar{x}) + D_5 \sum_{i=0}^{j} \rho_{B^*}(\alpha_i)$$

$$\leq D + D_5 \sum_{i=0}^{j} \rho_{B^*}(\alpha_i)$$

for some \(D > 0\), where boundedness of \(\{x^i\}\) (and hence also of \(\{V(Jx^i, \bar{x})\}\)) was used in the last inequality. It follows that

$$\sum_{i=0}^{j} (D_4\tau - D_5\alpha_i^{-1}\rho_{B^*}(\alpha_i)) \alpha_i \leq D.$$
Since \( \lim_{i \to \infty} \alpha_i^{-1} \rho_B^*(\alpha_i) = 0 \) by uniform smoothness of \( B^* \), we have

\[
D_5 \alpha_i^{-1} \rho_B^*(\alpha_i) \leq D_4 \pi/2
\]

for \( i \) large enough, say \( i \geq i_0 \). Then, for \( j > i_0 \),

\[
\frac{D_4 \pi}{2} \sum_{i=i_0}^{j} \alpha_i \leq D.
\]

Letting \( j \to \infty \) in the latter relation gives a contradiction. Hence the hypothesis is invalid, and therefore \( \lim \inf_{i \to \infty} f(x^i) = f^* \).

The next result establishes some interesting properties of Cesàro averages of the sequence \( \{x^i\} \). We recall that Cesàro averages \( \{z^m\} \) of \( \{x^i\} \) are defined by the following formula

\[
z^m := \left( \sum_{i=0}^{m} \alpha_i \right)^{-1} \sum_{i=0}^{m} \alpha_i x^i.
\]

Cesàro averages were studied in [17] for methods of solving operator equations.

**Theorem 4.3.** Let \( B \) be a uniformly smooth and uniformly convex Banach space and \( f : B \to \mathcal{H} \) be a convex functional. Let \( \{x^i\} \) be any sequence of iterates generated by (1.8), (1.4) and let \( \{z^m\} \) be the sequence of its Cesàro averages. It follows that \( \lim_{m \to \infty} f(z^m) = f^* \) and all weak accumulation points of \( \{z^m\} \) belong to the solution set \( S \). In particular, if \( S = \{\bar{x}\} \) then \( \{z^m\} \) converges weakly to \( \bar{x} \).

**Proof.** Let \( x \in \mathcal{S} \) and \( f^* = f(\bar{x}) \). Denote \( \lambda_i := f(x^i) - f^* \). By (4.2), we have that

\[
D_4 \alpha_i \lambda_i \leq V(J x^i, \bar{x}) - V(J x^{i+1}, \bar{x}) + D_5 \rho_B^*(\alpha_i),
\]

where \( D_4 \) and \( D_5 \) are determined similarly to Theorem 3.1. Summing the latter relation from 0 to \( m \), we obtain

\[
D_4 \sum_{i=0}^{m} \alpha_i \lambda_i \leq \sum_{i=0}^{m} \left( V(J x^i, \bar{x}) - V(J x^{i+1}, \bar{x}) \right) + D_5 \sum_{i=0}^{m} \rho_B^*(\alpha_i)
\]

\[
= V(J x^0, \bar{x}) - V(J x^{m+1}, \bar{x}) + D_5 \sum_{i=0}^{m} \rho_B^*(\alpha_i).
\]

Let \( s_m := (\sum_{i=0}^{m} \alpha_i)^{-1} \). Then

\[
0 \leq D_4 s_m \sum_{i=0}^{m} \alpha_i \lambda_i \leq s_m \left( V(J x^0, \bar{x}) - V(J x^{m+1}, \bar{x}) \right) + D_5 s_m \sum_{i=0}^{m} \rho_B^*(\alpha_i).
\]

By boundedness of \( \{V(J x^i, \bar{x})\} \) and (1.4), it follows that the right-hand-side, and hence also the left-hand-side, in the relation above tend to zero as \( m \to \infty \). By the convexity of \( f(\cdot) \), we further obtain

\[
s_m \sum_{i=0}^{m} \alpha_i \lambda_i = \frac{\sum_{i=0}^{m} \alpha_i (f(x^i) - f^*)}{\sum_{i=0}^{m} \alpha_i}
\]

\[
= \frac{\sum_{i=0}^{m} \alpha_i f(x^i)}{\sum_{i=0}^{m} \alpha_i} - f^*
\]

\[
\geq f(z^m) - f^*,
\]

Equation corrected.
where \( z^m \) are the Cesàro averages. It follows that \( \lim_{m \to \infty} f(z^m) = f^* \). Furthermore, the sequence \( \{z^m\} \) is bounded because so is \( \{x^i\} \). Let \( z \) be any weak accumulation point of \( \{z^m\} \) and \( \{z^{m_k}\} \) be any subsequence which weakly converges to \( z \). By weak lower semicontinuity of convex functionals, we have
\[
 f(z) \leq \liminf_{k \to \infty} f(z^{m_k}) \\
 = \lim_{m \to \infty} f(z^m) \\
 = f^*.
\]

It follows that the set of weak accumulation points of \( \{z^m\} \) is contained in \( S \). \( \square \)

### 4.2. Method with metric projection

We next consider the interesting algorithm given by (1.9), (1.4). This method does make use of the metric projection, however the iterates generated need not be feasible (i.e. contained in the feasible set \( C \)).

**Theorem 4.4.** Let \( B \) be a uniformly smooth and uniformly convex Banach space. Let \( f : B \to \mathbb{R} \) be a convex functional. For any sequence generated by (1.9), (1.4) all the conclusions of Theorem 3.1 are valid.

**Proof.** First note that, by (1.9),
\[
 Jx^{i+1} - Jx^i = JJ^*y^i - Jx^i = y^i - Jx^i = -\alpha_i \frac{\bar{a}^i}{\|\bar{a}^i\|_{B^*}} - 2\alpha_i \frac{J(x^i - \bar{x}^i)}{\|x^i - \bar{x}^i\|},
\]
and, by the triangular inequality,
\[
 \|Jx^{i+1} - Jx^i\|_{B^*} = \alpha_i \frac{\|\bar{a}^i\|_{B^*}}{\|\bar{a}^i\|_{B^*}} + 2 \frac{J(x^i - \bar{x}^i)}{\|x^i - \bar{x}^i\|} \|\bar{a}^i\|_{B^*} \leq 3 \alpha_i.
\]

Take any \( \bar{x} \in S \). By Lemma 2.7 (2),
\[
 V(Jx^{i+1}, \bar{x}) \leq V(Jx^i, \bar{x}) + \langle Jx^{i+1} - Jx^i, x^{i+1} - \bar{x} \rangle \\
 = V(Jx^i, \bar{x}) + \langle Jx^{i+1} - Jx^i, x^i - \bar{x} \rangle + \langle Jx^{i+1} - Jx^i, x^i - \bar{x} \rangle + \langle Jx^{i+1} - Jx^i, x^{i+1} - x^i \rangle.
\]

For the second term in the latter relation, we have
\[
 \langle Jx^{i+1} - Jx^i, x^i - \bar{x} \rangle = -\frac{\alpha_i}{\|\bar{a}^i\|_{B^*}} \langle \bar{a}^i, x^i - \bar{x} \rangle - 2\alpha_i \frac{\|J(x^i - \bar{x}^i), x^i - \bar{x} \|}{\|x^i - \bar{x}^i\|} \|\bar{a}^i\|_{B^*} - 2 \frac{\alpha_i}{\|x^i - \bar{x}^i\|} \|x^i - \bar{x}^i\|^2 \leq -\alpha_i \|x^i - \bar{x}^i\| \leq 0.
\]

For the third term in (4.3), we obtain
\[
 \langle Jx^{i+1} - Jx^i, x^i - \bar{x} \rangle = -\frac{\alpha_i}{\|\bar{a}^i\|_{B^*}} \langle \bar{a}^i, x^i - \bar{x} \rangle - 2\alpha_i \frac{\|J(x^i - \bar{x}^i), x^i - \bar{x} \|}{\|x^i - \bar{x}^i\|} \leq -\frac{\alpha_i}{\|\bar{a}^i\|_{B^*}} (f(\bar{x}) - f^*),
\]

(4.5)
where the inequality follows from convexity of \( f(\cdot) \) and the properties of the metric projection operator \( P_C[\cdot] \) (in particular, \( \bar{x}^i = P_C[x^i] = \arg\min_{x \in C} ||x^i - x||^2 \) implies that for all \( x \in C \), \( \langle J(x^i - \bar{x}^i), x^i - \bar{x}^i \rangle \geq 0 \). Now consider the last term in (4.3). We have
\[
\langle Jx^{i+1} - Jx^i, x^{i+1} - x^i \rangle \leq 8\|Jx^{i+1} - Jx^i\|_{B^*}^2 + C_2(\|x^{i+1}\|, \|x^i\|)\rho_{B^*}(\|Jx^{i+1} - Jx^i\|_{B^*}) \\
\leq 72\alpha_i^2 + C_2(\|x^{i+1}\|, \|x^i\|)\rho_{B^*}(3\alpha_i),
\]
(4.6)
where the first inequality follows from Lemma 2.6 (2). Combining (4.3)–(4.6) yields
\[
V(Jx^{i+1}, \bar{x}) \leq V(Jx^i, \bar{x}) - \alpha_i \left( \frac{f(\bar{x}^i) - f^*}{\|\bar{a}^i\|_{B^*}} + \|\bar{a}^i - \bar{x}^i\| \right) + 72\alpha_i^2 + C_2(\|x^{i+1}\|, \|x^i\|)\rho_{B^*}(3\alpha_i).
\]
(4.7)
Using the same arguments as in the proof of Theorem 3.1, we conclude that \( \{x^i\} \) is bounded. Therefore, for some constant \( D > 0 \), \( \|a^i\| \leq D \) and \( \|a^i\| \leq D \) for all \( i \). By convexity of \( f(\cdot) \), we have
\[
f(x^i) - f^* \leq f(\bar{x}^i) - f^* - \langle a^i, \bar{x}^i - x^i \rangle \leq f(\bar{x}^i) - f^* + \|a^i\|_{B^*}\|x^i - \bar{x}^i\| \leq f(\bar{x}^i) - f^* + D\|x^i - \bar{x}^i\|.
\]
Combining the latter relation with (4.7), and taking into account that \( \|a^i\| \leq D \), we obtain
\[
V(Jx^{i+1}, \bar{x}) \leq V(Jx^i, \bar{x}) - \frac{\alpha_i}{D}(f(\bar{x}^i) - f^*) + 72\alpha_i^2 + C_2(\|x^{i+1}\|, \|x^i\|)\rho_{B^*}(3\alpha_i).
\]
The rest of the proof follows the pattern of Theorem 3.1.

5. Concluding remarks

A unified framework for convergence analysis of subgradient projection methods for nonsmooth convex minimization in a Banach space was presented. The important distinctive features of our analysis are the following:

1. No strong or uniform monotonicity assumptions are made with respect to the subdifferential operator;
2. No boundedness assumptions are made with respect to the solution set of the problem or the level sets of the objective function;
3. No iterative regularization techniques are used to solve the problem.

Under very mild assumptions, we proved that the sequence of iterates is bounded and it has at least one weak accumulation point which is a minimizer. Moreover, all weak accumulation points of the sequence of Cesàro averages of the iterates are solutions of the minimization problem. Under certain additional assumptions (which are satisfied for several important instances of Banach spaces), we are able to exhibit weak convergence of the whole sequence of iterates to one of the solutions of the optimization problem.
Finally, we would like to state the following remaining open questions concerning the convergence properties of subgradient methods in a general Banach space.

1. Is it possible to prove weak convergence of the iterates (i.e. the uniqueness of a weak accumulation point) without making additional assumptions on the Banach space, like the ones we made in this paper (see parts 4 and 5 of Theorem 3.1)?

2. Is it possible to prove weak convergence of the Cesàro averages in a general Banach space?

3. Under which conditions (other than boundedness of \( \{x^i\} \)) the requirement that \( \sum_{i=0}^{\infty} \rho_B^*(\alpha_i) < \infty \) can be relaxed?
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