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The paper deals with a smoothing procedure for parametric minimax-functions, arising from parameter dependend convex-concave games. In this framework generalized max-functions (i.e. maximum value functions of parametric, concave programming problems) are most important special cases of parametric minimax-functions. In general, these functions are non-differentiable and, moreover, non-locally Lipschitzian.

In this paper we suggest to smooth these functions by means of a regularization approach and prove differentiability properties and error estimates of the regularized approximations of the parametric minimax-functions. Uniform convergence (w.r.t. the parameter) of the regularized solutions to the normal solutions is shown. In particular, for generalized max-functions uniform convergence of the regularized solutions to the normal solutions of the corresponding primal and dual parametric optimization problem can be concluded.

This approach gives the possibility to work without directional derivatives for these non-smooth functions and to use the usual differential calculus.
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1. Introduction

There exist a couple of optimization problems

\[ f(x) \to \min, \quad \text{s.t. } x \in Q, \]

where \( Q \) is a closed set in the Euclidean space \( X \) and the function \( f \) has the form

\[ f(x) := \inf_{y \in Y} \sup_{z \in Z} F(x, y, z), \quad x \in G, \]

with \( Q \subset G \subset X; \ G, Y \) and \( Z \) closed sets in the Euclidean spaces \( X, Y \) and \( Z \), respectively. The function \( F : X \times Y \times Z \to \mathbb{R} \) is supposed to be continuous. Functions \( f \) of type (1.2) we shall call parametric minimax-functions.
In the sequel only such functions are considered, where \( \mathcal{Y} \) and \( \mathcal{Z} \) are convex sets in \( \mathbb{Y} \), \( \mathbb{Z} \), respectively and, for each \( x \in \mathcal{G} \), \( F(x, \cdot, \cdot) \) is convex-concave w.r.t. \( \{y, z\} \) on \( \mathcal{Y} \times \mathcal{Z} \), i.e. \( F(x, \cdot, z) \) is convex w.r.t. \( y \) on the set \( \mathcal{Y} \) and \( F(x, y, \cdot) \) is concave w.r.t. \( z \) on \( \mathcal{Z} \).

Under these conditions Problem (1.1) generates a parametric convex-concave game with the parameter \( x \in \mathcal{G} \). This game can be interpreted as a two-level optimization problem, where in the lower level a (non-cooperative) convex-concave game has to be solved. Indeed, for a resource-vector \( x \in \mathcal{G} \), given from the upper level, two players on the lower level ask for a saddle point of the function \( F \) on the sets of strategies \( \mathcal{Y} \) and \( \mathcal{Z} \), respectively.

After that, on the upper level the function \( F \) has to be minimized on the set of all (parameter dependent) equilibrium states. This kind of problems occur by modeling several hierarchical systems [9].

It is obvious that Problem (1.1) with function \( f \) of the form (1.2) is equivalent to the following semi-infinite programming problem (SIP) in the Euclidean space \( \mathbb{R}^1 \times \mathbb{X} \times \mathbb{Y} \):

\[
t \to \min, \text{ s.t. } t \in \mathbb{R}^1, \ x \in \mathbb{Q}, \ y \in \mathcal{Y}, \ F(x, y, z) - t \leq 0 \ \forall z \in \mathcal{Z}. \tag{1.3}
\]

The most important partial case of a function like (1.2), generated by a parametric convex-concave game, is the following kind of max-function:

\[
f(x) := \begin{cases} 
\sup_{z \in D(x)} h(x, z), & \text{if } D(x) \neq \emptyset, \\
-\infty, & \text{if } D(x) = \emptyset,
\end{cases}
\tag{1.4}
\]

with

\[
D(x) := \{z \in \mathcal{Z} \subset \mathcal{Z} : h_s(x, z) \leq 0 (s \in S_1), \ h_s(x, z) = 0 (s \in S_2)\}. \tag{1.5}
\]

Indeed, if for the Problem (with fixed \( x \))

\[
h(x, z) \to \max, \text{ s.t. } z \in D(x), \tag{1.6}
\]

the strong duality theorem (cf., for instance, [10], [17]) is valid (for all \( x \in \mathcal{G} \) with \( D(x) \neq \emptyset \)), then \( F \) is the Lagrange function of Problem (1.6):

\[
F(x, y, z) := \Pi(x, y, z)^1 \tag{1.7}
\]

with \( \Pi(x, y, z) = h(x, z) - \sum_{s \in S} y_s h_s(x, z), \ (S = S_1 \cup S_2) \), where

\[
\mathbb{Y} = \mathbb{R}^{[S]}, \ \mathcal{Y} := \{y \in \mathbb{Y} : y_s \geq 0 (s \in S_1)\}. \tag{1.8}
\]

This is true because of

\[
f(x) = \min_{y \in \mathcal{Y}} \varphi(x, y), \text{ where } \varphi(x, y) = \max_{z \in \mathcal{Z}} \Pi(x, y, z). \tag{1.9}
\]

If \( S = \emptyset \), i.e. the set \( D(x) = \mathcal{Z} \) does not depend on \( x \), then \( f \) is called a simple max-function. In the general case, we shall call functions of type (1.4), (1.5) generalized max-functions.

\(^1\)for convenience we change here the sequence of the arguments, usually one has to write \( \Pi(x, z, y) \).
In this paper we shall deal only with generalized max-functions \( f \), for which the function \( \Pi \) is concave w.r.t. \( z \in Z \) and the duality relation (1.9) is satisfied for each \( x \in \mathcal{G} \). In this case the function \( F(x, y, z) := \Pi(x, y, z) \) is convex-concave w.r.t. \( \{y, z\} \) on \( Y \times Z \).

It should be noted that Problem (1.1), (1.4) is equivalent to the following generalized SIP in \( \mathbb{R}^1 \times X \):

\[
t \mapsto \min, \\
\text{s.t. } x \in Q, D(x) \neq \emptyset, \\
h(x, z) - t \leq 0 \forall z \in D(x). 
\]  

(1.10)

Finally, let us consider the following optimization problem:

\[
\begin{align*}
& f_0(x) \rightarrow \min, \\
& \text{s.t. } x \in X, \ f_i(x) \leq 0 \ (i \in I), \ g_j(x) = 0 \ (j \in J),
\end{align*}
\]

(1.11)

with \( X \subset X \) a closed convex set, \( I \) and \( J \) finite sets of indices and, for each \( i \in \{0\} \cup I \),

\[
f_i(x) = \begin{cases} 
\sup_{z_i \in D_i(x)} h_i(x, z_i), & \text{if } D_i(x) \neq \emptyset, \\
-\infty, & \text{if } D_i(x) = \emptyset,
\end{cases}
\]

(1.12)

\[
D_i(x) = \{ z_i \in Z_i \subset Z_i : h_{i,s}(x, z_i) \leq 0 \ (s \in S_{i1}), \ h_{i,s}(x, z_i) = 0 \ (s \in S_{i2}) \},
\]

(1.13)

where \( h_i, h_{i,s} \ (i \in \{0\} \cup I, s \in S_{i1} \cup S_{i2} \), \( g_j \ (j \in J) \) are continuously differentiable functions.

It is obvious that Problem (1.11) is equivalent to the following generalized SIP in \( \mathbb{R}^1 \times X \times \prod_{i \in \{0\} \cup I} Z_i : 

\[
\begin{align*}
& t \mapsto \min, \\
& \text{s.t. } x \in X, \ D_i(x) \neq \emptyset \ (i \in \{0\} \cup I), \\
& h_0(x, z_0) - t \leq 0 \forall z_0 \in D_0(x), \\
& h_i(x, z_i) \leq 0 \forall z_i \in D_i(x) \ (i \in I), \\
& g_j(x) = 0 \ (j \in J).
\end{align*}
\]

(1.14)

In particular, Problem (1.14) can be obtained from an optimization model under uncertainty:

\[
\begin{align*}
& h_0(x, z_0) \rightarrow \min, \\
& \text{s.t. } x \in X, \\
& h_i(x, z_i) \leq 0 \ (i \in I), \\
& g_j(x) = 0 \ (j \in J),
\end{align*}
\]

(1.15)

if the “principle of guaranteed results” (see [9]) is considered, where \( z_i \) are the vectors of uncertain parameters belonging to the known sets \( D_i(x) \ (i \in \{0\} \cup I) \), given via (1.13).

There exists a way to reduce the Problems (1.1), (1.2) or (1.1), (1.4), (1.5) to minimization problems with simple max-functions. This way consists in the embedding (or enlargement)
of the space $X$ of sought variables of the initial problem into the space $X \times Y$ and it is based on the following obvious formula:

$$\inf_{x \in Q} \inf_{y \in Y} \sup_{z \in Z} F(x, y, z) = \inf \{ \varphi(u) : u = \{x, y\} \in Q \times Y \},$$

(1.16)

with $\varphi(u) = \sup \{ F(u, z) : z \in Z \}$ a simple max-function. Note that we actually have used formula (1.16) in order to apply the equivalence between Problem (1.1), (1.2) and SIP (1.3).

The embedding approach can be used to investigate optimality conditions and stability results (perturbation theory) for the Problems (1.1), (1.2) or (1.1), (1.4), (1.5). In some cases this approach is suitable for constructing numerical methods, solving Problem (1.1) (see [24]).

However, if $\dim X >> \dim Y$, this approach leads to an essential enlargement of the dimension of the vector of sought variables. Conversely, if $\dim X << \dim Y$, and one has to minimize $\varphi(u) = \sup \{ F(u, z) : z \in Z \}$ on the set $U = Q \times Y$, and for each $x \in Q$, the determination of a saddle point of the function $F(x, y, z)$ on $Y \times Z$ can be performed relatively easily, then this problem is transformed frequently into the minimization of $f$ on $Q$.

This approach with a succeeding approximate smoothing of the function $f$ is especially natural in case Problem (1.1) has a block-structure, i.e. the spaces $Y$ and $Z$ are Euclidean products of the spaces $Y_k$ and $Z_k$, respectively ($k \in K, K$ a finite set)

$$Y := \prod_{k \in K} Y_k, \quad Z := \prod_{k \in K} Z_k, \quad (Y_k \subset Y, \quad Z_k \subset Z)$$

and for each $x \in Q, y = \{y^k\}_{k \in K} \in Y, \quad z = \{z^k\}_{k \in K} \in Z$ the function $F$ is supposed to be block-separable:

$$F(x, y, z) = \sum_{k \in K} F_k(x, y^k, z^k).$$

Indeed, in this case $x$ is the vector of binding variables and the following decomposition formula is obvious:

$$f(x) = \sum_{k \in K} f_k(x), \quad \text{with } f_k(x) = \inf_{y^k \in Y_k} \sup_{z^k \in Z_k} F_k(x, y^k, z^k).$$

However, in this paper we don’t draw attention to this embedding approach.

Optimization problems (1.1), (1.2), or Problems (1.11) with functions $f_i$ of the form (1.12), (1.13), have always a complicated inner structure, in particular, we refer to

- parametric minimax problems (see [3], [4], [9], [10], [21], [22]);
- generalized semi-infinite problems (see [12], [13], [15], [16], [20], [22], [24], [28], [29]).

Analogous optimization problems with parametric minimax-functions or generalized max-functions appear in decomposition methods, when upper level problems are considered (see [1], [2], [18], [21], [22]).
In all these problems differentiability properties of parametric minimax functions or generalized max-functions play an important role.

As known (see [10], [22]), a parametric minimax-function is differentiable at a point \( x \in \mathcal{G} \), if the sets 

\[
\mathcal{Y}^*(x) = \text{Arg min}\{ \varphi(x, y) : y \in \mathcal{Y} \} \quad \text{and} \quad \mathcal{Z}^*(x) = \text{Arg max}\{ \psi(x, z) : z \in \mathcal{Z} \},
\]

with 

\[
\varphi(x, y) = \sup\{ F(x, y, z) : z \in \mathcal{Z} \} \quad \text{and} \quad \psi(x, z) = \inf\{ F(x, y, z) : y \in \mathcal{Y} \}
\]

are non-empty and consist of a single point, respectively. In particular, a generalized max-function, for which \( \Pi \) is concave w.r.t. \( z \in \mathcal{Z} \) and the duality relation (1.9) holds, is differentiable at a point \( x \in \mathcal{G} \) if the set of optimal solutions of Problem (1.6) and of its dual are non-empty and consist of a single point. However, already in case of linear programs, there may be no uniqueness of the solutions of the primal or dual problem. Even if the function \( \psi \) is strongly concave w.r.t. \( z \) and, hence, \( \mathcal{Z}^*(x) \) consists of the unique point \( z^*(x) \), this assumption does not suffice for the existence of a unique optimum for the dual to Problem (1.6). This non-uniqueness appears almost everywhere if

\[
\text{card}[S_1(x, z^*(x))] + \text{card}[S_2] > \dim \mathbf{Z},
\]

with \( S_1(x, z^*(x)) \) the set of active indices of constraints (1.5) at the point \( \{x, z^*(x)\} \). Therefore, without relatively strong assumptions, it is impossible to ensure a-priori that the optimal set of Problem (1.6) and of its dual consist of one point only.

In general, parametric minimax-functions and generalized max-functions are non-differentiable functions and, moreover, they are non-locally Lipschitzian. Usually, such a function has only a directional derivative and, in the generic case, this direction is the minimum of a parametric sublinear or the maximum of a parametric superlinear function (see [5], [10], [22]).

Under quite general assumptions the differential expansions and, in particular, the directional derivatives and quasi-subdifferentials for parametric minimax-functions and generalized max-functions, have been considered in a series of publications (see [3] - [7], [10], [20], [22], [23], [25], [26], [28], [29]).

However, the computation of these derivatives is sufficiently complicated and, moreover, as a rule these derivatives are not continuous w.r.t. the variable \( x \). Therefore, to handle with this calculus in numerical algorithms, one deals with several difficulties. This fact makes the theoretical and numerical investigation of optimization problems, involving such functions, much more complicated.

Concerning regularization procedures in convex optimization (also SIP) we refer to [14], [19] [27], [31].

In this paper we suggest to smooth the function \( f \) by means of such a regularization procedure for the function \( F \) in (1.2) w.r.t. the variables \( \{y, z\} \). In particular, in case of generalized max-functions the smoothing procedure is performed by means of regularizarization of the Lagrange function of Problem (1.6) w.r.t. the variable \( z \) as well as to the multiplier \( y \). So we can use the usual differential calculus to investigate regularized approximations of non-differentiable minimax-functions.
This idea is not new. For non-parametrized problems a similar approach was considered in [30]. The same problem can be studied in [11] in connection with the treatment of modified Lagrange functions, too. However, in the papers mentioned, Problem (1.6) and its dual are considered for fixed $x$ only, i.e. for unperturbed problems. Here we are interested in similar differentiability properties depending uniformly on the parameter $x$.

The paper consists of six sections. After introducing in Section 2 the main assumptions and some preliminary results, in Section 3 the regularization approach is considered and some properties of the regularized primal and dual functions, corresponding to Problem (1.1), are proved. In particular, for $\varepsilon \to 0$ and fixed $x \in G$, convergence of the regularized approximations $f(\varepsilon, x)$ to the original function $f(x)$ is shown. Section 4 deals with differentiability properties of the regularized functions and in Section 5 the convergence of the uniquely defined $\varepsilon$-normal solutions to the normal solutions of the regularized Problem (1.1) and of its dual is investigated. Finally, in Section 6 error estimates for regularized parametric minimax and max-functions and a statement on the exactness of the minimum point of a regularized parametric max-function is proved.

All the results, obtained for parametric minimax-functions, are true also for generalized max-functions if they satisfy the Assumptions 2.4–2.6 below. However, it should be noted that, if $F$ is the Lagrange function of Problem (1.6) and $\mathcal{Y} = \mathbb{R}^{[S_1]} \times \mathbb{R}^{[S_2]}$, then the affinity w.r.t. $y$ of the function $F$ and the simple form of the set $\mathcal{Y}$ permit to specify some properties of the regularized, generalized max-function. In particular, in this case this max-function is a parametrized (with parameter $x \in \mathcal{G}$) modified Lagrange function for the parametric convex programming problem (1.6).

## 2. General assumptions and preliminary results

Some general assumptions are formulated and discussed for which we suppose that they are satisfied throughout the whole paper.

For $x \in \mathcal{G}, y \in \mathcal{Y}, z \in \mathcal{Z}$ let

$$
\varphi(x, y) := \sup \{ F(x, y, z) : z \in \mathcal{Z} \}, \quad \Phi(x, y) := \operatorname{Argmax} \{ F(x, y, z) : z \in \mathcal{Z} \},
$$

$$
\mathcal{Y}^*(x) := \operatorname{Argmin} \{ \varphi(x, y) : y \in \mathcal{Y} \},
$$

$$
\psi(x, z) := \inf \{ F(x, y, z) : y \in \mathcal{Y} \}, \quad \Psi(x, z) := \operatorname{Argmin} \{ F(x, y, z) : y \in \mathcal{Y} \},
$$

$$
\mathcal{Z}^*(x) := \operatorname{Argmax} \{ \psi(x, z) : z \in \mathcal{Z} \}.
$$

Obviously, $f(x) = \inf \{ \varphi(x, y) : y \in \mathcal{Y} \}$.

It should be noted that, if $x \in \mathcal{G}, y \in \mathcal{Y}$ and $\Phi(x, y) \neq \emptyset$, then the function $\varphi$ as the supremum of a family of continuous functions is lower semi-continuous on the set $\mathcal{G} \times \mathcal{Y}$ at the point $(x, y)$. Further, for each $x \in \mathcal{G}, y \in \mathcal{Y}$ it holds that $\varphi(x, y) < +\infty$ and $\Phi(x, y)$ is a non-empty and compact subset in $\mathcal{Z}$ if $\mathcal{Z}$ is compact or $F$ is coercive w.r.t. $z$. Finally note that, if for any $x \in \mathcal{G}$ there exists a vector $z(x) \in \mathcal{Z}$ such that $F(x, \cdot, z(x))$ is coercive, then $\varphi(x, \cdot)$ is coercive, and so $\mathcal{Y}^*(x)$ is non-empty and compact.
Analogously, if $\Psi(x, z) \neq \emptyset$ for any $x \in G, z \in Z$, then $\psi$ is upper semi-continuous on the set $G \times Z$ at the point $(x, z)$. If $F$ is coercive in $y$ for each fixed $x \in G, z \in Z$ or $Y$ is compact, then for any $x \in G, z \in Z$ it holds $\psi(x, z) > -\infty$ and $\Psi(x, z)$ is a non-empty compact subset in $Y$.

Also analogously, if for any $x \in G$ there exists a vector $y(x) \in Y$ such that $F$ is coercive (in the sense $F(x, y(x), \cdot) \rightarrow -\infty$), then $\psi$ is coercive (in the sense $\psi(x, \cdot) \rightarrow -\infty$) and $\mathcal{Z}^*(x)$ is a non-empty and compact set.

In the sequel we suppose that for the parametric minimax-function (1.1) the following assumptions are satisfied.

**Assumption 2.1.** $Y$ and $Z$ are convex, closed sets in $Y$ and $Z$, respectively; $F$ is continuous in $X \times Y \times Z$ and continuously differentiable w.r.t. $x$; $F$ is convex w.r.t. $y \in Y$ for all $x \in G, z \in Z$ and concave w.r.t. $z \in Z$ for all $x \in G, y \in Y$.

**Assumption 2.2.** If for $x \in G, y \in Y$ $\varphi(x, y) < +\infty$, then $\Phi(x, y)$ is non-empty and $\mathcal{Y}^*(x)$ is non-empty and bounded in $Y$.

**Assumption 2.3.** If for $x \in G, z \in Z$ $\psi(x, z) > -\infty$, then $\Psi(x, z)$ is non-empty and $\mathcal{Z}^*(x)$ is non-empty and bounded in $Z$.

Assumption 2.2 is certainly satisfied if, for each $x \in G, y \in Y$ such that $\varphi(x, y) < +\infty$, the set $\{z \in Z : F(x, y, z) \geq \varphi(x, y) - \delta\}$ is bounded in $Z$ for some $\delta > 0$ (for example, $F(x, y, z_n) \rightarrow -\infty$ when $x \in G, y \in Y$ and $z_n \in Z, ||z_n|| \rightarrow \infty$) and for any $x \in G$ there exists $z(x) \in Z$ such that $F(x, y_n, z(x)) \rightarrow +\infty$, when $y_n \in Y, ||y_n|| \rightarrow \infty$.

Analogously, Assumption 2.3 is fulfilled if, for each $x \in G, z \in Z$ such that $\psi(x, z) > -\infty$, the set $\{y \in Y : F(x, y, z) \leq \psi(x, z) + \delta\}$ is bounded in $Y$ for some $\delta > 0$ (for example, $F(x, y, z_n) \rightarrow +\infty$ when $x \in G, z \in Z$ and $y_n \in Y, ||y_n|| \rightarrow \infty$) and for any $x \in G$ there exists $y(x) \in Y$ such that $F(x, y(x), z_n) \rightarrow -\infty$, when $z_n \in Z, ||z_n|| \rightarrow \infty$.

From Assumption 2.1 it follows that, for all $x \in G$, the function $\varphi$ is convex w.r.t. $y \in Y$ and $\psi$ is concave w.r.t. $z \in Z$. Therefore, for each $x \in G$, the sets $\mathcal{Y}^*(x)$ and $\mathcal{Z}^*(x)$ are convex. Under the Assumptions 2.1–2.3, for each $x \in G$, the sets $\mathcal{Y}^*(x)$ and $\mathcal{Z}^*(x)$ are closed, because $\varphi$ is lower semi-continuous on the set $\{y \in Y : \varphi(x, y) < +\infty\}$ and $\psi$ is upper semi-continuous on the set $\{z \in Z : \psi(x, z) > -\infty\}$.

Thus, under the Assumptions 2.1–2.3, for each $x \in G$, the sets $\mathcal{Y}^*(x)$, $\mathcal{Z}^*(x)$ are convex and compact in $Y, Z$, respectively. The Assumptions 2.1–2.3 ensure in addition that the point-to-set maps $\mathcal{Y}^*(x)$ and $\mathcal{Z}^*(x)$ are upper semi-continuous on the set $G$ (see Theorem 15 in [10]). Therefore, if $x_k \in G, x_k \rightarrow x, y_k \in \mathcal{Y}^*(x_k), z_k \in \mathcal{Z}^*(x_k)$, then $\lim_{k \rightarrow \infty} ||y_k|| < +\infty, \lim_{k \rightarrow \infty} ||z_k|| < +\infty$.

The Assumptions 2.1–2.3 guarantee also that, for each $x \in G$, the minimax theorem (see for instance, [10], [17])

$$\min_{y \in Y} \max_{z \in Z} F(x, y, z) = \max_{z \in Z} \min_{y \in Y} F(x, y, z)$$

is true.

Now, let us formulate analogous assumptions for generalized max-functions of type (1.4), (1.5).
**Assumption 2.4.** \( Z \) is a convex, closed set in \( Z \); the functions \( h, h_s \ (s \in S) \) are continuously differentiable in \( X \times Z \); \( h, -h_s \ (s \in S_1) \) are concave w.r.t. \( z \in Z \) for all \( x \in G \); \( h_s \ (s \in S_2) \) are affine w.r.t \( z \in Z \) for all \( x \in G \), i.e., \( h_s(x, z) := \langle a_s(x), z \rangle + b_s(x) \), where \( a_s(\cdot) : X \to Z \) and \( b_s(\cdot) : X \to R^l \) are continuously differentiable in \( X \).

Assumption 2.4 ensures that Problem (1.6) is a convex optimization problem for each \( x \in G \).

**Assumption 2.5.** If \( \sup \{\Pi(x, y, z) : z \in Z\} < +\infty \) for \( x \in G, y \in Y \), then the set \( \text{Argmax}\{\Pi(x, y, z) : z \in Z\} \) is non-empty and \( \text{Argmin}\{\sup_{z \in Z} \Pi(x, y, z) : y \in Y\} \) is non-empty and bounded in \( Y \).

**Assumption 2.6.** If \( D(x) \neq \emptyset \) for \( x \in G \), then the set \( \text{Argmax}\{h(x, z) : z \in D(x)\} \) is non-empty.

As known from the theory of convex analysis, Assumption 2.5 is satisfied if \( \Pi \) is coercive (in the sense \( \Pi(x, y, z_n) \to -\infty \) for each \( x \in G, y \in Y, \{z_n\} \in Z \), with \( z_n \in Z, ||z_n|| \to \infty \)) and if the following regularity assumption is fulfilled for the set \( D(x) \):

**(R)** For each \( x \in G \) the zero vector of the space \( R^{|S_2|} \) is an interior point of the set

\[
\{ \ell \in R^{|S_2|} : \ell_s = \langle a_s(x), t \rangle + b_s(x), \ (s \in S_2), \ z \in Z \}
\]

and there exists a point \( \bar{z}(x) \in D(x) \) such that \( h_s(x, \bar{z}(x)) < 0 \ (s \in S_1) \).

Note that, in case \( S_2 = \emptyset \) (i.e. Problem (1.6) is given without equality constraints in \( D(x) \)), regularity of the set \( D(x) \) (for a given \( x \in G \)) is equivalent to the modified Slater condition.

Regularity of \( D(x) \) ensures that constants \( c_1(x) > 0 \) and \( c_2(x) > 0 \) exist such that

\[
\varphi(x, y) \geq c_1(x) + c_2(x) \left( \sum_{s \in S_1} y_s + \sum_{s \in S_2} |y_s| \right) \quad \forall x \in G, \forall y \in Y
\]

(2.5)

(cf. [17], Chapt. 4, Theor. 6.5). From (2.5) it follows that for fixed \( x \in G \)

\[
\varphi(x, y) \to +\infty \quad \text{for } y \in Y, \left( \sum_{s \in S_1} y_s + \sum_{s \in S_2} |y_s| \right) \to +\infty,
\]

hence, Assumption 2.6 is fulfilled.

Assumption 2.6 is also fulfilled, if \( Z \) is compact or \( h \) is coercive on \( D(x) \) (in the sense \( h(x, z_n) \to -\infty \) for each \( x \in G \) and any sequence \( \{z_n\} \in Z \) such that \( z_n \in D(x), ||z_n|| \to \infty \)).

**Proposition 2.7.** Suppose that the generalized max-function (1.4), (1.5) satisfies the Assumptions 2.4–2.6. Let \( Y = R^{|S_1|}, Y = \{y \in Y : y_s \geq 0 \ \forall s \in S_1\} \), \( F(x, y, z) = h(x, z) - \sum_{s \in S} y_s h_s(x, z) \) for \( x \in X, y \in Y, z \in Z \). Then \( F \) satisfies the Assumptions 2.1–2.3.

**Proof.** Let the functions \( \varphi, \psi \) and the sets \( \Phi(x, y), \Psi(x, z), \mathcal{Y}^*(x) \), and \( \mathcal{Z}^*(x) \) be defined by (2.1) - (2.4). Then it is obvious that \( \varphi \) is the dual function of Problem (1.6), \( \Phi(x, y) \)
is the set of maximum points of the Lagrange function \( \Pi(x, y, z) \) on the set \( \mathcal{Z} \), and \( \mathcal{Y}^*(x) \) is the set of optimal solutions for the dual problem to Problem (1.6). Moreover, for each \( x \in \mathcal{G}, z \in \mathcal{Z} \), due to the affinity of \( \Pi(x, \cdot, z) \) and the form of \( \mathcal{Y} \) in (1.8), we have

\[
\psi(x, z) = \begin{cases} 
    h(x, z), & \text{if } z \in D(x), \\
    -\infty, & \text{if } z \notin D(x), 
\end{cases}
\]

\[
\Psi(x, z) = \left\{ \begin{array}{ll}
    \{ y \in \mathcal{Y} : y_s = 0 \ (s \in S_1), \ h_s(x, z) < 0 \} & \text{if } z \in D(x), \\
    \emptyset & \text{if } z \notin D(x). 
\end{array} \right.
\]

Therefore, \( \mathcal{Z}^*(x) = \text{Arg} \max \{ h(x, z) : z \in D(x) \} \), if \( D(x) \neq \emptyset \). Now, the statement follows from these facts.

In the sequel we suppose that for the generalized max-function (1.4), (1.5) the Assumptions 2.4–2.6 are fulfilled. Therefore, all statements which can be proved for parametric minimax-functions under the Assumptions 2.1–2.3 are also valid for generalized max-functions.

A function \( \vartheta \) in the Euclidean space \( \mathbf{T} \) is called \textit{strongly convex on the convex set} \( \Theta \subset \mathbf{T} \) \textit{with the constant} \( \kappa \ (\kappa > 0) \), if

\[
\vartheta \left( \frac{1}{2}(t' + t'') \right) \leq \frac{1}{2} \vartheta(t') + \frac{1}{2} \vartheta(t'') - \kappa \|t' - t''\|^2 \ \forall t', t'' \in \Theta.
\]

Function \( \vartheta \) is called \textit{strongly concave on the convex set} \( \Theta \), if \( -\vartheta \) is strongly convex on \( \Theta \).

The following two statements are essential in order to investigate the smoothing procedure, suggested below.

**Theorem 2.8.** Let \( \mathcal{U} \) be a closed set in the Euclidean space \( \mathbf{U} \), \( \mathcal{V} \) be a closed convex set in the Euclidean space \( \mathbf{V} \). Assume that \( \vartheta \) is a continuous function on \( \mathbf{U} \times \mathbf{V} \), continuously differentiable w.r.t. \( u \) and, for each \( u \in \mathcal{U} \), strongly convex w.r.t. \( v \) on the set \( \mathcal{V} \) with the constant \( \kappa \) independent of \( u \in \mathcal{U} \). Then the following statements are true:

(i) for each \( u \in \mathcal{U} \) the minimum w.r.t. \( v \) of the function \( \vartheta \) on the set \( \mathcal{V} \) is attained in the unique point \( v(u) \), and

\[
\vartheta(u, v) - \vartheta(u, v(u)) \geq 4\kappa \|v - v(u)\|^2 \ \forall v \in \mathcal{V}; \tag{2.6}
\]

(ii) the operator \( v(u) \) is continuous on \( \mathcal{U} \);

(iii) if, additionally to the assumptions made above, for each \( u \in \mathcal{U} \) there exist \( \rho = \rho(u) > 0 \) and \( L = L(u) > 0 \) such that on the set \( \{(u', v') \in \mathbf{U} \times \mathbf{V} : \|u' - u\| \leq \rho, \|v' - v(u)\| \leq \rho \} \) the gradient \( \nabla_u \vartheta(u, v) \) is Lipschitz with the constant \( L \), then for each \( u \in \mathcal{U} \) the operator \( v(\cdot) \) is Lipschitz on the set \( \{ u' \in \mathcal{U} : \|u' - u\| \leq \rho \} \) with the constant \( (4\kappa)^{-1} L \).

**Proof.** Existence and uniqueness of the point \( v(u) \) follows from Theorem 1.15, Chapter 4 in [22] and estimate (2.6) is a consequence of Theorem 2.11, Chapter 4 in [22]. Statement (ii) follows from (2.6) and the continuity of the function \( \vartheta(u, v(u)) \) on \( \mathcal{U} \). Finally, the Lipschitz property of the operator \( v(\cdot) \) with constant \( (4\kappa)^{-1} L \) is due to Theorem 6.1 in [23].
Recall that in the Euclidean space the squared norm is a strongly convex function on the whole space with the constant $\kappa = \frac{1}{2}$. Thus, from Theorem 2.8 (i) it follows that, for each $x \in \mathcal{G}$, the function $||z||^2$ has a unique minimizer on the closed set $\mathcal{Z}^*(x)$, and $||y||^2$ has a unique minimizer on the closed set $\mathcal{Y}^*(x)$.

The vectors

$$
\hat{z}(x) := \arg \min \left\{ ||z||^2 : z \in \mathcal{Z}^*(x) \right\} \quad \text{and} \quad \hat{y}(x) := \arg \min \left\{ ||y||^2 : y \in \mathcal{Y}^*(x) \right\}
$$

are called normal points of the sets $\mathcal{Z}^*(x)$ and $\mathcal{Y}^*(x)$, respectively. From (2.6) with $\kappa = \frac{1}{2}$ it follows

$$
||z - \hat{z}(x)||^2 \leq ||z||^2 - ||\hat{z}(x)||^2 \quad \forall z \in \mathcal{Z}^*(x)
$$

and

$$
||y - \hat{y}(x)||^2 \leq ||y||^2 - ||\hat{y}(x)||^2 \quad \forall y \in \mathcal{Y}^*(x).
$$

Let $\mathcal{U}$ be a closed set in the Euclidean space $\mathbf{U}$, $u_0 \in \mathcal{U}$, $m$ be a continuous function on $\mathcal{U}$. The function $m$ is called $\mathcal{U}$-differentiable at the point $u_0$ if there exists a vector $\ell \in \mathbf{U}$ such that

$$
m(u_n) = m(u_0) + \langle \ell, u_n - u_0 \rangle + o(||u_n - u_0||) \quad \forall \left\{ u_n \right\} \in \mathcal{U}, u_n \to u_0.
$$

The vector $\ell$ is called $\mathcal{U}$-gradient of $m$ in the point $u_0$ and it is denoted by $\nabla^\mathcal{U} m(u_0)$.

**Theorem 2.9.** Assume that the hypotheses of Theorem 2.8 are satisfied. Then the function

$$
m(u) := \inf \left\{ \vartheta(u,v) : v \in \mathcal{V} \right\}
$$

is $\mathcal{U}$-differentiable in each point $u \in \mathcal{U}$ and its gradient $\nabla^\mathcal{U} m(u) = \nabla_u \vartheta(u,v(u))$ is continuous on the set $\mathcal{U}$. If, moreover, for each $u \in \mathcal{U}$, constants $\rho = \rho(u) > 0$ and $L = L(u) > 0$ exist such that on the set $\{(u',v') \in \mathcal{U} \times \mathcal{V} : \|u' - u\| \leq \rho, \|v' - v(u)\| \leq \rho \}$ the gradient $\nabla_u \vartheta(u,v(u))$ is Lipschitz with the constant $L$, then for each $u \in \mathcal{U}$ the vector-function $\nabla m(u)$ is Lipschitz on the set $\{u' \in \mathcal{U} : \|u' - u\| \leq \rho\}$.

**Proof.** On the one hand, if $u_k, u \in \mathcal{U}$ and $u_k \to u$, then

$$
m(u_k) \leq \vartheta(u_k,v(u)) = \vartheta(u,v(u)) + \langle \nabla_u \vartheta(u,v(u)), u_k - u \rangle + o(||u_k - u||)
$$

$$
= m(u) + \langle \nabla_u \vartheta(u,v(u)), u_k - u \rangle + o(||u_k - u||).
$$

On the other hand, due to the continuous differentiability of $\vartheta$ w.r.t. $u$, and $v(u_k) \to v(u)$ (which follows from Assumption (ii) in Theorem 2.8), we obtain

$$
m(u_k) = \vartheta(u_k,v(u_k)) = \vartheta(u,v(u_k)) + \langle \nabla_u \vartheta(u,v(u_k)), u_k - u \rangle
$$

$$
+ \int_0^1 \langle \nabla_u \vartheta(u+t(u_k - u),v(u_k)) - \nabla_u \vartheta(u,v(u_k)), u_k - u \rangle dt
$$

$$
\geq \inf \{ \vartheta(u,v) : v \in \mathcal{V} \} + \langle \nabla_u \vartheta(u,v(u)), u_k - u \rangle + o(||u_k - u||).
$$

Hence, $\nabla_u \vartheta(u,v(u))$ is the gradient of $m$ in the point $u$.

Finally, under the assumptions made, Theorem 2.8 permits to conclude that the operator $\nabla m(u)$ is Lipschitz on the set $\{u' \in \mathcal{U} : \|u' - u\| \leq \rho\}$. $\square$
3. Regularization of parametric minimax-functions and generalized max-functions

For arbitrarily fixed \( \varepsilon > 0 \) we consider the following regularization of the parametric minimax-function

\[
f(\varepsilon, x) := \min_{y \in \mathcal{Y}} \max_{z \in \mathcal{Z}} F(\varepsilon, x, y, z),
\]

with

\[
F(\varepsilon, x, y, z) := F(x, y, z) + \varepsilon ||y||^2 - \varepsilon ||z||^2
\]

(3.2)

(obviously, \( f(\varepsilon, x)_{\varepsilon = 0} = f(x) \)).

In this way \( F(\varepsilon, x, y, z) \) becomes strongly convex w.r.t. \( y \) and strongly concave w.r.t. \( z \) for each \( \varepsilon > 0 \), and we have the possibility to construct the following smooth functions:

\[
\varphi(\varepsilon, x, y) := \max_{z \in \mathcal{Z}} F(\varepsilon, x, y, z), \quad \psi(\varepsilon, x, z) := \min_{y \in \mathcal{Y}} F(\varepsilon, x, y, z).
\]

(3.3)

It is clear that

\[
\varphi(\varepsilon, x, y) = \varepsilon ||y||^2 + \max \{F(x, y, z) - \varepsilon ||z||^2 : z \in \mathcal{Z}\},
\]

(3.4)

\[
\psi(\varepsilon, x, z) = -\varepsilon ||z||^2 + \min \{F(x, y, z) + \varepsilon ||y||^2 : y \in \mathcal{Y}\},
\]

(3.5)

and \( \varphi(\varepsilon, x, y)_{\varepsilon = 0} = \varphi(x, y), \psi(\varepsilon, x, z)_{\varepsilon = 0} = \psi(x, z) \ \forall x \in \mathcal{G}, y \in \mathcal{Y}, z \in \mathcal{Z}. \)

Due to the definition of the functions \( \varphi, \psi \) and the minimax theorem it holds for arbitrary \( \varepsilon > 0 \)

\[
f(\varepsilon, x) = \min \{\varphi(\varepsilon, x, y) : y \in \mathcal{Y}\} = \max \{\psi(\varepsilon, x, z) : z \in \mathcal{Z}\}.
\]

(3.6)

From Theorem 2.8 it follows that the sets

\[
\Phi(\varepsilon, x, y) := \text{Arg} \min \{F(\varepsilon, x, y, z) : z \in \mathcal{Z}\}
\]

and

\[
\Psi(\varepsilon, x, z) := \text{Arg} \min \{F(\varepsilon, x, y, z) : y \in \mathcal{Y}\}
\]

consist of the single points \( z(\varepsilon, x, y) \) and \( y(\varepsilon, x, z) \), respectively.

Obviously, for generalized max-function (1.4) the regularization (3.1), (3.2) takes the form:

\[
f(\varepsilon, x) = \min_{y \in \mathcal{Y}} \max_{z \in \mathcal{Z}} \left\{ h(x, z) - \sum_{s \in S} y_s h_s(x, z) + \varepsilon \sum_{s \in S} y_s^2 - \varepsilon ||z||^2 \right\}.
\]

(3.7)

It should be noted that the values of \( \psi \) can be computed explicitely. Indeed, the equation

\[
\min \left\{ \sum_{s \in S} (\varepsilon y_s^2 - y_s h_s(x, z)) : y_s \geq 0 \ (s \in S_1), \ y_s \in \mathbb{R}^1 \ (s \in S_2) \right\}
\]
\[
= \sum_{s \in S_1} \min \left\{ \varepsilon y_s^2 - y_s h_s(x, z) \right\} + \sum_{s \in S_2} \min \left\{ \varepsilon y_s^2 - y_s h_s(x, z) \right\}
\]

\[
= - (4 \varepsilon)^{-1} \left( \sum_{s \in S_1} [h_s^+(x, z)]^2 + \sum_{s \in S_2} h_s^2(x, z) \right),
\]

with \( h_s^+(x, z) = \max \{ h_s(x, z), 0 \} \), leads to

\[
\psi(\varepsilon, x, z) = - \varepsilon \| z \|^2 + h(x, z) - (4 \varepsilon)^{-1} \left( \sum_{s \in S_1} [h_s^+(x, z)]^2 + \sum_{s \in S_2} h_s^2(x, z) \right). \quad (3.8)
\]

Therefore, for arbitrary \( \varepsilon > 0 \), the function \( \psi \) corresponds to the penalized Problem (1.6) with a regularized quadratic penalty and the penalty coefficient \( (4 \varepsilon)^{-1} \).

Now, let us return to the general case of parametric minimax-functions. We formulate some simple properties of the perturbed functions \( \varphi \) and \( \psi \).

**Theorem 3.1.** The following statements are true:

(i) For arbitrary \( \varepsilon > 0, x \in \mathcal{G}, y \in \mathcal{Y} \) the function \( F(x, y, z) - \varepsilon \| z \| \) is strongly concave w.r.t. \( z \) on the set \( \mathcal{Z} \) (with the coefficient \( \kappa(\varepsilon) = \frac{1}{4 \varepsilon} \)) and attains its maximum w.r.t. \( z \in \mathcal{Z} \) in the unique point \( z(\varepsilon, x, y) \). Moreover, for each fixed \( \varepsilon > 0 \), the vector-function \( z(\varepsilon, x, y) \) is continuous w.r.t. \( \{x, y\} \) on the set \( \mathcal{G} \times \mathcal{Y} \).

(ii) For fixed \( \varepsilon > 0, x \in \mathcal{G} \), the function \( \varphi \) is strongly convex w.r.t. \( y \) on the set \( \mathcal{Y} \) with the coefficient \( \frac{1}{4 \varepsilon} \), independent of \( x \in \mathcal{X} \). \( \varphi \) attains its minimum w.r.t. \( y \in \mathcal{Y} \) in the unique point \( y(\varepsilon, x) \). Moreover, for fixed \( \varepsilon > 0 \), the vector-function \( y(\varepsilon, x) \) is continuous w.r.t. \( x \) on the set \( \mathcal{G} \).

(iii) For each \( \varepsilon > 0, x \in \mathcal{G} \), the function \( \psi \) is strongly concave w.r.t. \( z \) on the set \( \mathcal{Z} \) with the coefficient \( \frac{1}{4 \varepsilon} \), independent of \( x \in \mathcal{X} \). \( \psi \) attains its minimum w.r.t. \( z \in \mathcal{Z} \) in the unique point \( z(\varepsilon, x) \). For fixed \( \varepsilon > 0 \), the vector-function \( z(\varepsilon, x) \) is continuous w.r.t. \( x \) on the set \( \mathcal{G} \).

**Proof.** (i) According to the concavity of the function \( F \) w.r.t. \( z \), for each \( x \in \mathcal{G}, y \in \mathcal{Y} \), the function \( F(x, y, z) - \varepsilon \| z \| \) is strongly concave w.r.t. \( z \in \mathcal{Z} \) with the coefficient \( \frac{1}{4 \varepsilon} \). Now, for arbitrary fixed \( \varepsilon > 0 \), put \( U := \mathcal{X} \times \mathcal{Y}, \mathcal{U} := \mathcal{X} \times \mathcal{Y}, \mathcal{V} := \mathcal{Z}, \mathcal{Y} := \mathcal{Z} \), and for arbitrary \( u = (x, y) \) \( \in \mathcal{U}, v := z \in \mathcal{Z} \) set \( \vartheta(u, v) := - F(x, y, z) + \varepsilon \| z \|^2 \). Thus, we obtain

\[
\min \{ \vartheta(u, v) : v \in \mathcal{V} \} = - \max \{ F(\varepsilon, x, y, z) : z \in \mathcal{Z} \}
\]

and statement (i) immediately follows from Theorem 2.8 (i) and (ii).

(ii) The function \( \max \{ F(x, y, z) - \varepsilon \| z \| : z \in \mathcal{Z} \} \) is convex in \( y \), because it is the maximum (w.r.t. \( z \in \mathcal{Z} \)) of a family of affine functions in \( y \). Therefore, for arbitrarily fixed \( \varepsilon > 0, x \in \mathcal{G} \), the function \( \varphi \) is strongly convex w.r.t. \( y \) (on the set \( \mathcal{Y} \)) with the coefficient \( \frac{1}{4 \varepsilon} \), independent of \( x \in \mathcal{X} \). Hence, statement (ii) immediately follows from the first two statements in Theorem 2.8, too.

(iii) Because the function \( \min \{ F(x, y, z) + \varepsilon \| y \|^2 : y \in \mathcal{Y} \} \) is concave in \( z \), as minimum (w.r.t. \( y \in \mathcal{Y} \)) of a family of concave functions in \( z \), we conclude that for arbitrarily fixed \( \varepsilon > 0, x \in \mathcal{G} \), the function \( \psi \) is strongly concave w.r.t. \( z \) (on the set \( \mathcal{Z} \)) with the coefficient \( \frac{1}{4 \varepsilon} \), independent of \( x \in \mathcal{X} \). Hence, statement (iii) immediately follows from Theorem 2.8, too.

\[\square\]
In Section 4 we will prove that for arbitrarily fixed \( x \in \mathcal{G} \) the estimate

\[
|f(\varepsilon, x) - f(x)| \leq O(\varepsilon)
\]

is true and that the function \( f(\varepsilon, x) \) is differentiable w.r.t. \( x \) on \( \mathcal{G} \) for arbitrarily fixed \( \varepsilon > 0 \). Thus, the basic advantage of the regularization consists in a smooth approximation of \( a \), in general, non-smooth function \( f \).

**Theorem 3.2.** For arbitrary \( \varepsilon > 0, x \in \mathcal{G} \) the equality

\[
\min_{y \in \mathcal{Y}} \varphi(\varepsilon, x, y) = \max_{z \in \mathcal{Z}} \psi(\varepsilon, x, z)
\]

holds true.

**Proof.** Due to Theorem 3.1 (ii) for each fixed \( \varepsilon > 0, x \in \mathcal{G} \) the function \( \varphi \) attains its minimum w.r.t. \( y \) on the set \( \mathcal{Y} \) in the unique point \( y(\varepsilon, x) \). Hence, on account of the relations (cf. (3.3))

\[
\min_{y \in \mathcal{Y}} \varphi(\varepsilon, x, y) = \min_{y \in \mathcal{Y}} \max_{z \in \mathcal{Z}} F(\varepsilon, x, y, z), \quad \max_{z \in \mathcal{Z}} \psi(\varepsilon, x, z) = \max_{y \in \mathcal{Y}} \min_{z \in \mathcal{Z}} F(\varepsilon, x, y, z),
\]

equality (3.9) follows from the minimax-theorem (cf., for instance [10], [17]).

**Remark 3.3.** From Theorem 3.2 and formula (3.8) it follows for a generalized max-function \( f \) that

\[
f(\varepsilon, x) = \max_{z \in \mathcal{Z}} \left\{ -\varepsilon \|z\|^2 + h(x, z) - (4\varepsilon)^{-1} \left( \sum_{x \in \mathcal{S}_1} [h^+_x(x, z)]^2 + \sum_{x \in \mathcal{S}_2} h^+_x(x, z) \right) \right\},
\]

i.e., \( f(\varepsilon, x) \) is a max-function on the set \( \mathcal{Z} \). Observe that here \( \mathcal{Z} \) does not depend on \( x \) and, hence, \( f(\varepsilon, x) \) is a simple max-function.

**Theorem 3.4.** Let \( \varepsilon \to +0, x \in \mathcal{G}, x \to x_0 \). Then the relations

\[
\text{dist}(z(\varepsilon, x), \mathcal{Z}^*(x_0)) := \min \{ \|z(\varepsilon, x) - z'\| : z' \in \mathcal{Z}^*(x_0) \} \to 0,
\]

\[
\text{dist}(y(\varepsilon, x), \mathcal{Y}^*(x_0)) := \min \{ \|y(\varepsilon, x) - y'\| : y' \in \mathcal{Y}^*(x_0) \} \to 0
\]

are true.

**Proof.** Let \( w = (\varepsilon, x) \) be a vector of the closed set \( \mathcal{W} = \mathbb{R} \times \mathcal{G} \) in the Euclidean space \( \mathcal{W} = \mathbb{R}^1 \times \mathcal{X} \). The function \( F(\varepsilon, x, y, z) = F(w, y, z) \) is continuous on the Cartesian product \( \mathcal{W} \times \mathcal{Y} \times \mathcal{Z} \). Moreover, on the set \( \mathcal{W} \times \mathcal{Y} \times \mathcal{Z} \) this function is concave w.r.t. \( z \) (strongly concave w.r.t. \( z \) if \( \varepsilon > 0 \)) and convex w.r.t. \( y \) (strongly convex w.r.t. \( y \) if \( \varepsilon > 0 \)). Now we consider for arbitrary \( w = (\varepsilon, x) \in \mathcal{W} \) the sets

\[
\mathcal{Y}^*(w) := \text{Arg min} \{ \varphi(w, y) : y \in \mathcal{Y} \}, \quad \mathcal{Z}^*(w) := \text{Arg max} \{ \psi(w, z) : z \in \mathcal{Z} \}.
\]

Let \( w_0 = (0, x_0) \). Obviously, \( w_0 \in \mathcal{W} \), due to the closeness of \( \mathcal{G} \). According to the Assumptions 2.2 and 2.3, the sets \( \mathcal{Y}^*(w_0) \) and \( \mathcal{Z}^*(w_0) \) are non-empty and bounded. Therefore, due to Theorem 15 in [10], the sets \( \mathcal{Y}^*(w) \) and \( \mathcal{Z}^*(w) \) are also non-empty if \( \varepsilon > 0, \varepsilon \in \mathcal{G} \) and the values \( \varepsilon \) and \( ||x - y_0|| \) are chosen sufficiently small. Moreover, the point-to-set
mappings $\mathcal{Y}^*(\cdot)$ and $\mathcal{Z}^*(\cdot)$ are upper semi-continuous on the set $\mathcal{W}$ in the point $w_0$. Now, using Theorem 3.1, with $\varepsilon > 0, x \in \mathcal{G}, w = (\varepsilon, x)$, one can conclude that $\mathcal{Z}^*(w)$ consists of the unique point $z(\varepsilon, x)$ and $\mathcal{Y}^*(w)$ of the unique point $y(\varepsilon, x)$, respectively. Using the upper semi-continuity of the point-to-set-mappings $\mathcal{Y}^*(\cdot)$ and $\mathcal{Z}^*(\cdot)$ in the point $w_0$, the statement follows immediately.

**Corollary 3.5.** For arbitrary fixed $x \in \mathcal{G}$ and $\varepsilon \to +0$ it follows that

$$\text{dist}(z(\varepsilon, x), \mathcal{Z}^*(x)) \to 0, \quad \text{dist}(y(\varepsilon, x), \mathcal{Y}^*(x)) \to 0.$$ 

4. **Differentiability of the smoothed function** $f(\varepsilon, x)$

and estimates for $|f(\varepsilon, x) - f(x)|$

Recall that $U = X \times Y$, $U = \mathcal{G} \times \mathcal{Y}$.

**Proposition 4.1.** For arbitrary $\varepsilon > 0$ the function $\varphi$ in (3.4) is continuously differentiable in each point $u = (x, y) \in U$ and its $U$-gradient $\nabla_u \varphi(\varepsilon, u)$ is continuous on the set $U$ and has the form

$$\nabla_u \varphi(\varepsilon, u) = \nabla_u F(\varepsilon, x, y, z(\varepsilon, u)).$$

The proof follows immediately from Theorem 2.9 if we put, for fixed $\varepsilon > 0$,

$$V := Z, \ \mathcal{V} := \mathcal{Z}, \ m(u) := \min \{-F(\varepsilon, x, y, z) : z \in \mathcal{Z}\}$$

and take into account that $m(u) = - \max \{F(\varepsilon, x, y, z) : z \in \mathcal{Z}\} = - \varphi(\varepsilon, u)$.

**Remark 4.2.** If the gradient $\nabla_{(x,y)} F(x, y, z)$ is locally Lipschitz w.r.t. $\{x, y\}$ on the whole space $X \times Y \times Z$, then Theorem 2.9 ensures that, for fixed $\varepsilon > 0$, the $U$-gradient $\nabla_u \varphi(\varepsilon, u)$ is locally Lipschitz on the set $U$.

**Proposition 4.3.** For arbitrary $\varepsilon > 0$ the function $\psi$ in (3.5) is continuously differentiable in each point $(x, z) \in X \times Z$. If $f$ is a generalized max-function and $f(\varepsilon, x)$ has the form (3.7), then the gradient of $\psi$ w.r.t. $(x, z)$ has the form

$$\nabla_{(x,z)} \psi(\varepsilon, x, z) = \{\nabla_x \psi(\varepsilon, x, z), \nabla_z \psi(\varepsilon, x, z)\}$$

with

$$\nabla_x \psi(\varepsilon, x, z) = \nabla_x h(x, z) - \varepsilon^{-1} \left( \sum_{a \in S_1} h_a^+(x, z) \nabla_x h_a(x, z) + \sum_{a \in S_2} h_a(x, z) \nabla_x h_a(x, z) \right),$$

$$\nabla_z \psi(\varepsilon, x, z) = -2\varepsilon z + \nabla_z h(x, z)$$

$$- \varepsilon^{-1} \left( \sum_{a \in S_1} h_a^+(x, z) \nabla_z h_a(x, z) + \sum_{a \in S_2} h_a(x, z) \nabla_z h_a(x, z) \right).$$

The proof follows immediately from formula (3.8).
Theorem 4.4. For arbitrary $\varepsilon > 0$ the function $f$ in (3.1) is continuously differentiable w.r.t. $x$ on the set $\mathcal{G}$ and its gradient w.r.t. $x$ has the form

$$
\nabla_x f(\varepsilon, x) = \nabla_x \varphi(\varepsilon, x, y(\varepsilon, x)) = \nabla_x F(\varepsilon, x, y(\varepsilon, x), z(\varepsilon, x, y(\varepsilon, x))).
$$

(4.1)

Proof. With $\vartheta(u, v) = -F(\varepsilon, x, y, z) = -F(\varepsilon, u, v)$ we obtain from Theorem 2.9 that there exists the gradient

$$
\nabla_u \varphi(\varepsilon, u) = \nabla_u F(\varepsilon, u, z(\varepsilon, u)).
$$

In particular,

$$
\nabla_u \varphi(\varepsilon, x, y) = \nabla_x F(\varepsilon, x, y, z(\varepsilon, x, y))
$$

(4.2)

holds true. Again, applying Theorem 2.9 to the function $\vartheta(u, v) = \varphi(\varepsilon, x, y)$ with $u = x$, $v = y$, $\mathcal{V} = \mathcal{Y}$, and $m(u) = f(\varepsilon, x)$, we get

$$
\nabla_x f(\varepsilon, x) = \nabla_x \varphi(\varepsilon, x, y(\varepsilon, x)).
$$

(4.3)

Thus, the inequalities (4.2) and (4.3) lead to (4.1).

Continuity of $\nabla_x f(\varepsilon, x)$ w.r.t. $x$ on the set $\mathcal{G}$ follows from formula (4.1). Continuity of $\nabla_u \varphi(\varepsilon, x, y)$ w.r.t. $x$ on the set $\mathcal{U} = \mathcal{G} \times \mathcal{Y}$ can be concluded from the continuity of the operator $y(\varepsilon, x)$ on the set $\mathcal{G}$ and also from the continuity of the operator $z(\varepsilon, x, y)$ on the set $\mathcal{U}$.

Now, in case of a generalized max-function we obtain also another formula for $\nabla_x f(\varepsilon, x)$.

Theorem 4.5. Let $f$ be a generalized max-function and $f(\varepsilon, x)$ be of the form (3.7). Then, for arbitrary $\varepsilon > 0, x \in \mathcal{G}$, it holds

$$
\nabla_x f(\varepsilon, x) = \nabla_x h(x, z(\varepsilon, x))
$$

$$
- \varepsilon^{-1} \left( \sum_{s \in S_1} h^+_s(x, z(\varepsilon, x)) \nabla_x h_s(x, z(\varepsilon, x)) + \sum_{s \in S_2} h_s(x, z(\varepsilon, x)) \nabla_x h_s(x, z(\varepsilon, x)) \right)
$$

The proof follows from the expression of $f$ in (3.10) and from Proposition (4.2).

Under the continuity, closedness and convexity assumptions and $\inf_{y \in Y} \varphi(x, y) = \sup_{z \in Z} \psi(x, z) (= f(x))$, with possible no existence of a saddle point for $F(x, y, z)$, we have: $\lim_{\varepsilon \to 0} f(\varepsilon, x) = f(x)$. This is more or less standard. In fact, for each $x \in \mathcal{G}$, $F(\varepsilon, x, y, z)$ has a unique saddle-point on $\mathcal{Y} \times \mathcal{Z}$ and $f(\varepsilon, x)$ is equal to the saddle value. Existence results from convex analysis (see [8], Chap. VI, Prop. 2.2), and uniqueness results from the strict convexity-concavity. Writing the double inequality of saddle-point we deduce easily that

$$
\sup_{z \in Z} \psi(x, z) = \lim_{\varepsilon \to 0} \inf_{x \in Z} f(\varepsilon, x) \leq \lim_{\varepsilon \to 0} \sup_{x \in X} f(\varepsilon, x) \leq \inf_{y \in Y} \varphi(x, y).
$$

Now, let $\varepsilon > 0$ be given and we look for estimates $|f(\varepsilon, x) - f(x)|$. 

Theorem 4.6. For arbitrary \( \varepsilon > 0, x \in \mathcal{G}, y^*(x) \in \mathcal{Y}^*(x), z^*(x) \in \mathcal{Z}^*(x) \) it holds

\[
\begin{align*}
f(\varepsilon, x) & \leq f(x) - \varepsilon ||z(\varepsilon, x)||^2 + \varepsilon ||y^*(x)||^2, \\
f(\varepsilon, x) & \geq f(x) - \varepsilon ||z(\varepsilon, x)||^2 + \varepsilon ||y(\varepsilon, x)||^2.
\end{align*}
\] (4.4) (4.5)

Proof. Inequality (4.4) follows from (3.6) and the relations

\[
f(\varepsilon, x) = \psi(\varepsilon, x, z(\varepsilon, x)) \leq F(\varepsilon, x, y^*(x), z(\varepsilon, x)) \\
= F(x, y^*(x), z(\varepsilon, x)) - \varepsilon ||z(\varepsilon, x)||^2 + \varepsilon ||y^*(x)||^2 \\
\leq \max_{z \in \mathcal{Z}} F(x, y^*(x), z) - \varepsilon ||z(\varepsilon, x)||^2 + \varepsilon ||y^*(x)||^2.
\]

Due to \( y^*(x) \in \mathcal{Y}^*(x) \), we get from (3.3)

\[
\max_{z \in \mathcal{Z}} F(x, y^*(x), z) = \varphi(x, y^*(x)) = f(x).
\]

Analogously, inequality (4.5) follows from (3.6) and the relations

\[
f(\varepsilon, x) = \varphi(\varepsilon, x, y(\varepsilon, x)) \geq F(\varepsilon, x, y(\varepsilon, x), z^*(x)) \\
= F(x, y(\varepsilon, x), z^*(x)) - \varepsilon ||z^*(x)||^2 + \varepsilon ||y(\varepsilon, x)||^2 \\
\geq \min_{y \in \mathcal{Y}} F(x, y, z^*(x)) - \varepsilon ||z^*(x)||^2 + \varepsilon ||y(\varepsilon, x)||^2.
\]

With regard to \( z^*(x) \in \mathcal{Z}^*(x) \),

\[
\min_{y \in \mathcal{Y}} F(x, y, z^*(x)) = \psi(x, z^*(x)) = f(x).
\]

\[ \square \]

Recall that, according to (2.7), \( \hat{z}(x) \), \( \hat{y}(x) \) denote the norm-minimal points of the sets \( \mathcal{Z}^*(x), \mathcal{Y}^*(x) \), respectively.

Corollary 4.7. For arbitrary \( \varepsilon > 0, x \in \mathcal{G} \) the following two-sided estimate is true:

\[
f(x) - \varepsilon ||\hat{z}(x)||^2 \leq f(\varepsilon, x) \leq f(x) + \varepsilon ||\hat{y}(x)||^2.
\] (4.6)

To prove this result it is sufficient to choose in the inequalities (4.4), (4.5):

\[
y^*(x) = \hat{y}(x) = \arg \min \left\{ ||y||^2 : y \in \mathcal{Y}^*(x) \right\}, \\
z^*(x) = \hat{z}(x) = \arg \min \left\{ ||z||^2 : z \in \mathcal{Z}^*(x) \right\}.
\]

Corollary 4.8. For arbitrary \( \varepsilon > 0, x \in \mathcal{G} \) the following estimate is true:

\[
||z(\varepsilon, x)||^2 + ||y(\varepsilon, x)||^2 \leq ||\hat{z}(x)||^2 + ||\hat{y}(x)||^2.
\] (4.7)
5. **Convergence of the vector functions** $z(\varepsilon, x)$ and $y(\varepsilon, x)$ for $\varepsilon \to +0$

First we consider, for fixed $x \in \mathcal{G}$, the behavior of the points $z(\varepsilon, x)$, $y(\varepsilon, x)$ for $\varepsilon \to +0$.

**Theorem 5.1.** For fixed $x \in \mathcal{G}$, $\varepsilon \to 0$ it holds

$$z(\varepsilon, x) \to \tilde{z}(x), \ y(\varepsilon, x) \to \tilde{y}(x),$$

where, according to (2.7), $\tilde{z}(x)$, $\tilde{y}(x)$ are the normal points of the convex, compact sets $\mathcal{Z}^*(x)$ and $\mathcal{Y}^*(x)$, respectively.

**Proof.** In view of Corollary 3.5 for $\varepsilon \to +0$ the relations

$$\text{dist}(z(\varepsilon, x), \mathcal{Z}^*(x)) \to 0, \ \text{dist}(y(\varepsilon, x), \mathcal{Y}^*(x)) \to 0$$

are true. Let $\tilde{z}(\varepsilon, x)$, $\tilde{y}(\varepsilon, x)$ are the projections of the points $z(\varepsilon, x)$, $y(\varepsilon, x)$ onto the sets $\mathcal{Z}^*(x)$ and $\mathcal{Y}^*(x)$, respectively. Then, we have

$$||z(\varepsilon, x) - \tilde{z}(\varepsilon, x)|| \to 0, \ ||y(\varepsilon, x) - \tilde{y}(\varepsilon, x)|| \to 0 \text{ for } \varepsilon \to +0.$$  \hspace{1cm} (5.1)

Hence,

$$||z(\varepsilon, x)||^2 + ||y(\varepsilon, x)||^2 = ||\tilde{z}(\varepsilon, x)||^2 + ||\tilde{y}(\varepsilon, x)||^2 + \xi(\varepsilon, x),$$  \hspace{1cm} (5.2)

with $\xi(\varepsilon, x) \to 0$ for $\varepsilon \to +0$ and fixed $x \in \mathcal{G}$. With regard to (5.2) and (4.5), we obtain for each $\varepsilon \to +0$, $x \in \mathcal{G}$ that

$$||\tilde{z}(\varepsilon, x)||^2 + ||\tilde{y}(\varepsilon, x)||^2 + \xi(\varepsilon, x) \leq ||\tilde{z}(x)||^2 + ||\tilde{y}(x)||^2.$$  \hspace{1cm} (5.3)

Summing up the inequalities (2.8) and (2.9) with $z = \tilde{z}(\varepsilon, x)$, $y = \tilde{y}(\varepsilon, x)$, we get

$$||\tilde{z}(\varepsilon, x)||^2 + ||\tilde{y}(\varepsilon, x)||^2 \geq ||\tilde{z}(x)||^2 + ||\tilde{y}(x)||^2 + ||\tilde{z}(\varepsilon, x) - \tilde{z}(x)||^2 + ||\tilde{y}(\varepsilon, x) - \tilde{y}(x)||^2.$$  \hspace{1cm} (5.4)

For fixed $x \in \mathcal{G}$, (5.3) and (5.4) lead to

$$||\tilde{z}(\varepsilon, x) - \tilde{z}(x)||^2 + ||\tilde{y}(\varepsilon, x) - \tilde{y}(x)||^2 \leq -\xi(\varepsilon, x) \to 0 \text{ for } \varepsilon \to +0.$$  \hspace{1cm} (5.5)

Now, to finish the proof, we have to use the relations (5.1) and (5.5). \hfill \square

In order to solve optimization problems with functions of the type (1.1) by means of a smoothing procedure, sometimes it is important to know under which assumptions the following convergence happens:

$$z(\varepsilon_k, x_k) \to \hat{z}(x), \ y(\varepsilon_k, x_k) \to \hat{y}(x) \text{ for } \varepsilon_k \to +0, x_k \in \mathcal{G}, x_k \to x.$$  \hspace{1cm} (5.6)

If that would be true, then uniform convergence of

$$z(\varepsilon, x) \to \hat{z}(x), \ y(\varepsilon, x) \to \hat{y}(x) \text{ for } \varepsilon \to 0 \text{ on each compact set } \mathcal{G}$$

would be an important conclusion of (5.6). Under additional assumptions on the point-to-set-mappings $\mathcal{Z}^*(x)$ and $\mathcal{Y}^*(x)$, relation (5.6) turns out to be true. To prove that, we have to strengthen the statements in the Theorems 3.4 and 5.1.

Let $x \in \mathcal{G}$. The normal points $\hat{z}(x)$, $\hat{y}(x)$ are called **stable points** of the point-to-set-mappings $\mathcal{Z}^*(x)$, $\mathcal{Y}^*(x)$, respectively, if for each sequence $\{x_k\} \in \mathcal{G}$, $x_k \to x$, there exist sequences $\{z_k\}$ and $\{y_k\}$ such that

$$z_k \in \mathcal{Z}^*(x_k), \ z_k \to \hat{z}(x) \text{ and } y_k \in \mathcal{Y}^*(x_k), \ y_k \to \hat{y}(x).$$
Theorem 5.2. Assume that \( x \in \mathcal{G} \) and that the points \( \hat{z}(x) \), \( \hat{y}(x) \) are stable points of the sets \( \mathcal{Z}^*(x) \), \( \mathcal{Y}^*(x) \), respectively, w.r.t. the sequence \( \{x_k\} \in \mathcal{G}, x_k \to x \). Then, if \( x_k \in \mathcal{G}, x_k \to x \), it holds:

\[
z(\varepsilon, x_k) \to \hat{z}(x), \ y(\varepsilon, x_k) \to \hat{y}(x) \text{ for } \varepsilon \to +0.
\]

Proof. The statement can be proved by means of the same scheme as in the proof of Theorem 5.1. Due to Theorem 3.4, we have

\[
\text{dist}(z(\varepsilon_k, x_k), \mathcal{Z}^*(x)) \to 0, \quad \text{dist}(y(\varepsilon_k, x_k), \mathcal{Y}^*(x)) \to 0.
\]

If \( z(\varepsilon_k, x_k) \) and \( y(\varepsilon_k, x_k) \) are projections of \( z(\varepsilon, x_k) \) and \( y(\varepsilon, x_k) \) onto the convex, compact sets \( \mathcal{Z}^*(x) \), \( \mathcal{Y}^*(x) \), respectively, then

\[
||z(\varepsilon, x_k) - z(\varepsilon_k, x_k)|| \to 0, \ ||y(\varepsilon, x_k) - y(\varepsilon_k, x_k)|| \to 0.
\] (5.7)

Hence,

\[
||z(\varepsilon, x_k)||^2 + ||y(\varepsilon, x_k)||^2 = ||z(\varepsilon_k, x_k)||^2 + ||y(\varepsilon_k, x_k)||^2 + \xi_k, \text{ with } \xi_k \to 0.
\] (5.8)

From relation (4.5) we obtain that

\[
||z(\varepsilon, x_k)||^2 + ||y(\varepsilon, x_k)||^2 \leq ||z(\varepsilon_k, x_k)||^2 + ||y(\varepsilon_k, x_k)||^2.
\] (5.9)

Due to the assumption made there exist sequences \( \{z_k\}, \{y_k\} \) such that \( z_k \in \mathcal{Z}^*(x_k) \), \( z_k \to \hat{z}(x) \) and \( y_k \in \mathcal{Y}^*(x_k) \), \( y_k \to \hat{y}(x) \).

In view of

\[
||\hat{z}(x_k)||^2 = \min\{||z||^2 : z \in \mathcal{Z}^*(x_k)\} \leq ||z_k||^2 \to ||\hat{z}(x)||^2
\]

and

\[
||\hat{y}(x_k)||^2 = \min\{||y||^2 : y \in \mathcal{Y}^*(x_k)\} \leq ||y_k||^2 \to ||\hat{y}(x)||^2,
\]

one can conclude that

\[
||\hat{z}(x_k)||^2 + ||\hat{y}(x_k)||^2 \leq ||\hat{z}(x)||^2 + ||\hat{y}(x)||^2 + \eta_k, \text{ with } \eta_k \to 0.
\] (5.10)

The relations (5.8)-(5.10) lead to

\[
||\hat{z}(\varepsilon_k, x_k)||^2 + ||\hat{y}(\varepsilon_k, x_k)||^2 \leq ||\hat{z}(\varepsilon, x_k)||^2 + ||\hat{y}(\varepsilon, x_k)||^2 + (\eta_k - \xi_k).
\] (5.11)

Summing up the inequalities (2.8), (2.9) with \( z := \hat{z}(\varepsilon_k, x_k) \in \mathcal{Z}^*(x) \), \( y := \hat{y}(\varepsilon_k, x_k) \in \mathcal{Y}^*(x) \), we get

\[
||\hat{z}(\varepsilon_k, x_k)||^2 + ||\hat{y}(\varepsilon_k, x_k)||^2 \\
\geq ||\hat{z}(\varepsilon, x_k)||^2 + ||\hat{y}(\varepsilon, x_k)||^2 + ||\hat{z}(\varepsilon_k, x_k) - \hat{z}(\varepsilon, x_k)||^2 + ||\hat{y}(\varepsilon_k, x_k) - \hat{y}(\varepsilon, x_k)||^2.
\] (5.12)

Now, the inequalities (5.11), (5.12) ensure that

\[
||\hat{z}(\varepsilon_k, x_k) - \hat{z}(\varepsilon, x_k)||^2 + ||\hat{y}(\varepsilon_k, x_k) - \hat{y}(\varepsilon, x_k)||^2 \leq (\eta_k - \xi_k) \to 0
\] (5.13)

and the statement follows from (5.7), (5.13). \( \square \)

Corollary 5.3. Let \( \mathcal{H} \subset \mathcal{G} \) be a compact set. Assume that for each \( x \in \mathcal{H} \), according to the sequence \( \{x_k\} \in \mathcal{H}, x_k \to x \), the vectors \( \hat{z}(x) \), \( \hat{y}(x) \) are stable points of the point-to-set-mappings \( \mathcal{Z}^*(\cdot) \) and \( \mathcal{Y}^*(\cdot) \), respectively. Then, for \( \varepsilon \to +0 \), uniform convergence (w.r.t. \( x \in \mathcal{H} \)) of

\[
z(\varepsilon, x) \to \hat{z}(x), \ y(\varepsilon, x) \to \hat{y}(x)
\]

is true.
6. Estimates of the extremal values of parametric minimax-functions and their regularizations

Proposition 6.1. Let $\mathcal{H} \subset \mathcal{G}$ be a compact set. Then the relations

$$\hat{p}(\mathcal{H}) := \sup \left\{ ||\hat{z}(x)||^2 : x \in \mathcal{H} \right\} < +\infty, \quad \hat{q}(\mathcal{H}) := \sup \left\{ ||\hat{y}(x)||^2 : x \in \mathcal{H} \right\} < +\infty$$

are true.

Proof. From the upper semi-continuity of the point-to-set-mappings $\mathcal{Z}^*(\cdot)$ and $\mathcal{Y}^*(\cdot)$ on $\mathcal{G}$ it follows that the functions

$$p(x) := \max \left\{ ||z||^2 : z \in \mathcal{Z}^*(x) \right\}, \quad q(x) := \max \left\{ ||y||^2 : y \in \mathcal{Y}^*(x) \right\}$$

are upper semi-continuous on the set $\mathcal{G}$. Indeed, let $x_k, x \in \mathcal{G}, x_k \to x$ and

$$z_k = \arg \max \left\{ ||z||^2 : z \in \mathcal{Z}^*(x_k) \right\}, \quad y_k = \arg \max \left\{ ||y||^2 : y \in \mathcal{Y}^*(x_k) \right\}.$$

In view of the compactness of the sets $\mathcal{Z}^*(\cdot)$ and $\mathcal{Y}^*(\cdot)$ in the spaces $\mathcal{Z}$ and $\mathcal{Y}$, respectively, these points $z_k, y_k$ exist. Due to the upper semi-continuity of the maps $\mathcal{Z}^*(\cdot)$ and $\mathcal{Y}^*(\cdot)$ on $\mathcal{G}$, for arbitrary $\rho > 0$, starting with some number $k = k(\rho)$, the points $z_k, y_k$ are included in some $\rho$-neighborhood of the compact sets $\mathcal{Z}^*(x)$ and $\mathcal{Y}^*(x)$, respectively. Hence, taking into account that $\rho > 0$ can be chosen arbitrarily small, we obtain

$$\lim_{k \to \infty} p(x_k) = \lim_{k \to \infty} ||z_k||^2 \leq p(x), \quad \lim_{k \to \infty} q(x_k) = \lim_{k \to \infty} ||y_k||^2 \leq q(x).$$

From the inequalities

$$||\hat{z}(x)||^2 \leq p(x), \quad ||\hat{y}(x)||^2 \leq q(x)$$

and the boundedness from above of an upper semi-continuous function on an arbitrary compact set it follows that

$$\hat{p}(\mathcal{H}) < +\infty, \quad \hat{q}(\mathcal{H}) < +\infty.$$ 

$\square$

Proposition 6.2. Let $\mathcal{H} \subset \mathcal{G}$ be a compact set. Then the two-sided estimate

$$f(x) - \hat{p}(\mathcal{H}) \varepsilon \leq f(\varepsilon, x) \leq f(x) + \hat{q}(\mathcal{H}) \varepsilon \quad \forall x \in \mathcal{H}, \varepsilon > 0$$

is true.

The proof immediately follows from Corollary 4.7 and Proposition 6.1.

Corollary 6.3. For arbitrary compact set $\mathcal{H} \subset \mathcal{G}$ and arbitrary $\varepsilon > 0$ the following estimate holds:

$$\sup_{x \in \mathcal{H}} |f(\varepsilon, x) - f(x)| \leq \varepsilon \max \{\hat{p}(\mathcal{H}), \hat{q}(\mathcal{H})\},$$

i.e., on arbitrary compact set $\mathcal{H} \subset \mathcal{G}$, for $\varepsilon \to +0$, the estimate

$$|f(\varepsilon, x) - f(x)| \leq O(\varepsilon)$$

holds uniformly (w.r.t. $x \in \mathcal{H}$).
Now, we consider Problem (1.1). Denote
\[ f_* = \inf \{ f(x) : x \in Q \} \]
and assume that \( f_* > -\infty \).

In the sequel we give a two-sided estimate for the exactness of the approximate solution of Problem (1.1), calculated by means of the corresponding regularization of the function \( f \).

**Theorem 6.4.** Assume that for some \( \bar{x} \in Q \) the set \( \mathcal{H} = \{ x \in Q : f(x) \leq f(\bar{x}) \} \) is bounded in \( X \). Then the estimates
\[ \min \{ f(\varepsilon, x) : x \in \mathcal{H} \} - \hat{q}(\mathcal{H})\varepsilon \leq f_* \leq \min \{ f(\varepsilon, x) : x \in \mathcal{H} \} + \hat{p}(\mathcal{H})\varepsilon \quad (6.1) \]
are true.

**Proof.** Note that the closeness of \( \mathcal{H} \) follows from the closeness of \( Q \) and the continuity of \( f \) on \( G \), hence, \( \mathcal{H} \) is compact. Obviously, \( f_* = \min \{ f(x) : x \in \mathcal{H} \} \). Due to Proposition 6.2, we obtain that
\[ f_* - \hat{p}(\mathcal{H})\varepsilon \leq \min \{ f(\varepsilon, x) : x \in \mathcal{H} \} \leq f_* + \hat{q}(\mathcal{H})\varepsilon , \]
proving inequality (6.1). \( \square \)

Now, let \( \bar{x} \in Q, \mathcal{H} = \{ x \in Q : f(x) \leq f(\bar{x}) \}, \varepsilon > 0, \delta \geq 0 \). Finally, we consider the regularized problem
\[ f_*(\varepsilon) = \min \{ f(\varepsilon, x) : x \in \mathcal{H} \} \quad (6.2) \]
and denote by
\[ \mathcal{M}_\delta(\varepsilon) := \{ x \in \mathcal{H} : f(\varepsilon, x) \leq f_*(\varepsilon) + \delta \} \]
the \( \delta \)-optimal set of the regularized function \( f \).

If there is known some point of \( \mathcal{M}_\delta(\varepsilon) \), then the right-hand side of (6.1) can be improved.

**Theorem 6.5.** For some \( \bar{x} \in Q \) let the set \( \mathcal{H} = \{ x \in Q : f(x) \leq f(\bar{x}) \} \) be bounded in \( X \) and for some \( \varepsilon > 0, \delta \geq 0 \) let \( x_\delta(\varepsilon) \in \mathcal{M}_\delta(\varepsilon) \). Then
\[ f(\varepsilon, x_\delta(\varepsilon)) - \delta - \hat{q}(\mathcal{H})\varepsilon \leq f_* \leq f(\varepsilon, x_\delta(\varepsilon)) + \varepsilon||\hat{z}(x_\delta(\varepsilon))||^2 - \varepsilon||y(\varepsilon, x_\delta(\varepsilon))||^2 \quad (6.3) \]
is true.

**Proof.** The left-hand side of estimate (6.3) immediately follows from the left-hand side of inequality (6.1). From (4.3) and Theorem 5.1 we get
\[ f(\varepsilon, x_\delta(\varepsilon)) \geq f(x_\delta(\varepsilon)) - \varepsilon||\hat{z}(x_\delta(\varepsilon))||^2 + \varepsilon||y(\varepsilon, x_\delta(\varepsilon))||^2 \]
\[ \geq \min \{ f(x) : x \in \mathcal{H} \} - \varepsilon||\hat{z}(x_\delta(\varepsilon))||^2 + \varepsilon||y(\varepsilon, x_\delta(\varepsilon))||^2 \]
\[ = f_* - \varepsilon||\hat{z}(x_\delta(\varepsilon))||^2 + \varepsilon||y(\varepsilon, x_\delta(\varepsilon))||^2 . \]
\( \square \)
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