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We show that in any uniformly convex Banach space the functions $f(x) = \|x\|^r$ with $r \in (1, \infty)$ are totally convex. Using this fact we establish a formula for determining Bregman projections on closed hyperplanes and half spaces. This leads to a method for solving linear operator equations (e.g., first kind Fredholm and Volterra equations) in spaces which are uniformly convex and smooth.
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1. Introduction

Let $X$ be a uniformly convex Banach space, $X^*$ its dual and $f : X \to \mathbb{R}$ a convex continuous function. For $x \in X$, let $\partial f(x)$ be the subdifferential of $f$ at $x$, i.e.,

$$\partial f(x) = \{\xi \in X^* : f(y) - f(x) \geq \langle \xi, y - x \rangle, \text{ for all } y \in X\}.$$ 

Following [19], we define $D_f : X \times X \to \mathbb{R}$ as

$$D_f(x, y) = f(x) - f(y) - \inf \{\langle \xi, x - y \rangle : \xi \in \partial f(y)\}. \quad (1.1)$$

The function $D_f$, called the Bregman distance associated with $f$, is always well defined because $\partial f(x)$ is nonempty and bounded, for all $x \in X$ (see, e.g., [22]), so that the infimum in (1.1) cannot be $-\infty$. It is easy to check that $D_f(x, y) \geq 0$ and that $D_f(x, x) = 0$, for all $x, y \in X$. If $f$ is strictly convex then $D_f(x, y) = 0$ only when $x = y$.

For $t \in [0, \infty)$ and $z \in X$ let

$$U(z, t) = \{x \in X : \|x - z\| = t\}.$$ 

Following [5], we define $\nu_f : X \times [0, \infty) \to [0, \infty)$ as

$$\nu_f(z, t) = \inf \{D_f(x, z) : x \in U(z, t)\}. \quad (1.2)$$
and call it the **modulus of total convexity of** \( f \). The function \( f \) is said to be **totally convex** if 
\[
\nu_f(z, t) > 0, \quad \text{for all } z \in X \text{ and all } t \in (0, \infty).
\]
Totally convex functions are strictly convex, but there exist strictly convex functions which are not totally convex (see [5]). Total convexity is a weaker condition than uniform convexity, i.e., uniformly convex functions are totally convex (see [5]). However, there are functions which are totally convex without being uniformly convex (see [7]).

Total convexity turns out to be a key property in the convergence analysis of the proximal point method with generalized distances for minimizing convex functions as well as in a large class of projection type algorithms for solving variational inequality problems. In these methods the role given to the Euclidean distance by Rockafellar [24], J. von Neumann [21] and Cimmino [11], respectively, is taken over by a Bregman distance associated with an auxiliary totally convex function \( f \) (cf. [8], [10], [15], [17], [20], [4], [6]). We should mention that in Banach spaces which are not Hilbertian the proximal point method with Bregman distances leads to simpler and easier to compute iterative formulae than the one with the metric distance induced by the norm of the Banach space (see [6]). Also, a plethora of examples shows that projection type algorithms with Bregman distances behave better from a computational point of view than their metric distance counterparts. Total convexity is also required in the convergence analysis of the methods for solving stochastic convex feasibility problems and for finding common fixed points of measurable families of operators in Banach spaces studied in [5] and [7]. It is therefore relevant to identify totally convex functions which may be used as auxiliary functions in the algorithms mentioned above. In finite dimensional spaces there is a large pool of known totally convex functions since, as shown in [7], any strictly convex function with closed domain is totally convex. In Banach spaces of infinite dimension identifying totally convex functions is a challenging problem. This happens because, in an infinite dimensional context, we need to find totally convex functions designed in such a way that specific algorithms like the proximal point method with Bregman distances and/or the projection type algorithms to be effectively and efficiently computable. It was already shown in [5] that the function \( f(x) = \|x\|^p \) in \( L^p \) or \( \ell^p \) is totally convex when \( p \in (1, +\infty) \). This result was improved in [18] by showing total convexity of \( f(x) = \|x\|^r \) with \( r > 1 \) in \( L^p \) or \( \ell^p \) for \( p \in (1, +\infty) \).

In [6] the total convexity of the functions \( f(x) = \|x\|^r \) with \( r \geq 2 \) was proved in any uniformly convex and uniformly smooth Banach space.

In the current work we show that, in any uniformly convex Banach space, the function \( f(x) = \|x\|^r \) with \( r > 1 \) is totally convex and, necessarily, a Bregman function when \( X \) is smooth. This leads to implementability in uniformly convex and smooth Banach spaces not only of the proximal point method discussed in [6], but also to the possibility of numerically solving a large class of stochastic convex feasibility problems as those presented in Section 4.

### 2. Total convexity of the powers of the norm

In this section we prove that the function \( f(x) = \|x\|^r \) with \( r > 1 \) is totally convex in any uniformly convex Banach space \( X \). We remark that \( f \) is always convex but, unless \( X \) is smooth, \( f \) is not differentiable and, therefore, \( \partial f \) is a point-to-set operator, i.e., it is not necessarily single valued (see, e.g., [14]). In that follows, we denote by \( \delta_X : [0, 2] \to [0, 1] \)
the modulus of uniform convexity of the space $X$, that is,

$$
\delta_X(t) = \begin{cases} 
\inf \{ 1 - \frac{1}{2} \| x + y \| : \| x \| = 1 = \| y \|, \| x - y \| \geq t \} , & \text{if } t > 0, \\
0, & \text{if } t = 0.
\end{cases}
$$

Recall that $X$ is called uniformly convex if $\delta_X(t) > 0$, for all $t > 0$. Also, $X$ is called smooth if the function $x \rightarrow \| x \|$ is differentiable at each point $x \neq 0$.

**Theorem 2.1.** If $X$ is uniformly convex, then $f(x) = \| x \|^{r}$ is totally convex, for all $r \in (1, +\infty)$.

**Proof.** Define the function $\Phi : X \to P(X^*)$ by

$$
\Phi(x) = \frac{1}{r} \partial f(x).
$$

Note that $\Phi$ is exactly the duality mapping of weight $t^{r-1}$ on the space $X$. Therefore, there exists a positive real number $K$ such that the following inequality, established in [25, Theorem 1], holds for all $r > 1$:

$$
\langle \xi - \eta, x - y \rangle \geq K \max \left\{ \| x \|, \| y \| \right\} \delta_X \left( \frac{\| x - y \|}{2 \max \{\| x \|, \| y \|\}} \right),
$$

(2.1)

whenever $x, y \in X$ with $\| x \| + \| y \| \neq 0$, $\xi \in \Phi(x)$ and $\eta \in \Phi(y)$. Fix $z \in X$, $t \in (0, \infty)$, take $x \in U(z, t)$ and let $y = x - z$. Then $\| y \| = t$ and

$$
D_f(x, z) = D_f(y + z, z) = \| z + y \|^{r} - \| z \|^{r} - r \cdot \inf \left\{ \langle \xi, y \rangle : \xi \in \Phi(z) \right\},
$$

(2.2)

in view of (1.1) and the definition of $\Phi$. Define $\varphi : [0, \infty) \to [0, \infty)$ as

$$
\varphi(\tau) = \frac{\| z + \tau y \|^{r}}{r}.
$$

Then, we have

$$
\| z + y \|^{r} - \| z \|^{r} = r[\varphi(1) - \varphi(0)].
$$

(2.3)

Our proof is based on the next result:

**Claim 2.2.** If, for each $\tau \in [0, 1]$, we choose a point $\xi(\tau) \in \Phi(z + \tau y)$, then the following integral exists and

$$
\int_{0}^{1} \langle \xi(\tau), y \rangle \, d\tau = \varphi(1) - \varphi(0).
$$

(2.4)

We proceed to establish the claim. To this end, we observe that, if $g : X \to \mathbb{R}$ is a convex continuous function, then the function $\psi : \mathbb{R} \to \mathbb{R}$ defined by

$$
\psi(\tau) = g(u + \tau v)
$$

for arbitrarily fixed $u, v \in X$ is convex and continuous too. Therefore, $\psi$ is locally Lipschitz [13, Proposition 2.2.6] and, according to Rademacher’s Theorem [22, p. 11], it is almost
everywhere differentiable. Consequently, if $\xi$ is a selector of the point-to-set mapping $\partial \psi$, then $\xi(\tau) = \psi'(\tau)$, for almost all $\tau \in \mathbb{R}$. Hence, for all $a, b \in \mathbb{R}$, with $a \leq b$, we have

$$\psi(b) - \psi(a) = \int_a^b \psi'(\tau) \, d\tau = \int_a^b \langle \xi(\tau), v \rangle \, d\tau,$$

(2.5)

for any choice of $\xi(\tau) \in \partial \psi(\tau)$. Now, we apply (2.5) to the case of $\psi = \varphi$, $g(x) = \|x\|^r/r$, $u = z$ and $v = y$, and we conclude that (2.4) holds, in view of the definition of $\Phi$. The claim is established.

Now we use Claim 2.2 in order to complete the proof of the theorem. Fix a selector $\tau \rightarrow \xi(\tau)$ of the point-to-set mapping $\tau \rightarrow \Phi(z + \tau y)$. Application of Claim 2.2 combined with (2.3) implies

$$\|z + y\|^r - \|z\|^r - r \langle \eta, y \rangle = r \int_0^1 \langle \xi(\tau) - \eta, y \rangle \, d\tau.$$

(2.6)

Since, for any $\tau \in [0, 1]$, $\xi(\tau) \in \Phi(z + \tau y)$, and $\tau y = (z + \tau y) - z$, we conclude from (2.6) and (2.1) that

$$\|z + y\|^r - \|z\|^r - r \langle \eta, y \rangle \geq r K \int_0^1 \left\{ \max \left[ \frac{\|z + \tau y\|}{\tau}, \|z\| \right] \right\}^r \delta_X \left( \frac{\|\tau y\|}{2 \max \|z + \tau y\|, \|z\|} \right) \, d\tau,$$

for all $\eta \in \Phi(z)$, where the last integral exists because $\delta_X$ is nondecreasing. Taking infimum over $\eta \in \Phi(z)$ in the left hand side of the last inequality and using (2.2), we get

$$D_f(x, z) \geq r K \int_0^1 \left\{ \max \left[ \frac{\|z + \tau y\|}{\tau}, \|z\| \right] \right\}^r \delta_X \left( \frac{\|\tau y\|}{2 \max \|z + \tau y\|, \|z\|} \right) \, d\tau.$$

(2.7)

Clearly, $\max \|z + \tau y\|, \|z\| \leq \|z\| + \tau \|y\|$. Using again the fact that $\delta_X$ is monotone, we deduce that

$$\delta_X \left( \frac{\|\tau y\|}{2 \max \|z + \tau y\|, \|z\|} \right) \geq \delta_X \left( \frac{\|\tau y\|}{2 (\|z\| + \tau \|y\|)} \right) = \delta_X \left( \frac{\tau t}{2 (\|z\| + \tau t)} \right),$$

(2.8)
This implies \( \nu \), thus, hence, 2.1 for totally convex even if the total convexity of the function \( \nu \) is only locally uniformly strictly convex. For uniformly strictly convex, it results that \( \Delta_r \) where \( \Delta \). Butnariu, A. N. Iusem, E. Resmerita / Total convexity for powers of the norm 323 uniformly strictly convex, it results that \( \Delta \) where \( \Delta \) and, therefore, \( \nu \) thus, \( \nu \). Otherwise, we have \( \nu \) and, therefore, \( \nu \). Taking infimum over \( y \in U(z, t) \) in the left hand side of the last inequality and using (1.2) we obtain
\[
\nu_f(y, t) \geq rK \left( \frac{t}{2} \right) \int_0^1 \tau^{-1} \delta_X \left( \frac{\tau t}{2(\|y\| + \tau t)} \right) d\tau > 0,
\]
where the last inequality holds because \( X \) is uniformly convex. This completes the proof. \( \square \)

**Remark 2.3.** The total convexity of the function \( f(x) = \|x\|^r \) is guaranteed by Theorem 2.1 for \( r > 1 \) in uniformly convex Banach spaces. For \( r \geq 2 \), the function \( f(x) = \|x\|^r \) is totally convex even if \( X \) is only locally uniformly convex, that is, if for each \( x \in U(0, 1) \), the function \( \mu_X(x, t) = [0, 2] \rightarrow [0, 1] \) defined by
\[
\mu_X(x, t) = \begin{cases} 
\inf \left\{ 1 - \frac{1}{2} \|x + y\| : \|y\| = 1, \|x - y\| \geq t \right\}, & \text{if } t > 0, \\
0, & \text{if } t = 0,
\end{cases}
\]
is positive for \( t > 0 \). Recall that \( X \) is locally uniformly convex if and only if the function \( x \rightarrow \|x\|^2 \) is locally uniformly strictly convex (cf. [12, Proposition 2.11, p. 50]). Observe that, for \( r \geq 2 \), we have \( f(x) = \phi(h(x)) \), where \( \phi : [0, \infty) \rightarrow [0, \infty) \) is the convex nondecreasing differentiable function \( \phi(t) = t^{r/2} \) and \( h : X \rightarrow \mathbb{R} \) is given by \( h(x) = \|x\|^2 \). Using [19, Proposition 3], we deduce that, in this case,
\[
D_f(x, y) = D_\phi(h(x), h(y)) + \phi'(h(y))D_h(x, y).
\]
Hence,
\[
D_f(x, y) \geq \phi'(h(y))D_h(x, y).
\]
This implies
\[
\nu_f(y, t) \geq \frac{r}{2} \|y\|^{r-2} \nu_h(y, t) \geq \frac{r}{2} \|y\|^{r-2} \Delta_h(y, t),
\]
where \( \Delta_h(y, t) \) stands for the modulus of uniformly strict convexity of \( h \) as defined in [12, p. 50]. Since, as noted above, when \( X \) is locally uniformly convex the function \( h \) is locally uniformly strictly convex, it results that \( \Delta_h(y, t) > 0 \) for all \( t > 0 \). Therefore, whenever \( y \in X \) and \( y \neq 0 \), we have \( \nu_f(y, t) > 0 \) for all \( t > 0 \). If \( y = 0 \), then \( D_f(x, y) = \|x\|^r \) and, thus, \( \nu_f(y, t) = t^r \) which is positive whenever \( t > 0 \).
Theorem 2.1 leads to the following result which is of special interest in the sequel.

**Corollary 2.4.** If $X$ is uniformly convex then, for each $r \in (1, +\infty)$, the function $f(x) = \|x\|^r$ has the following properties:

(i) For any $\alpha \geq 0$ and for any $y \in X$, the set
$$R^f_\alpha(y) = \{x \in X : D_f(y, x) \leq \alpha\},$$
\hspace{1cm} (2.11)

is bounded;

(ii) [Sequential consistency] For any two sequences $\{x^k\}_{k \in \mathbb{N}}$ and $\{y^k\}_{k \in \mathbb{N}}$ in $X$ such that the first is bounded,
$$\lim_{k \to \infty} D_f(y^k, x^k) = 0 \implies \lim_{k \to \infty} \|x^k - y^k\| = 0.$$  
\hspace{1cm} (2.12)

**Proof.** (i) Suppose, by contradiction, that for some $\alpha \geq 0$ and for some $y \in X$, there exists a unbounded sequence $\{x^k\}_{k \in \mathbb{N}}$ in $R^f_\alpha(y)$. Note that, for each nonnegative integer $k$, there exists some $\xi^k \in \partial f(x^k)$, such that
$$\alpha \geq D_f(y, x^k) = f(y) - f(x^k) - \langle \xi^k, y - x^k \rangle$$
$$= f(y) - f(x^k) + \langle \xi^k, x^k \rangle - \langle \xi^k, y \rangle$$
$$\geq \|y\|^r - \|x^k\|^r + r \|x^k\|^r - r \|y\| \cdot \|x^k\|^{r-1}$$
$$= \|y\|^r + \|x^k\|^{r-1} [r \|x^k\| - r \|y\|],$$

where the second equality holds because of Asplund’s Theorem (see [12, p. 25]) which ensures that $\partial f(x)$ is exactly the duality mapping of weight $\theta(t) = rt^{r-1}$. Letting here $k \to \infty$ leads to a contradiction.

(ii) We start by observing that, in our circumstances, the inequality (2.10) still holds. Thus, if $C$ is a bounded subset of $X$ and if $z \in C$, then for any real number $t > 0$ we have
$$\nu_f(z, t) \geq rK \left(\frac{t}{2}\right)^r \int_0^1 \tau^{r-1} \delta_X \left(\frac{\tau t}{2(\|z\| + \tau t)}\right) d\tau$$
$$\geq rK \left(\frac{t}{2}\right)^r \int_0^1 \tau^{r-1} \delta_X \left(\frac{\tau t}{2(M + \tau t)}\right) d\tau > 0,$$

whenever $M$ is a upper bound of the set $C$. By taking here the infimum with respect to $z \in C$, we get
$$\inf \{\nu_f(z, t) : z \in C\} > 0,$$
\hspace{1cm} (2.13)

whenever $t > 0$ and $C$ is a bounded subset of $X$.

Now, suppose by contradiction that the sequential consistency condition does not hold. Then, there exist a bounded sequence $\{x^k\}_{k \in \mathbb{N}}$ and a sequence $\{y^k\}_{k \in \mathbb{N}}$ such that
$$\lim_{k \to \infty} D_f(y^k, x^k) = 0,$$
but \(\{\|x^k - y^k\|\}_{k \in \mathbb{N}}\) does not converge to zero. Hence, there exists a number \(\alpha > 0\), a subsequence \(\{x^{j_k}\}_{k \in \mathbb{N}}\) of \(\{x^k\}_{k \in \mathbb{N}}\) and a subsequence \(\{y^{j_k}\}_{k \in \mathbb{N}}\) of \(\{y^k\}_{k \in \mathbb{N}}\) such that, for each positive integer \(k\), we have \(\|x^{j_k} - y^{j_k}\| \geq \alpha\). Consider the bounded set \(C\) of all terms of \(\{x^k\}_{k \in \mathbb{N}}\). Thus, according to (2.13), we get

\[
D_f(y^{j_k}, x^{j_k}) \geq \nu_f(x^{j_k}, \|x^{j_k} - y^{j_k}\|) \\
\geq \nu_f(x^{j_k}, \alpha) \geq \inf \{\nu_f(z, t) : z \in C\} > 0,
\]

for all \(k \in \mathbb{N}\). Letting \(k \to \infty\) in this inequality leads to a contradiction. \(\Box\)

3. Computing Bregman projections

In this section \(X\) denotes a uniformly convex and smooth Banach space. Our aim is to show how Bregman projections with respect to the function \(f(x) = \|x\|^r\) with \(r \in (1, +\infty)\) onto closed hyperplanes and half spaces in \(X\) can be effectively computed. Recall that, according to [2] and [9], when \(K\) is a closed convex subset of \(X\), the Bregman projection with respect to \(f\) onto \(K\) is defined by

\[
\Pi_K^f(x) = \arg \min \{D_f(y, x) : y \in K\}.
\]

Note that the minimizer \(\Pi_K^f(x)\) of \(D_f(\cdot, x)\) over \(K\), provided that it exists, is unique because \(D_f(\cdot, x)\) is strictly convex as \(f\) is so. In our circumstances, existence of \(\Pi_K^f(x)\) follows from Corollary 2.4 combined with [1, Proposition 2.1]. The relevance of computing \(\Pi_K^f(x)\) when \(K\) is a closed hyperplane or half space will be made clear in Section 4 where these results will be used for solving applied mathematical problems.

The effective computability of \(\Pi_K^f(x)\) essentially depends on the computability of the duality mapping \(J_r : X \to \mathcal{P}(X^*)\) with the weight function \(\theta(t) = rt^{r-1}\), which is given by \(J_r(x) = \partial f(x)\) — see Asplund’s Theorem [12, p. 18]. Since \(X\) is smooth, the function \(f\) is differentiable and, therefore, \(J_r(x) = \{f'(x)\}\), for all \(x \in X\). Observe that the function \(\theta : [0, \infty) \to [0, \infty)\) is invertible and

\[
\theta^{-1}(t) = \left(\frac{1}{r} \right)^{\frac{r}{r-1}}.
\]

The function \(\theta^{-1}\) is a weight function too and the duality mapping associated with it, \(J_r^* : X^* \to \mathcal{P}(X)\), is given by

\[
J_r^*(\xi) = \partial \chi(\|\cdot\|_r)(\xi),
\]

where

\[
\chi(t) := \int_0^t \theta^{-1}(u) \, du = (r - 1) \cdot r^{\frac{1}{r-1}} \cdot t^\frac{r}{r-1}.
\]

Taking into account that \(X\) is uniformly convex, we deduce that the function \(\|\cdot\|_r\) is continuously differentiable (cf. [12, Theorem 2.13, p. 52]) and, thus, \(J_r^*\) is single valued, continuous and

\[
J_r^*(\xi) = r^{\frac{1}{r-1}} \|\xi\|_r^{\frac{1}{r-1}} (\|\cdot\|_r)'(\xi),
\]
for all $\xi \in X^\ast$. Recall (cf. [12, Proposition 4.7, p. 27]) that:

$$J^*_{r}(J_r(x)) = x,$$

(3.1)

for all $x \in X$ and

$$J_r(J^*_{r}(\xi)) = \xi,$$

(3.2)

for all $\xi \in X^\ast$.

The next result shows that computing $\Pi^f_K(x)$ when $X$ is uniformly convex and smooth and $K$ is a closed hyperplane or half space is, practically speaking, equivalent to solving a usually nonlinear equation of the form $\Phi(s) = 0$, where $\Phi : [0, \infty) \to \mathbb{R}$ is a known continuous function.

**Theorem 3.1.** Let $X$ be a uniformly convex and smooth Banach space and let

$$K = \{z \in X : \langle a, z \rangle = b\},$$

(3.3)

where $a \in X^\ast \setminus \{0\}$ and $b \in \mathbb{R}$. For any $x \in X$ and for all $r \in (1, +\infty)$, the following statements hold:

(i) The equation

$$\langle a, J^*_{r}(sa + J_r(x)) \rangle = b$$

(3.4)

has solutions $s$ such that

$$\text{sign}(s) = \text{sign}(b - \langle a, x \rangle);$$

(3.5)

(ii) The Bregman projection $\Pi^f_K(x)$ with respect to the function $f(x) = \|x\|^r$ is given by

$$\Pi^f_K(x) = J^*_{r}(sa + J_r(x)),$$

(3.6)

with $s \in \mathbb{R}$ being a solution of the equation (3.4);

(iii) Formula (3.6) remains true when $K$ is the half space $\{z \in X : \langle a, z \rangle \geq b\}$, $x \notin K$, and $s$ is a nonnegative solution of (3.4).

**Proof.** (i) Denote

$$u(s) = J^*_{r}(sa + J_r(x)).$$

(3.7)

We distinguish three cases which we discuss separately.

**Case 1.** Suppose that $\langle a, x \rangle = b$. Observe that $u(0) = J^*_{r}(J_r(x)) = x$ because of (3.1). Thus, for $s = 0$,

$$\langle a, u(s) \rangle = \langle a, x \rangle = b,$$

that is, $s = 0$ is a solution of (3.4) in this case.

**Case 2.** Suppose that $\langle a, x \rangle < b$. Consider the function $\Phi : [0, \infty) \to \mathbb{R}$ defined by

$$\Phi(s) = \langle a, u(s) \rangle - b.$$

with $u(s)$ given by (3.7) and note that

$$\Phi(0) = \langle a, x \rangle - b < 0.$$
The function $\Phi$ is continuous on $[0, \infty)$, because $J^*_r$ is continuous on $X^*$ (as noted above, if $X$ is uniformly convex, then $J^*_r$ is continuous on $X^*$). According to [12, Proposition 4.7, p. 27], we obtain

$$u(s) = J^*_r (sa + J_r(x))$$

$$= J^*_r \left[ s \left( a + \frac{1}{s} J_r(x) \right) \right]$$

$$= \frac{\chi (s \| a + \frac{1}{s} J_r(x) \|_r)}{\chi (\| a + \frac{1}{s} J_r(x) \|_r)} \cdot J^*_r \left( a + \frac{1}{s} J_r(x) \right)$$

$$= s r^{-\frac{s}{r}} J^*_r \left( a + \frac{1}{s} J_r(x) \right).$$

(3.9)

Taking into account the continuity of $J^*_r$, we deduce that the following limit exists and we have

$$\lim_{s \to \infty} J^*_r \left( a + \frac{1}{s} J_r(x) \right) = J^*_r (a).$$

Hence,

$$\lim_{s \to \infty} \Phi(s) = \lim_{s \to \infty} \left[ s r^{-\frac{s}{r}} \left( a, J^*_r \left( a + \frac{1}{s} J_r(x) \right) \right) - b \right] = +\infty.$$

This, together with (3.8), shows that the continuous function $\Phi$ vanishes at some point $s$ in $[0, \infty)$, i.e. for some $s \in [0, \infty)$, the equation (3.4) is satisfied.

**Case 3.** Suppose that $\langle a, x \rangle > b$. This is equivalent to $\langle -a, x \rangle < -b$ and we can apply the reasoning done in Case 2 with $-a$ instead of $a$ and $-b$ instead of $b$.

In any of the possible cases the equation (3.4) has solutions. This proves (i).

(ii) Suppose that $K$ is given by (3.3). According to [1, Proposition 2.2], it is sufficient to show that when $s$ is a solution of (3.4), we have $u(s) \in K$ and

$$\langle f'(x) - f'(u(s)), z - u(s) \rangle \leq 0,$$

(3.10)

for any $z \in K$. Note that $u(s) \in K$ because of the way in which $s$ is chosen. Also, observe that (3.10) can be rewritten as

$$\langle J_r(x) - J_r (u(s)), z - u(s) \rangle \leq 0$$

for all $z \in K$. In turn, the last inequality is equivalent to

$$\langle J_r(x) - J_r (J^*_r (sa + J_r(x))), z - J^*_r (sa + J_r(x)) \rangle \leq 0.$$

According to (3.2), this amounts to

$$\langle J_r(x) - sa - J_r (sa + J_r(x)), z - J^*_r (sa + J_r(x)) \rangle \leq 0$$

which is exactly

$$-s \langle a, z - J^*_r (sa + J_r(x)) \rangle \leq 0$$

for all $z \in K$. Since $s$ is a solution of (3.4), for any $z \in K$, we get

$$\langle a, z - J^*_r (sa + J_r(x)) \rangle = \langle a, z \rangle - \langle a, J^*_r (sa + J_r(x)) \rangle = b - b = 0,$$
and so (3.10) holds.

(iii) Assume that $K$ is the half-space $\{z \in X : \langle a, z \rangle \geq b \}$. Using again Proposition 2.2 in [1], it is sufficient to prove that (3.10) holds for any $z \in K$, when $x \notin K$, i.e., when $\langle a, x \rangle < b$. Observe that

$$
\langle f'(x) - f'(u(s)), z - u(s) \rangle = \langle J_r(x) - J_r(J^*_r(sa + J_r(x)), z - J^*_r(sa + J_r(x)) \rangle
$$

for all $z \in K$. Since $s$ is a nonnegative solution of equation (3.4) (which exists according to (i)), we deduce that (3.10) is equivalent to

$$
\langle a, z - J^*_r(sa + J_r(x)) \rangle \geq 0,
$$

which is exactly

$$
\langle a, z \rangle - \langle a, u(s) \rangle \geq 0.
$$

The last inequality holds because $\langle a, z \rangle \geq b$ and $\langle a, u(s) \rangle = b$. \(\square\)

4. Applications

In this section we show an application of the results presented above to solving a class of linear equations in a smooth uniformly convex Banach space $X$. Let $(\Omega, \mathcal{A}, \mu)$ be a complete probability space. Let $K : \Omega \rightarrow X^*$ and $h : \Omega \rightarrow \mathbb{R}$ be $\mu$-integrable functions. Find $x \in X$ such that

$$
\langle K(\omega), x \rangle = h(\omega), \quad \mu\text{-a.e.},
$$

presuming that such a $x$ exists. This problem appears in practice in various particular forms. Among them we recall the following:

(a) The Fredholm integral equation of the first type (cf. [16], [23]) is the particular instance of the problem above in which $\Omega$ is an interval, $X = L^p(\Omega)$ and $h \in L^1(\Omega)$;

(b) The best approximation problem of the function $h \in L^1[a, b]$ is the problem of finding $x = \{x_n\}_{n \in \mathbb{N}} \in X := \ell^p$ such that, for almost all $\omega \in \Omega := [a, b]$,

$$
\sum_{n=0}^{\infty} K_n(\omega)x_n = h(\omega),
$$

where, for each $t \in [a, b]$, we denote $K(t) := \{K_n(t)\}_{n \in \mathbb{N}} \in \ell^q$. If $h \in L^p[a, b]$ and $\{K_n\}_{n \in \mathbb{N}}$ is a base of $L^p[a, b]$, then this is exactly the problem of finding the Fourier coefficients of $h$ with respect to the given base.

Denote $\Omega_i = \Omega \times \{i\}, i = 1, 2$. Let the set $\Omega_* = \Omega_1 \cup \Omega_2$ be provided with the $\sigma$-algebra

$$
\mathcal{A}_* = \{(A_1 \times \{1\}) \cup (A_2 \times \{2\}) : A_i \in \mathcal{A}, \ i = 1, 2\}
$$

and with the measure

$$
\mu_* [(A_1 \times \{1\}) \cup (A_2 \times \{2\})] = \frac{1}{2} [\mu(A_1) + \mu(A_2)].
$$

In what follows, measurability and integrability of functions with values in Banach spaces are in the sense of Bochner.
Clearly, \((\Omega_*, A_*, \mu_*)\) is a complete probability space. We define the function \(g : \Omega_* \times X \rightarrow \mathbb{R}\) by

\[
g((\omega, i), x) = \begin{cases} 
\langle K(\omega), x \rangle - h(\omega), & \text{if } i = 1, \\
- [\langle K(\omega), x \rangle - h(\omega)], & \text{if } i = 2.
\end{cases}
\]

Note that \(g\) is a convex Carathéodory function, that is, for any \(x \in X\), the function \(g(\cdot, x)\) is measurable and, for any \((\omega, i) \in \Omega_*\), the function \(g((\omega, i), \cdot)\) is convex and continuous on \(X\).

Observe that finding a solution of (4.1) is equivalent to finding \(x \in X\) such that

\[
g((\omega, i), x) \leq 0, \quad \mu_*\text{-a.e.}
\]

Define

\[
A(x, y) = \frac{1}{2} \int_{\Omega} \langle K(\omega), y \rangle \cdot \text{sign} \left[ \langle K(\omega), x \rangle - h(\omega) \right] d\mu(\omega),
\]

for any \(x, y \in X\). Note that \(A(x, \cdot)\) belongs to \(X^*\). Let

\[
C(x) = \frac{1}{2} \int_{\Omega} h(\omega) \cdot \text{sign} \left[ \langle K(\omega), x \rangle - h(\omega) \right] d\mu(\omega).
\]

Then, for each \(x \in X\), the set

\[
H(x) = \{ z \in X; \langle A(x, \cdot), z \rangle \leq C(x) \}
\]

is a well defined half space of \(X\). With these notations we have the following result:

**Theorem 4.1.** Suppose that the equation (4.1) has solutions in \(X\) and that \(r \in (1, +\infty)\). Then, for any initial point \(x_0 \in X\), the sequence \(\{x_k\}_{k \in \mathbb{N}}\) recursively generated in \(X\) by

\[
x_{k+1} = J_r^* \left( s_k A(x_k, \cdot) + J_r(x_k) \right),
\]

with \(s_k\) a solution of the equation

\[
\langle A(x_k, \cdot), J_r^* \left( s_k A(x_k, \cdot) + J_r(x_k) \right) \rangle = C(x_k),
\]

has the following properties:

(i) \(\{x_k\}_{k \in \mathbb{N}}\) is bounded and has weak accumulation points;

(ii) The following limit exists and we have

\[
\lim_{k \to \infty} \|x_{k+1} - x_k\| = 0;
\]

(iii) The weak accumulation points of \(\{x_k\}_{k \in \mathbb{N}}\) are solutions of the equation (4.1);

(iv) If the duality mapping \(J_r\) is sequentially weakly-to-weak* continuous, then \(\{x_k\}_{k \in \mathbb{N}}\) converges weakly to a solution of (4.1).

**Proof.** According to [7, Theorem 4.3] and Corollary 2.4 we deduce that, for any initial point \(x_0 \in X\), the sequence \(\{x_k\}_{k \in \mathbb{N}}\) recursively generated by

\[
x_{k+1} = \Pi_{K(x_k)}^f (x_k),
\]

is a well defined half space of \(X\). With these notations we have the following result:
with

\[ K(x) := \left\{ z \in X : \int_{\Omega(x)} g((\omega, i), z) \, \text{d}\mu_\omega(\omega, i) \leq 0 \right\} \]

and

\[ \Omega_+(x) = \{(\omega, i) \in \Omega : g((\omega, i), x) > 0\} \]

is bounded, has weak accumulation points and each such point is a solution of (4.3). As noted above, solutions of (4.3) are also solutions of (4.1) and conversely. It remains to show the following claim which implies that the sequences generated according to the recursive rule (4.7) are exactly the sequences (4.9).

**Claim 4.2.** The function \( \psi : X \times X \to \mathbb{R} \) given by

\[ \psi(z, x) = \int_{\Omega_+(x)} g((\omega, i), z) \, \text{d}\mu_\omega(\omega, i) \]

is well defined and for the half space \( H(x) \) described in (4.6) we have

\[ H(x) = \{ z \in X : \psi(z, x) \leq 0 \} \] (4.10)

In order to prove the claim observe that well definedness of \( \psi \) follows from [7, Lemma 4.2]. For showing (4.10) note that

\[
\begin{align*}
\psi(z, x) &= \int_{\Omega_0(x)} g((\omega, i), z) \mu_\omega(\omega, i) \\
&= \int_{\Omega_1} g((\omega, 1), z) \cdot sg[g((\omega, 1), x)] \mu_\omega(\omega, i) \\
&\quad + \int_{\Omega_2} g((\omega, 2), z) \cdot sg[g((\omega, 2), x)] \mu_\omega(\omega, i),
\end{align*}
\]

where \( sg(t) = 1, \text{ if } t > 0 \), and \( sg(t) = 0, \text{ otherwise} \). Hence,

\[
\begin{align*}
\psi(z, x) &= \frac{1}{2} \int_{\Omega} [(K(\omega), z) - h(\omega)] \cdot sg[(K(\omega), x) - h(\omega)] \mu(\omega) \\
&\quad - \frac{1}{2} \int_{\Omega} [(K(\omega), z) - h(\omega)] \cdot sg[-(K(\omega), x) + h(\omega)] \mu(\omega) \\
&= \frac{1}{2} \int_{\Omega} [(K(\omega), z) - h(\omega)] \cdot \text{sign}[(K(\omega), x) - h(\omega)] \mu(\omega) \\
&= A(x, z) - C(x)
\end{align*}
\]

and this implies that \( \psi(z, x) \leq 0 \) if and only if \( A(x, z) - C(x) \leq 0 \), i.e. \( z \in K(x) \) if and only if \( z \in H(x) \).

\( \square \)

**Remarks 4.3.**

(i) If \( X \) is a finite dimensional space, then Theorem 4.1 guarantees (strong) convergence of the sequence \( \{x^k\}_{k \in \mathbb{N}} \) defined by (4.7), no matter how \( r \) is chosen in \( (1, +\infty) \).
(ii) If $X$ is one of the spaces $\ell^p$ with $1 < p < +\infty$, then the equation (4.1) is exactly the best approximation problem and, for $r = p$, the sequence generated according to (4.7) converges weakly to a solution of the problem (4.1) because, in this case, the duality mapping $J_r$ is sequentially weakly-to-weak$^*$ continuous (cf. [12, Proposition 4.14, p. 73]). For the same reason, weak convergence of $\{x^k\}_{k \in \mathbb{N}}$ holds when $X$ is a Hilbert space and $r = 2$ in which case the Bregman projections are the metric projections.

(iii) A question whose answer we do not know is whether weak convergence of the sequence $\{x^k\}_{k \in \mathbb{N}}$ defined by (4.7) can be ensured under requirements less demanding than the weak-to-weak$^*$ continuity of $J_r$.

\[ k = 20 \]
\[ \|\max(0, g(\cdot, x^{20}))\|_1 = 4.159347579015002D-03 \]
\[ d_f(x^k, x^{k-1}) = 1.473561043301496D-05 \]

Figure 4.2: The measure of the set of violated restrictions

**Example 4.4.** A detailed analysis of the proof of convergence of the algorithm given by (4.7) shows that this is essentially a procedure of reducing at each iterative step the size
of the set
\[ \Gamma_k = \left\{ (\omega, i) \in \Omega : \max \left[ g((\omega, i), x^k), 0 \right] > 0 \right\}, \]
that is the size of the set of points \( \omega \) at which the original equation is violated. In order to show how the algorithm works we consider the following Fredholm equation (of the first kind) which has the function
\[ \bar{x}(t) = \begin{cases} \frac{t-1}{2} & \text{if } t > 0, \\ 0 & \text{if } t = 0, \end{cases} \]
as a solution in \( L^{3/2}([0,1]) \):
\[ \int_0^1 \exp(s\sqrt{t})x(t)dt = \frac{2}{s}(\exp(s) - 1), \text{ a.e.} \]
We compute\(^2\) the 20-th iterate \( x^k \) starting from \( x^0(t) \equiv 0.3 \) and taking \( f(x) = \|x\|^{3/2} \) in the space \( L^{3/2}([0,1]) \). Figure 4.1 shows the successive approximations produced by the algorithm. Observe that they accumulate to the curve denoted by \( x^{20}(t) \). In fact, this curve is a reasonably good approximation of a solution of the given equation. The size of \( \Gamma_{20} \), measured by the \( L^1 \)-norm of \( \max [g(\cdot, x^{20}), 0] \) is approximately 0.004. Figure 4.2 presents the way in which the Bregman distances \( D_f(x^{k+1}, x^k) \) (the tall bars) and the \( L^1 \)-norms of \( \max [g(\cdot, x^k), 0] \) (the short bars) are varying along the computational process. Observe that they are decreasing and that after 20 steps we have \( D_f(x^{20}, x^{19}) \approx 0.0001 \). The metric distances between successive iterates decrease too as indicated in Figure 4.2 by the black bars. The behavior of the algorithm in this particular case is typical for all consistent equations we solved numerically in spaces \( L^p \) with \( p > 1 \): After a small number of iterations the iterates accumulate to a function with a rather small residual (i.e., an almost feasible function) from which further iterates very little differ for as long as the computational process is continued. This suggests that the algorithm converges strongly but we do not have a proof of that.
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