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Abstract. The authors examine the frequency distribution of second-order recurrence sequences that are not $p$-regular, for an odd prime $p$, and apply their results to compute bounds for the frequencies of $p$-singular elements of $p$-regular second-order recurrences modulo powers of the prime $p$. The authors’ results have application to the $p$-stability of second-order recurrence sequences.
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1. Introduction

In [9] and [12], H. Niederreiter, A. Schinzel, and L. Somer obtained results concerning the number of times elements of a finite field appear in a shortest period of a second-order linear recurrence over that finite field. One can specialize their results to the residues of a second-order linear recurrence modulo a prime. In [2], we generalized these results to regular second-order recurrences modulo powers of an odd prime. That paper was concerned primarily with $p$-regular second-order recurrences, i.e., recurrences that do not satisfy a recurrence relation of order less than two when reduced modulo $p$. The analysis in [2] required examination of certain subsequences of the original sequence that arise as columns of a rectangular array constructed from one period of the sequence modulo a power of the prime $p$. When studying the distribution of $p$-singular terms (i.e., terms that are divisible by $p$) of certain classes of $p$-regular sequences, regularity of these subsequences played an important role in our proofs. In some instances, however, the subsequences that arise fail to be $p$-regular, and the analysis becomes more complicated. The purpose of this paper, which may be viewed as a continuation of [2], is to analyze the distribution of
residues, modulo powers of an odd prime $p$, of second-order sequences that fail to be $p$-regular, and to apply this analysis to certain subsequences of $p$-regular sequences. The results here are critical to complete the analysis of the frequency distribution of the $p$-singular terms of $p$-regular sequences, as well as being interesting in their own right. A preliminary version of our main result, Theorem 6.1, was announced, but not proved, in [2] and is applied to the study of sequence stability in [13].

2. Preliminaries and notation

Throughout this paper we are concerned with the distribution, modulo powers of a fixed odd prime $p$, of second-order recurrence sequences $w(a, b) = (w)$ that satisfy the relation

$$w_{n+2} = aw_{n+1} - bw_n,$$

where the parameters $a$ and $b$ and the initial terms $w_0$ and $w_1$ are all rational integers. In this section we introduce the basic notation and definitions we require for our study.

2.1. The family $\mathcal{F}(a, b)$. If $w(a, b)$ satisfies (2.1) and $p^m \parallel (w_0, w_1)$ for some $m \geq 1$, then it is easy to see that $p^m \parallel (w_n, w_{n+1})$ for all $n \geq 0$. It follows that the new sequence $(w')$, defined by $w'_n = w_n/p^m$, satisfies the same recurrence relation (2.1) and has the property that $p \nmid (w'_0, w'_1)$. Moreover, for any $r \geq m$, the frequency distribution of $w(a, b)$ modulo $p^r$ can readily be determined from the frequency distribution of $w'(a, b)$ modulo $p^{r-m}$. Consequently, we lose no generality by restricting our attention to sequences $w(a, b)$ for which $p \nmid (w_0, w_1)$, and we make the following definition.

Definition 2.1. Denote by $\mathcal{F}(a, b)$ the family of second-order recurrence sequences $w(a, b)$ that satisfy (2.1) and for which $p \nmid (w_0, w_1)$.

In the analysis of distributions of terms of second-order recurrences modulo powers of a prime $p$, there are significant differences in the behavior of terms that are divisible by $p$ and terms that are relatively prime to $p$. Following the convention introduced in [2], we refer to terms $w_n$ for which $p \nmid w_n$ as $p$-regular terms and to terms $w_n$ for which $p \mid w_n$ as $p$-singular terms.

2.2. Periods, restricted periods, and multipliers. It is well known that if $p \nmid b$, then each sequence $w(a, b) \in \mathcal{F}(a, b)$ is purely periodic modulo $p^r$ for all $r \geq 1$. We assume throughout this paper that $p \nmid b$, and adopt the notation for the period and restricted period of $w(a, b)$ from [2].
Definition 2.2. The period of \( w(a, b) \) modulo \( p^r \), denoted \( \lambda_w(p^r) \), is the least positive integer \( \lambda \) such that, for all \( n \geq 0 \),
\[
(2.2) \quad w_{n+\lambda} \equiv w_n \pmod{p^r}.
\]
Any positive integer \( \lambda \), not necessarily the smallest, that satisfies (2.2) is called a general period of \( w(a, b) \).

Similarly, the restricted period of \( w(a, b) \) modulo \( p^r \), denoted \( h_w(p^r) \), is the least positive integer \( h \) such that, for some integer \( M \) and all \( n \geq 0 \),
\[
(2.3) \quad w_{n+h} \equiv Mw_n \pmod{p^r}.
\]
The integer \( M = M_w(p^r) \) is called the multiplier of \( w(a, b) \) modulo \( p^r \), and is defined up to congruence modulo \( p^r \). Again, any positive integer \( h \), not necessarily the smallest, that satisfies (2.3) is called a general restricted period and the corresponding integer \( M \) a general multiplier of \( w(a, b) \).

It is well known that \( h_w(p^r) \mid \lambda_w(p^r) \) and that the multiplicative order of the multiplier \( M_w(p^r) \), modulo \( p^r \), is given by
\[
(2.4) \quad E_w(p^r) = \text{ord}_{p^r}(M_w(p^r)) = \lambda_w(p^r)/h_w(p^r).
\]
Furthermore, if \( M = M_w(p^r) \) and \( h = h_w(p^r) \), then, for all nonnegative integers \( i \) and \( n \),
\[
(2.5) \quad w_{n+ih} \equiv M^iw_n \pmod{p^r}.
\]
We also require the notion of the special restricted period and special multiplier with respect to \( w_n \), modulo \( p^r \), introduced in [2].

Definition 2.3. Let \( w(a, b) \in \mathcal{F}(a, b) \). The special restricted period with respect to \( w_n \) modulo \( p^r \), denoted \( h^*_w(n, p^r) \), is the smallest restricted period \( h^* = h_w(p^r) \) with the property that the subsequence \( \{w_i\} = w_{n+ih^*} \) satisfies a first-order recurrence \( w_{i+1} \equiv M^iw_i \pmod{p^r} \). The integer \( M^* = M^*_w(n, p^r) \) is called the special multiplier with respect to \( w_n \), modulo \( p^r \). We denote by \( r^*_n \) the smallest positive integer such that \( h^*_w(n, p^r) = h_w(p^r)^{r^*_n} \). Since \( r^*_n \) is usually independent of the index \( n \), the subscript is often omitted.

2.3. Frequency distribution functions. Following the notation of [2] we introduce the (total) frequency distribution function \( \nu(d, p^r) \), the (ordinary) partial distribution function \( \nu_n(d, p^r) \), and the (special) partial distribution function \( \nu^*_n(d, p^r) \).
Definition 2.4. Let \( w(a, b) \in \mathcal{F}(a, b) \) and, as usual, assume that \( p \nmid b \) so that \( w(a, b) \) is purely periodic. Set \( \lambda = \lambda_w(p^r) \) and \( h = h_w(p^r) \). Then we define

\[
\begin{align*}
\nu_{w}(d, p^r) &= |\{ m; w_m \equiv d \pmod{p^r} \text{ and } 0 \leq m < \lambda \}| \quad \text{and} \\
\nu_{w,n}(d, p^r) &= |\{ m; w_m \equiv d \pmod{p^r}, m \equiv n \pmod{h}, \text{ and } 0 \leq m < \lambda \}|.
\end{align*}
\]

When the recurrence \( w(a, b) \) is evident, we simplify the notation to \( \nu(d, p^r) = \nu_{w}(d, p^r) \) and \( \nu_n(d, p^r) = \nu_{w,n}(d, p^r) \).

Several observations are apropos here. It is evident from (2.4) that a single cycle of the sequence \( w(a, b) \) modulo \( p^r \) can be written in an \( E_w(p^r) \times h_w(p^r) \) array, and the partial frequency \( \nu_n(d, p^r) \) represents the number times the residue \( d \) occurs in the \( n \)th column of the array. It is an easy consequence of these observations that

\[
\nu(d, p^r) = \sum_{n=0}^{h_w(p^r)-1} \nu_n(d, p^r).
\]

Moreover, we have the following proposition, which appears as Lemma 4.2 in [2].

Proposition 2.5. Let \( w(a, b) \in \mathcal{F}(a, b) \) and suppose that \( w_n \) is \( p \)-regular. Assume that there exists a nonnegative integer \( l \) such that \( w_{n+1} \equiv d \pmod{p^r} \). Then

\[
\nu_{w,n}(d, p^r) = \frac{\lambda_w(p^r)/h_w(p^r)}{\text{ord}_{p^r}(M_w(p^r))} = 1.
\]

The definition of the special partial distribution function \( \nu^*_n(d, p^r) \) is similar to that of the partial distribution function \( \nu_{w,n}(d, p^r) \), but requires some additional finesse.

Definition 2.6. Let \( w(a, b) \in \mathcal{F}(a, b) \) and, as usual, assume that \( p \nmid b \) so that \( w(a, b) \) is purely periodic. Set \( \lambda = \lambda_w(p^r) \) and \( h^* = h_w^*(l, p^r) \) for some \( l \) such that \( w_l \) is \( p \)-regular. Then we define

\[
\nu^*_{w,n}(d, p^r) = |\{ m; w_m \equiv d \pmod{p^r}, m \equiv n \pmod{h^*}, \text{ and } 0 \leq m < \lambda \}|.
\]

As usual, when the recurrence \( w(a, b) \) is evident, we write \( \nu^*_w(d, p^r) = \nu^*_{w,n}(d, p^r) \).

Again, a few remarks are in order to justify this definition. First, note that it follows from the definition of \( h_w^*(l, p^r) \) that \( h_w^*(l, p^r) = h_w(p^r) \) for some integer \( c \leq r \). Consequently \( h_w^*(l, p^r) \mid h_w(p^r) \), and hence \( h_w^*(l, p^r) \mid \lambda_w(p^r) \). If we now define

\[
(2.6) \quad E^*_w(n, p^r) = \lambda_w(p^r)/h_w^*(l, p^r) = \lambda_w(p^r)/h_w(p^r),
\]
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then we can write a single cycle of the sequence \( w(a, b) \) modulo \( p^r \) in an \( E_{w,n}(p^r) \times h_w(p^r) \) array. The partial frequency \( \nu_{w,n}(d, p^r) \) then represents the number of times the residue \( d \) occurs in the \( n \)th column of the array. As with the ordinary partial distribution function, the total partial distribution function can be written in terms of the special partial distribution function:

\[
(2.7) \quad \nu(d, p^r) = \sum_{n=0}^{h_n(l,p^r)-1} \nu_n^*(d, p^r) = \sum_{n=0}^{h_n(p^r)-1} \nu_n^*(d, p^r).
\]

We observe that the definition of \( \nu_{w,n}(d, p^r) \) appears to depend upon the choice of the integer \( l \). Fortunately, this is not so. In Theorem 3.5 of [2], it is shown for one class of second-order recurrences, the \( p \)-regular recurrences, that the special restricted period \( h_n^*(l, p^r) \) with respect to a \( p \)-regular term \( w_l \) is independent of \( l \). In Theorem 4.6, below, we generalize this result to the complementary class of recurrences, the irregular recurrences. Thus, in all cases it is safe to drop the subscript and write \( r_l^* = r^* \).

An analogue of Proposition 2.5 holds for the special partial distribution function and is essential in our analysis. We postpone the statement and proof of this analogue to §4.

A key classical result on frequency distributions of second-order recurrence sequences is the characterization of uniformly distributed sequences due to R. T. Bumby [1], and W. A. Webb and C. T. Long [15], which we state only for odd primes.

**Theorem 2.7** (Bumby, Webb, and Long). Let \( w(a, b) \) be a second-order recurrence and \( p \) an odd prime. If \( w(a, b) \) is uniformly distributed modulo \( p^r \), then \( \nu_w(d, p^r) = \lambda_w(p^r)/p^r = E(p^r) \) for all \( d \). Moreover, \( w(a, b) \) is uniformly distributed modulo \( p^r \) if and only if the following conditions are satisfied:

(a) \( p \mid D \);
(b) \( p \nmid ab \);
(c) \( p \nmid 2w_1 - aw_0 \);
(d) if \( p = 3 \) and \( r > 2 \), then \( a^2 \not\equiv b \) (mod 9).

If conditions (a)–(d) hold, then \( w(a, b) \) is \( p \)-regular, \( e = f = 1 \), and, for all \( r \), \( E(p^r) = E(p) \) and \( E(p^r) \mid 2 \cdot \text{ord}_p(b) \).

**Proof.** All parts of the theorem are proven in [1] and [15] except for the assertion that \( E(p^r) \mid 2 \cdot \text{ord}_p(b) \), which follows from Lemma 4 of [12].

2.4. Blocks. It is customary to partition the family \( \mathcal{F}(a, b) \) of second-order recurrences into equivalence classes, called \( p^r \)-blocks, arising from the equivalence relation not defined as follows.
Definition 2.8. Suppose that \( w(a, b), w'(a, b) \in \mathcal{F}(a, b) \). Then \( w'(a, b) \) is a **multiple of a translation** (\( \text{mot} \)) of \( w(a, b) \), modulo \( p' \), if there exist integers \( m \) and \( c \) such that \( p \nmid c \) and, for all \( n \),

\[
(2.8) \quad w'_n \equiv cw_{n+m} \pmod{p'}.
\]

It is easy to see that \( \text{mot} \) is an equivalence relation (see, e.g., §2.1 of [2]) and that, if (2.8) occurs, then for all \( n \),

\[
(2.9) \quad \nu_w(w_{n+m}, p') = \nu_{w'}(w'_n, p').
\]

In particular, the frequency distribution function of \( w'(a, b) \) can be completely determined from that of \( w(a, b) \).

It is a consequence of the definition that two sequences that lie in the same \( p' \)-block have identical invariants. Thus, for example, if \( w(a, b) \) and \( w'(a, b) \) lie in the same \( p' \)-block, then both sequences have the same period, restricted period, and special restricted periods modulo \( p' \).

2.5. **Regular recurrences and blocks.** One class of second-order recurrence sequences, the regular recurrence sequences, plays a prominent role in the theory. We define a recurrence \( (w) \) satisfying (2.1) to be \( p \)-regular if

\[
(2.10) \quad \begin{vmatrix} w_0 & w_1 \\ w_1 & w_2 \end{vmatrix} = w_0w_2 - w_1^2 \not\equiv 0 \pmod{p}.
\]

We refer to sequences in the family \( \mathcal{F}(a, b) \) that fail to be \( p \)-regular, as \( p \)-irregular, or simply irregular, when the prime \( p \) is evident.

As we noted in [2], Heymann’s theorem [7, Chapter 12.12], implies that

\[
\begin{vmatrix} w_n & w_{n+1} \\ w_{n+1} & w_{n+2} \end{vmatrix} = b^n \begin{vmatrix} w_0 & w_1 \\ w_1 & w_2 \end{vmatrix},
\]

and hence, if \( (w') \) is a mot of \( (w) \), then \( (w') \) is \( p \)-regular if and only if \( (w) \) is \( p \)-regular. It follows that the sequences in a given block are either all \( p \)-regular or all \( p \)-irregular, and we are justified in referring to the block as a **\( p \)-regular block** or a **\( p \)-irregular block**.

We also note that if \( w(a, b) \in \mathcal{F}(a, b) \) is \( p \)-regular and \( w'(a, b) \in \mathcal{F}(a, b) \) is any other recurrence, then Cramer’s rule implies that there exist integers \( c_1 \) and \( c_2 \) such that

\[
(2.11) \quad w'_n \equiv c_1w_n + c_2w_{n+1} \pmod{p'}
\]
(see, e.g., §2.3 of [2]). It follows that the \( p \)-regular recurrences in \( \mathcal{F}(a,b) \) have the same period, restricted period, and multiplier modulo \( p^r \). We refer to a parameter that is constant on the set of \( p \)-regular sequences in the family \( \mathcal{F}(a,b) \) as a \textit{global parameter} of the family. We customarily drop the explicit mention of the sequence in the notation for \( \lambda(p^r), h(p^r), \) and \( M(p^r) \) when referring to the global parameter.

We frequently use two particular sequences in the family \( \mathcal{F}(a,b) \), the \textit{generalized Fibonacci sequence} \( u(a,b) \) and the \textit{generalized Lucas sequence} \( v(a,b) \), which are determined by their initial terms: \( u_0 = 0, u_1 = 1, v_0 = 2, \) and \( v_1 = a \). Of particular utility is the fact that \( u(a,b) \) is always \( p \)-regular, and consequently the global parameters \( \lambda, h, e, \) and \( f \) may be computed using \( u(a,b) \). In particular, \( h(p^r) = h_u(p^r) \) and may be characterized as the least integer \( h \) such that \( p^r \mid u_h \).

\textbf{2.6. The parameters \( e \) and \( f \).} The period and restricted period of a \( p \)-regular sequence modulo any power of \( p \) can be expressed in terms of the period and restricted period modulo \( p \) and two fundamental parameters, \( e \) and \( f \), associated with the family \( \mathcal{F}(a,b) \) and introduced in [2]. In [2], these parameters are discussed only for \( p \)-regular sequences, but the concept is a general one.

\textbf{Definition 2.9.} Let \( w(a,b) \in \mathcal{F}(a,b) \). We define \( e = e(w) \) to be the largest integer, if it exists, such that \( h_w(p^r) = h_w(p) \). Similarly, we define \( f = f(w) \) to be the largest integer, if it exists, such that \( \lambda_w(p^r) = \lambda_w(p) \).

In studying the frequency distribution of a sequence modulo a particular power \( p^r \) of the odd prime \( p \), it is often necessary to consider cases that depend upon the relationship of \( r \) to both \( e \) and \( f \). To simplify the notation in these cases we set

\[ e^* = \min(r, e) \quad \text{and} \quad f^* = \min(r, f). \]

The critical result on periods and restricted periods modulo prime powers is the following theorem.

\textbf{Theorem 2.10.} Suppose that \( w(a,b) \in \mathcal{F}(a,b) \) is \( p \)-regular and that \( e = e(w) \) and \( f = f(w) \) both exist. Let \( s = \lambda(p)/h(p) \). Then, for all positive integers \( r \),

\begin{align*}
(2.12) \quad h(p^r) &= p^{r-e^*} h(p^e) \\
(2.13) \quad \lambda(p^r) &= p^{r-f^*} \lambda(p^f) \quad \text{and} \\
(2.14) \quad E(p^r) &= \text{ord}_{p^r}(M(p^r)) = \frac{\lambda(p^r)}{h(p^r)} = \frac{p^{r-f^*} \lambda(p)}{p^{r-e^*} h(p)} = p^{e^*-f^*} s.
\end{align*}

\textbf{Proof.} See, e.g., Theorem 2.11 of [2]. \( \square \)
2.7. Ratios. The ratios of terms of recurrences \( (w) \) modulo \( p^r \) are closely related to multipliers and play a key role in our study. As usual, we follow the notation and conventions of [2].

If \( a, b, c, \) and \( d \) are integers, with \( p \nmid b \) and \( p \nmid d \), then the quotients \( a/b \) and \( c/d \) may be viewed as elements of \( \mathbb{Z}_{p^r} \), the localization of the integers at the prime ideal \( (p) \). It is then natural to define, for each positive integer \( r \),

\[
a/b \equiv c/d \pmod{p^r} \quad \text{if and only if} \quad ad - bc \equiv 0 \pmod{p^r}.
\]

In [2], the notation \( g_w(n, m) \) was introduced to represent the ratio of elements \( w_{n+m} \) and \( w_n \) of a second-order recurrence sequence \( (w) \) when \( w_n \) is \( p \)-regular. We extend that notation here to include the situation when the \( p \)-power dividing \( w_n \) does not exceed the \( p \)-power dividing \( w_{n+m} \).

**Definition 2.11.** If \( w(a, b) \in \mathcal{F}(a, b) \) and \( m \) and \( n \) are nonnegative integers such that \( p^k \mid w_n \) and \( p^k \mid w_{n+m} \), then we define \( g(n, m) = g_w(n, m) \) to be the element \((w_{n+m}/p^k)(w_n/p^k) \in \mathbb{Z}_{p^r}\n\).

In this notation it is immediate that if \( p^k \mid w_n \), then

\[
w_{n+m} \equiv g(n, m)w_n \pmod{p^{r-k}}.
\]

In particular, if \( w_n \) is \( p \)-regular, then the multiplier and special multiplier modulo \( p^r \) can be expressed in terms of ratios:

\[
M_w(p^r) \equiv g_w(n, h_w(p^r)) \pmod{p^r}, \\
M_w^*(n, p^r) \equiv g_w(n, h^*_w(n, p^r)) \pmod{p^r}.
\]

2.8. Quoted results. We require several basic results from [2] concerning second-order recurrences. We list them here for reference.

**Proposition 2.12.** Suppose that \( w(a, b) \) is \( p \)-regular.

(a) For all \( p, h(p) \mid p - \left( \frac{D}{p} \right) \).

(b) If \( p \nmid D \), then \( h(p) \mid \left( \frac{D}{p} \right) \) if and only if \( (\frac{a}{h}) = 1 \).

(c) If \( \left( \frac{D}{p} \right) = 1 \), then \( \lambda(p) \mid p - 1 \).

**Proof.** Parts (a) and (c) are proven in [3, pp. 44–45] and [6, pp. 290, 296, 297]. Part (b) is proven in [4, p. 441]. □
Proposition 2.13. Let \( w(a, b) \in \mathcal{P}(a, b) \) and fix a positive integer \( c \). Let \( i \) and \( j \) be two integers such that \( i < j \). Let \( l \) be the largest integer (possibly zero) such that \( h(p^l) \mid c \) and \( m \) the largest integer (possibly zero) such that \( h_w(p^m) \mid j - i \). Then

\[
w_{i+c}w_j - w_{j+c}w_i \equiv 0 \pmod{p^r}
\]

if and only if \( l + m \geq r \). In particular, if \( w_i \) and \( w_j \) are \( p \)-regular, then \( g_w(i, c) \equiv g_w(j, c) \pmod{p^r} \) if and only if \( l + m \geq r \).

Proof. This is Lemma 3.3 of [2]. \( \square \)

Proposition 2.14. Let \( w(a, b) \in \mathcal{P}(a, b) \) and \( w'(a, b) \in \mathcal{P}(a, b) \) and fix a positive integer \( c \). Let \( l \) be the largest integer such that \( h(p^l) \mid c \) and assume that \( l < r \). If, for integers \( n \) and \( i \),

\[
(2.15) \quad w'_{n+c}w_{n+1} - w'_{n+i+c}w'_n \equiv 0 \pmod{p^r},
\]

then \( w'(a, b) \) is a mot of \( w(a, b) \) modulo \( p^{r-l} \).

Conversely, if \( w'(a, b) \) is a mot of \( w(a, b) \) modulo \( p^{r-l} \), then there exists an \( i \) such that \( (2.15) \) holds for all \( n \).

Proof. This is Lemma 3.4 of [2]. \( \square \)

Finally, we need the following result, which determines the number sequences in a \( p' \)-regular \( p' \)-block of \( \mathcal{P}(a, b) \).

Proposition 2.15. Let \( \mathcal{B} \) be a \( p' \)-block of \( \mathcal{P}(a, b) \) containing the \( p \)-regular sequence \( w(a, b) \) and the cycle \( S = (w_0, w_1, \ldots, w_{\lambda-1}) \). Then the block \( \mathcal{B} \) contains \( p^{r-1}(p-1)h_w(p^r) \) distinct second-order recurrences and \( p^{r-1}(p-1)/E_w(p^r) \) distinct cycles.

Proof. This is Lemma 2.13 of [2]. \( \square \)

3. Number theoretic results

In this section we offer several number theoretic results that we require in the proofs below. We begin with two basic propositions from [2].
Proposition 3.1. Let \( d \) be an integer such that \( p \nmid d \) and suppose there exists a largest positive integer \( m \) such that \( \text{ord}_{p^r}(d) = \text{ord}_{p^m}(d) \). If \( r \geq m \), then \( \text{ord}_{p^r}(d) = p^{r-m} \text{ord}_{p^m}(d) \).

**Proof.** This is Lemma 2.18 of [2]. See also [14, pp. 619–620] and [5] for proofs.

\[
\text{ord}_{p^r}(d) = p^{r-1} + \text{ord}_{p^{r-1}}(d) = p^{r-2} + \text{ord}_{p^{r-2}}(d) = \cdots = p + \text{ord}_{p}(d) = \text{ord}_{p^m}(d).
\]

\[
\text{ord}_{p^r}(d) = p^{r-1} + \text{ord}_{p^{r-1}}(d) = p^{r-2} + \text{ord}_{p^{r-2}}(d) = \cdots = p + \text{ord}_{p}(d) = \text{ord}_{p^m}(d).
\]

Proposition 3.2. Suppose that \( r \geq 4 \) and \( \text{ord}_{p^r}(d) = p^n t \), with \( n \geq 3 \) and \( t \mid p - 1 \). Let \( c = d^p + ip^{r-1} \). Then \( \text{ord}_{p^r}(c) = \text{ord}_{p^r}(d^p) = (1/p)\text{ord}_{p^r}(d) \).

**Proof.** This is Lemma 2.19 of [2].

We apply Hensel’s lemma below, and state here the version we need.

Theorem 3.3 (Hensel’s lemma). Suppose that \( f(x) \) is a polynomial with integral coefficients. If \( f(m) \equiv 0 \pmod{p^r} \) and \( f'(m) \not\equiv 0 \pmod{p} \), then there is a unique \( t \), modulo \( p^r \), such that \( f(m + tp^r) \equiv 0 \pmod{p^{r+1}} \).

**Proof.** See Theorem 2.23, p. 87 of [10].

Finally, we require an analysis of the multiplicative orders of certain elements of \((\mathbb{Z}/p^2\mathbb{Z})^*\).

Proposition 3.4. Suppose that \( t \) is a positive integer and \( M \in (\mathbb{Z}/p^2\mathbb{Z})^* \) satisfies \( \text{ord}_{p^t}(M) = s \), where \( s \mid p - 1 \). Let

\[
\Gamma = \{ k \in \mathbb{Z}/p^2\mathbb{Z}; k \equiv M \pmod{p^t} \text{ and } k \not\equiv M \pmod{p^{t+1}} \}.
\]

Then \( \Gamma \) contains \((p-2)p^{t-1}\) residues \( k \) that satisfy \( \text{ord}_{p^t}(k) = p^t s \), one residue \( k \) that satisfies \( \text{ord}_{p^t}(k) = s \) and, for each \( c \) such that \( 1 \leq c \leq t - 1 \), \((p-1)p^{t-1}\) residues \( k \) that satisfy \( \text{ord}_{p^t}(k) = p^t s \).

**Proof.** Let \( f(x) = x^a - 1 \). By hypothesis, \( f(M) \equiv 0 \pmod{p^r} \) and, clearly, \( f'(M) \not\equiv 0 \pmod{p} \), so, by Hensel’s lemma (Theorem 3.3), there is a unique residue \( \alpha_1 \), modulo \( p^r \), such that \( f(M + \alpha_1 p^r) \equiv 0 \pmod{p^{r+1}} \). Consequently, if \( \xi \) is congruent to \( \alpha_1 \) modulo \( p_1 \) and \( k \equiv M \pmod{p^t} \), then \( f(M + \xi p^r) \equiv 0 \pmod{p^{r+1}} \). Since it is clear that \( f(M + \xi p^r) \equiv 0 \pmod{p^r} \), it follows from Proposition 3.1 that the \((p-2)p^{t-1}\) residues \( M + \xi p^r \) have order \( ps \), modulo \( p^{t+1} \). Moreover, Proposition 3.1 now implies that the \((p-2)p^{t-1}\) residues in \( \Gamma \) that reduce to the residues \( M + \xi p^r \), modulo \( p^{t+1} \), have order \( ps \) modulo \( p^2 \), as desired.

Suppose that \( c = t - 1 \). Since \( f(M + \alpha_2 p^t) \equiv 0 \pmod{p^{t+1}} \), Hensel’s lemma implies that there is a unique residue \( \alpha_2 \), modulo \( p^r \), such that \( f(M + \alpha_1 p^t + \alpha_2 p^{t+1}) \equiv 0 \pmod{p^{t+2}} \). Now, if \( \xi \) is not congruent to \( \alpha_2 \) modulo \( p \), then \( f(M + \alpha_1 p^t + \xi p^{t+1}) \not\equiv 0 \pmod{p^{t+2}} \).
(mod $p^{t+2}$) and it follows from Proposition 3.1 that the $p-1$ residues $M + \alpha_1 p^t + \xi p^{t+1}$ satisfy $\text{ord}_{p^{t+2}}(M + \alpha_1 p^t + \xi p^{t+1}) = ps$. These residues lift to $(p-1)p^{t-2}$ residues in $\Gamma$ that have order $p^{t-1}s = p' s$, modulo $p^2$.

Clearly, this argument can be repeated for each $c = t-2, t-3, \ldots, 1$ to construct, $(p-1)p^{c-1}$ residues $k$ that satisfy $\text{ord}_{p^{c+1}}(k) = p' s$. Moreover, after the final application of Hensel’s lemma, we have constructed an element $M + \alpha_1 p^t + \alpha_2 p^{t+1} + \ldots + \alpha_t p^{2t-1}$ that has order $s$, as desired.

4. Irregular recurrences

In order to prove our main theorem, Theorem 6.1, we extend the analysis of $p$-regular sequences in [2] to second-order recurrences that fail to be $p$-regular. The main distinguishing characteristic of $p$-irregular second-order recurrences is that they satisfy a first-order recurrence relation modulo $p$.

**Theorem 4.1.** Let $w(a, b)$ be a second-order recurrence and $f(x) = x^2 - ax + b$ its characteristic polynomial. Then $w(a, b)$ is not $p$-regular if and only if there exists an integer $\alpha$ with the property that $f(\alpha) \equiv 0 \pmod{p}$ and, for all $n \geq 0$,

\begin{equation}
\label{eq:4.1}
w_n \equiv w_0 \alpha^n \pmod{p}.
\end{equation}

**Proof.** Clearly, if (4.1) is true, then $w_0w_2 - w_1^2 \equiv w_0^2\alpha^2 - w_0^2\alpha^2 \equiv 0 \pmod{p}$, and hence $w(a, b)$ is not $p$-regular.

Conversely, suppose that $w(a, b)$ is not $p$-regular. By (2.10), $w_0 \equiv 0 \pmod{p}$ if and only if $w_1 \equiv 0 \pmod{p}$, and (4.1) is trivial. Suppose that $w_0 \not\equiv 0 \pmod{p}$. Then $w_0$ is invertible, modulo $p$, and we can find an integer $\alpha$ such that $\alpha \equiv w_1 w_0^{-1} \pmod{p}$. It follows that $w_1 \equiv \alpha w_0 \pmod{p}$ and, since $w(a, b)$ is not $p$-regular,

\[ w_2 \equiv w_1^2 w_0^{-1} \equiv \alpha w_1 \equiv \alpha^2 w_0 \pmod{p}. \]

Equation (4.1) now follows by induction. Finally, we must verify that $f(\alpha) \equiv 0 \pmod{p}$. Since $w_0$ is invertible modulo $p$,

\[
\alpha^2 - a\alpha + b \equiv w_2 w_0^{-1} - aw_1 w_0^{-1} + b \pmod{p}
\equiv (aw_1 - bw_0)w_0^{-1} - aw_1 w_0^{-1} + b \pmod{p}
\equiv 0 \pmod{p},
\]

as desired. \qed
Corollary 4.2. If \( w(a, b) \in \mathcal{F}(a, b) \) is not \( p \)-regular, then every element \( w_n \) of the sequence \( w(a, b) \) is \( p \)-regular.

Proof. Let \( n \geq 0 \). By Theorem 4.1, \( w_n \equiv w_0 a^n \pmod{p} \). Since \( w(a, b) \in \mathcal{F}(a, b) \), we know that \( w_0 \not\equiv 0 \pmod{p} \), and since \( \alpha \in (\mathbb{Z}/p\mathbb{Z})^* \), it follows that \( \alpha^n \not\equiv 0 \pmod{p} \). Therefore, \( w_n \not\equiv 0 \pmod{p} \), as desired. \( \square \)

Irregular sequences differ from regular sequences in another important way. As mentioned above, certain parameters, such as the period, \( \lambda(p') \), and the restricted period, \( h(p') \), are identified as global parameters, because they are identical for all \( p \)-regular sequences in the family \( \mathcal{F}(a, b) \). It is common, however, for these parameters to take on different values for irregular sequences. Thus each irregular sequence \( w(a, b) \) has, in essence, two copies of each parameter associated with it, e.g., its own period, \( \lambda_w(p') \), and the global period parameter, \( \lambda(p') = \lambda_u(p') \). In fact, \( \lambda_u(p') \) is a general period of \( w(a, b) \). Some care must be taken to avoid confusing the two parameters when dealing with irregular sequences. In the next propositions we consider the ramifications of this observation for the parameters \( e, f, \lambda \), and \( h \).

For the remainder of this section, we apply the following general hypothesis:

Hypothesis 4.3. Suppose that \( w(a, b) \in \mathcal{F}(a, b) \) is \( p \)-irregular and \( r \geq 1 \). Fix the following notation:

\[
\begin{align*}
\lambda &= \lambda(p') = \lambda_w(p'), & \lambda' &= \lambda'(p') = \lambda_u(p'), \\
h &= h(p') = h_w(p'), & h' &= h'(p') = h_u(p'), \\
f &= f(u), & f' &= f(u), \\
e &= e(u), & e' &= e(w).
\end{align*}
\]

As observed in [2], \( \lambda, h, e \) and \( f \) are global parameters, so they attain the same values for all \( p \)-regular sequences \( w(a, b) \). However, for \( p \)-irregular sequences these values may differ, and, in fact, have a somewhat different interpretation and significance. We begin with a general observation about the relationship between \( h \) and \( h' \) and between \( \lambda \) and \( \lambda' \).

Proposition 4.4. Assume Hypothesis 4.3. Then \( \lambda'(p') \mid \lambda(p') \) and \( h'(p') \mid h(p') \).

Proof. It is an immediate consequence of (2.11), with \( u(a, b) \) in place of \( w(a, b) \) and \( w(a, b) \) in place of \( w'(a, b) \), that \( \lambda_u(p') \) is a general period of \( w(a, b) \). Therefore \( \lambda_w(p') \mid \lambda_u(p') \). Similarly, \( h_u(p') \) is a general restricted period of \( w(a, b) \), and hence \( h_w(p') \mid h_u(p') \). \( \square \)
Next, we take up the restricted period \( h'(p^r) = h_w(p^r) \) and the parameter \( e' = e(w) \) for an irregular sequence. If \( w(a, b) \) is not \( p \)-regular, then Theorem 4.1 implies that \( h'(p) = 1 \). It follows that \( h'(p^r) = 1 \) if and only if \( 1 \leq r \leq e' \), and therefore \( e' \) represents the highest power of \( p \) modulo which \( w(a, b) \) satisfies a first-order recurrence. The following theorem completely identifies the restricted periods of irregular second-order recurrences and is an analogue for irregular recurrences of the first part of Theorem 2.10.

**Theorem 4.5.** Assume Hypothesis 4.3. Let \( \hat{r} = \max(r - e', 0) \). Then

\[
h'(p^r) = h_w(p^r) = h(p^r) = \begin{cases} 
1 & \text{if } r \leq e', \\
h(p^{r-e'}) = h(p^r) = h(p) & \text{if } e' < r < e' + e, \\
h(p^{r-e'}) = p^{r-e-e'}h(p) & \text{if } e' + e \leq r. 
\end{cases}
\]

**Remark.** If \( w(a, b) \) is \( p \)-regular, then Theorem 4.5 reduces to (2.12) by setting \( e' = 0 \).

**Proof.** The fact that \( h'(p^r) = 1 \) if and only if \( r \leq e' \) follows immediately from Theorem 4.1 and the definition of \( e' \).

To prove the rest of the theorem, we suppose that \( r > e' \), and apply Proposition 2.13.

First note that by Corollary 4.2, \( w_i \) is \( p \)-regular for every \( i \). Moreover, since \( h' \) is the least integer such that \( w_i \equiv Mw_i \pmod{p^r} \) for all \( i \) and constant multiplier \( M \), it is also the least integer such that

\[
g_w(i, h') \equiv g_w(i + 1, h') \pmod{p^r}
\]

for all \( i \).

Let \( c = h(p^{r-e'}) = h(p^r) \) and let \( l \) be the largest integer such that \( h(p^r) \mid c \). By (2.12), it is clear that \( l = \max(\hat{r}, e) \). Furthermore, as observed above, \( e' \) is the largest integer such that \( h'(p^r) \mid (i + 1) - i \). Consequently, by Proposition 2.13,

\[
g_w(i, c) \equiv g_w(i + 1, c) \pmod{p^r}
\]

if and only if \( r \leq l + e' \). In particular, if \( r - e' < e \), then (4.2) holds if and only if \( r < e + e' \), and if \( r - e' \geq e \), then (4.2) holds for all \( r \).

Now, suppose that \( c < h(p^{r-e'}) \), and again let \( l \) be the largest integer such that \( h(p^r) \mid c \). This time (2.12) implies that \( l = 0 \) when \( r - e' \leq e \), and \( l < r - e' \) when \( r - e' > e \). By Proposition 2.13, we conclude that (4.2) is true if and only if \( r \leq l + e' \). Thus, if \( r - e' \leq e \), then (4.2) holds if and only if \( r \leq e' \). But we have assumed that
r > e', so, in fact, (4.2) never holds. Similarly, if r - e' > e, then (4.2) holds if and only if r ≤ l + e' < r - e' + e' = r. Again, (4.2) never holds.

We can now conclude that \( c = h(p') \) is the smallest integer such that (4.2) holds, and therefore \( h'(p') = h(p') \). The remaining conclusions of the theorem now follow from (2.12).

We can apply a similar argument to compute the special restricted periods \( h_w^*(n, p') \) for an irregular recurrence \( w(a, b) \) in the family \( F(a, b) \).

**Theorem 4.6.** Assume Hypothesis 4.3. Let \( r^* = \max(\left\lfloor \frac{1}{2}(r - e') \right\rfloor, 0) \). Then

\[
h_w^*(n, p') = h(p'^*) = \begin{cases} 1 & \text{if } r \leq e', \\ h(p) & \text{if } e' < r \leq 2e + e', \\ p'^* - rh(p) & \text{if } 2e + e' < r. \end{cases}
\]

**Remark.** If \( w(a, b) \) is \( p \)-regular, then Theorem 4.6 reduces to Theorem 3.5 of [2] by setting \( e' = 0 \).

**Proof.** The fact that \( h_w^*(n, p') = 1 \) when \( 1 \leq r \leq e' \) follows immediately from Theorem 4.1 and the definitions of the special restricted period \( h_w^*(n, p') \) and of \( e' \).

Suppose now that \( r > e' \). Choose an integer \( l \) such that \( e' + e \leq l \) and set \( m = h'(p') \). Let \( w^*_t = w_{n+tm} \). We wish to determine the smallest value of \( l \) for which the sequence \( (w^*) \) satisfies a first-order recurrence modulo \( p' \).

Since, by Corollary 4.2, each element of the sequence \( w(a, b) \) is \( p \)-regular, all element ratios exist and, for each \( t \),

\[
w^*_{t+1} \equiv g_w(n + tm, m)w^*_t \pmod{p'}.
\]

Therefore \( (w^*) \) satisfies a first-order recurrence modulo \( p' \) if and only if

(4.3) \[
g_w(n + tm, m) \equiv g_w(n + (t + 1)m, m) \pmod{p'}
\]

for all \( t \).

We apply Proposition 2.13 with \( c = m, i = n + tm, \) and \( j = n + (t + 1)m \). Clearly, \( j - i = m \). Since \( t \geq e + e' \), Theorem 4.5 implies that

\[
h'(p^l) = h(p^{l-e'}) = p^{l-e'-e'} h(p).
\]

Moreover, Theorem 4.5 shows that \( l \) is the largest integer such that \( h'(p^l) \mid j - i \), and also that \( l - e' \) is the largest integer such that \( h(p^{l-e'}) \mid m \).
Proposition 2.13 now implies that (4.3) holds if and only if \( l + l - e' \geq r \), i.e., if \( l \geq \frac{1}{2}(r + e') \). Thus, the smallest value of \( l \) for which \( \langle w^* \rangle \) satisfies a first-order recurrence modulo \( p^r \) is \( l = \lceil \frac{1}{2}(r + e') \rceil \). By Theorem 4.5, the special restricted period is
\[
h_w^*(n, p^r) = h'(p^{(r+e')/2}) = h(p^{(r+e')/2} - e') = h(p^{(r-e')/2}) = h(p^r),
\]
as desired. The final conclusion now follows from (2.12) and the observation that \( r^* \leq e \) if and only if \( r \leq 2e + e' \).

Next we offer the promised analogue of Proposition 2.5 for the special partial distribution function.

**Proposition 4.7.** Assume Hypothesis 4.3. Let \( h^* = h_w^*(n, p^r) \), and suppose that there exists a nonnegative integer \( l \) such that \( w_{n + lh^*} \equiv d \pmod{p^r} \). Define \( r^* \) by
\[
r^* = \max(\lceil \frac{1}{2}(r - e') \rceil, 0).
\]
Then
\[
(4.4) \quad \nu_{w,n}^*(d, p^r) = \frac{\lambda_w(p^r)/h_w(p^r)}{\text{ord}_{p^r}(\vartheta_w(n, h^*))} = \frac{\lambda_w(p^r)/h_w(p^r)}{\text{ord}_{p^r}(M_w^*(n, p^r))}
\]

**Proof.** Theorem 4.6 shows that the special restricted period \( h_w^*(n, p^r) \) is independent of \( n \) and
\[
h_w^*(n, p^r) = h(p^r).
\]
Therefore, by the definition of \( \nu_{w,n}^*(d, p^r) \), we must count the number of indices \( i \) such that \( w_{n + lh^*} \equiv d \pmod{p^r} \) and \( 0 \leq i < \lambda_w(p^r)/h_w^*(n, p^r) = E_{w,n}^*(p^r) \).

By Corollary 4.2, every element of \( w(a,b) \) is \( p \)-regular, and hence all element ratios are well defined. By (2.5), for all \( i \),
\[
(4.5) \quad w_{n + lh^*} \equiv \vartheta_w(n, h^*)^i w_n \pmod{p^r}.
\]
In particular,
\[
\vartheta_w(n, h^*)^i w_n \equiv d \pmod{p^r}.
\]
Moreover, if \( t = \text{ord}_{p^r}(\vartheta_w(n, h^*)) \), then (4.5) implies that \( w_{n + lh^*} \equiv w_{n + lh^*} \pmod{p^r} \) if and only if \( i \equiv l \pmod{t} \). On the other hand,
\[
w_n \equiv w_n + \lambda_w(p^r) \equiv w_n + E_{w,n}^*(p^r)h^* \equiv \vartheta_w(n, h^*)^E_{w,n}^*(p^r) w_n \pmod{p^r},
\]
so \( t \mid E_{w,n}^*(p^r) \). It follows that the number of indices \( i \) such that \( w_{n + ih^*} \equiv d \pmod{p^r} \) and \( 0 \leq i < E_{w,n}^*(p^r) \) is exactly \( E_{w,n}^*(p^r)/t = E_{w,n}^*(p^r)/\text{ord}_{p^r}(\vartheta_w(n, h^*)) \), and the first equality follows. The remainder of the proposition follows from the observation that \( \vartheta_w(n, h^*) \equiv M_w^*(n, p^r) \pmod{p^r} \). \[\square\]
We require the following proposition, which is an analogue for $p$-irregular sequences of Lemma 3.7 of [2].

**Proposition 4.8.** Assume Hypothesis 4.3. If $r \geq e + e'$, then for some integer $k$,

\[(4.6) \quad g_w(n, h'(p^{r+1})) = g_w(n, ph'(p^r)) \equiv g_w(n, h'(p^r))^{p^r(p^{2r-e'+1})} \mod p^{2r-e'+1}\]

\[(4.7) \quad g_w(n, h'(p^{r+1})) = g_w(n, ph'(p^r)) \equiv (g_w(n, h'(p^r)))^p + k_p^{2r-e'+1} \mod p^{2r-e'+2}.\]

**Proof.** Since $r \geq e + e'$, Theorem 4.5 implies that $h'(p^{r+1}) = ph'(p^r)$ and the first equalities in (4.6) and (4.7) follow immediately. From the definition of $g_w(n, ph'(p^r))$ it is clear that

\[(4.8) \quad g_w(n, ph'(p^r)) = g_w(n, h'(p^r))g_w(n + h'(p^r), h'(p^r))
\]
\[\times g_w(n + 2h'(p^r), h'(p^r)) \ldots g_w(n + (p - 1)h'(p^r), h'(p^r)).\]

We apply Proposition 2.13, with $c = h'(p^r)$, and $ih'(p^r)$ and $jh'(p^r)$ in place of $i$ and $j$ for $0 \leq i < j < p$. Since $r \geq e + e'$, Theorem 4.5 implies that that $r - e'$ is the largest integer such that $h(p^{r-e'} - 1) \mid h'(p^r)$ and $r$ is the largest integer such that $h'(p^r) \mid (j-i)h'(p^r)$. Consequently, Proposition 2.13 implies, for $0 \leq i < p$, that the ratios $g_w(n + ih'(p^r), h'(p^r))$ are all equivalent modulo $p^{2r-e'}$ and distinct modulo $p^{2r-e'+1}$. It follows that we can find a complete residue system $k_0, k_1, \ldots, k_{p-1}$, modulo $p$, with the property that, for each $i$,

\[(4.9) \quad g_w(n + ih'(p^r), h'(p^r)) \equiv g_w(n, h'(p^r)) + k_i p^{2r-e'} \mod p^{2r-e'+1}.\]

Since $k_0 + k_1 + \ldots + k_{p-1} \equiv 0 + 1 + \ldots + (p - 1) \equiv 0 \mod p$ and $p^{2r-e'+1} \mid (p^{2r-e'})^i$ for $i \geq 2$, (4.8) and (4.9) imply that

\[g_w(n, ph'(p^r)) \equiv (g_w(n, h'(p^r)))^p + k_0 p^{2r-e'}(g_w(n, h'(p^r)) + k_1 p^{2r-e'})
\]
\[\ldots \equiv (g_w(n, h'(p^r)))^p + g_w(n, h'(p^r))p^{2r-e'}(k_0 + k_1 + \ldots + k_{p-1}) p^{2r-e'}
\]
\[\equiv (g_w(n, h'(p^r)))^p \mod p^{2r-e'+1},\]

as desired. This proves (4.6), and (4.7) follows immediately. \qed

In §5 we require a slight generalization of Proposition 4.8 for sequences with the special property that $e = 1$ and $h(p^r) = h(p) = p$. With these additional hypotheses, Proposition 4.8 can be extended to include all $r \geq e'$.
**Proposition 4.9.** Assume Hypothesis 4.3 and suppose that \(e = 1\) and \(h(p^r) = h(p) = p\). Then for each \(r \geq e'\), there exists an integer \(k\) such that (4.6) and (4.7) are true. In particular,

\[
\begin{align*}
(4.10) & \quad g_w(n, h'(p^{e'}+1)) = g_w(n, p) \equiv (g_w(n, 1))^p \pmod{p^{e'+1}}, \\
(4.11) & \quad g_w(n, h'(p^{e'}+1)) = g_w(n, p) \equiv (g_w(n, 1))^p + kp^{e'+1} \pmod{p^{e'+2}},
\end{align*}
\]

and for all \(l \geq 1\),

\[
(4.12) \quad g_w(n, h'(p^{e'}+1)) = g_w(n, p^l) \equiv (g_w(n, p^{l-1}))^p \pmod{p^{e'+2l-1}}.
\]

**Proof.** Since \(e = 1\), if \(r \geq e' + 1\) the result is simply that of Proposition 4.8. Therefore, we must only prove the result for \(r = e'\). Since Theorem 4.5 implies that \(h'(p^{e'}+1) = h(p) = p = ph'(p^e')\), (4.6) and (4.7) simplify to (4.10) and (4.11) when \(r = e'\). Furthermore, the first equalities in (4.10) and (4.11) follow immediately. With the additional hypotheses of this proposition and taking \(r = e'\), (4.8) now becomes

\[
(4.13) \quad g_w(n, p) = g_w(n, 1)g_w(n+1, 1)g_w(n+2, 1)\ldots g_w(n+(p-1), 1).
\]

Again we apply Proposition 2.13, this time with \(c = 1\), and with \(0 \leq i \leq j < p\) as in the proof of Proposition 4.8. Clearly 0 is the largest integer such that \(h(p^0) | 1\) and \(e'\) is the largest integer such that \(h'(p^{e'}) | (j - i)\). Thus Proposition 2.13 implies that the ratios \(g_w(n+i, 1)\), for \(0 \leq i < p\), are congruent modulo \(p^{e'}\) and distinct modulo \(p^{e'+1}\). Once again we can find a complete residue system \(k_0, k_1, \ldots, k_{p-1}\) modulo \(p\) such that, for each \(i\),

\[
(4.14) \quad g_w((n+i), 1) \equiv g_w(n, 1) + k_ip^{e'} \pmod{p^{e'+1}},
\]

and we obtain

\[
g_w(n, p) \equiv (g_w(n, 1) + k_0p^{e'}) (g_w(n, 1) + k_1p^{e'}) \ldots (g_w(n, 1) + k_{p-1}p^{e'}) \\
\quad \equiv (g_w(n, 1))^p + g_w(n, 1)p^{e'-1}(k_0 + k_1 + \ldots + k_{p-1})p^{e'} \\
\quad \equiv (g_w(n, 1))^p \pmod{p^{e'+1}},
\]

as desired. This proves (4.10), and (4.11) follows immediately. The final observation, (4.12), follows from (4.6) with \(e' + l\) in place of \(r + 1\). \(\square\)

The next two propositions concern the orders of the special multipliers \(M_w^*(n, p^r)\) and are used to evaluate (4.4) for particular sequences.
Proposition 4.10. Assume Hypothesis 4.3. Suppose \( \text{ord}_{p^e} \left( q_w \left( n, h(p^r) \right) \right) = p^e s \), where \( p \nmid s \) and \( 1 \leq c < 2c + e' \). Then

\[
\text{ord}_{p^r} \left( M_w^s(n, p^r) \right) = \begin{cases} 
  s & \text{if } e' < r \leq 2e + e' - c, \\
  p^{r-(2e+e'-c)} s & \text{if } 2e + e' - c < r \leq 2e + e', \\
  p^{r - [(r-(2e+e'))/2]} s & \text{if } 2e + e' < r. 
\end{cases}
\]

Proof. Suppose that \( e' < r \leq 2e + e' \). Then Theorem 4.6 implies that \( h_w^* (n, p^r) = h(p^r) \), and Proposition 3.1 yields

\[
\text{ord}_{p^r} \left( M_w^s(n, p^r) \right) = \text{ord}_{p^r} \left( q_w \left( n, h(p^r) \right) \right) = \begin{cases} 
  s & \text{if } e' < r \leq 2e + e' - c, \\
  p^{r-(2e+e'-c)} s & \text{if } 2e + e' - c < r \leq 2e + e'. 
\end{cases}
\]

Suppose that \( r = 2e + e' + 1 \). Then \( r^* = \max \left( \left\lfloor \frac{1}{2} (2e + 1) \right\rfloor, 0 \right) = e + 1 \). Therefore Theorem 4.5, Theorem 4.6, and Proposition 4.8 yield

\[
\text{ord}_{p^r} \left( M_w^s(n, p^r) \right) = \text{ord}_{p^{2e+e'+1}} \left( q_w \left( n, h(p^{r^*}) \right) \right) = \text{ord}_{p^{2e+e'+1}} \left( q_w \left( n, h(p^{r^*} + e') \right) \right) = \text{ord}_{p^{2e+e'+1}} \left( q_w \left( n, h(p^{r^*+e'}) \right) \right) = p^e s.
\]

Now, suppose that \( r = 2e + e' + 2 \). Then \( r^* = \max \left( \left\lfloor \frac{1}{2} (2e + 2) \right\rfloor, 0 \right) = e + 1 \). Therefore Theorem 4.5, Theorem 4.6, Proposition 4.8, and Proposition 3.2 yield

\[
\text{ord}_{p^r} \left( M_w^s(n, p^r) \right) = \text{ord}_{p^{2e+e'+2}} \left( q_w \left( n, h(p^{r^*}) \right) \right) = \text{ord}_{p^{2e+e'+2}} \left( q_w \left( n, h(p^{r^*+e'}) \right) \right) = \text{ord}_{p^{2e+e'+2}} \left( q_w \left( n, h(p^{r^*+e'}) \right) \right) = (1/p) \text{ord}_{p^{2e+e'+2}} \left( q_w \left( n, h(p^{r^*+e'}) \right) \right) = p^{e+1} s.
\]

The proposition may now be completed by induction. \( \Box \)

Once again, we need a slight generalization for the case that \( e = 1 \) and \( h(p^r) = h(p) = p \).
Proposition 4.11. Assume Hypothesis 4.3 and suppose that $e = 1$ and $h(p^e) = p$.
Suppose that $\text{ord}_{p^e}(g_w(n, 1)) = p^s$, where $p \nmid s$ and $1 \leq c < e'$. Then

$$\text{ord}_{p^e}(M_{w^*}(n, p^r)) = \begin{cases} 
  s & \text{if } 1 \leq r \leq e' - c, \\
  p^r - (e' - c) s & \text{if } e' - c < r \leq e', \\
  p^{c + \lfloor (r - e)/2 \rfloor} s & \text{if } e' < r.
\end{cases}$$

Proof. Suppose that $r \leq e'$. Then Proposition 3.1 implies that

$$\text{ord}_{p^e}(M_{w^*}(n, p^r)) = \text{ord}_{p^e}(g_w(n, 1)) = \begin{cases} 
  s & \text{if } r \leq e' - c, \\
  p^r - (e' - c) s & \text{if } e' - c < r \leq e'.
\end{cases}$$

Suppose that $r = e' + 1$. Then $r^* = \max(\lfloor \frac{1}{2} \rfloor, 0) = 1$, and Proposition 4.9 yields

$$\text{ord}_{p^e}(M_{w^*}(n, p^r)) = \text{ord}_{p^e+1}(g_w(n, h(p))) = \text{ord}_{p^e+1}(g_w(n, p)) = \text{ord}_{p^e+1}(g_w(n, 1)p) = p^{c} s.$$  \hfill (4.15)

Now, suppose that $r = e' + 2$. Then $r^* = \max(\frac{3}{2}, 0) = 1$. Therefore Proposition 4.9 and Proposition 3.2 imply that

$$\text{ord}_{p^e}(M_{w^*}(n, p^r)) = \text{ord}_{p^e+2}(g_w(n, h(p))) = \text{ord}_{p^e+2}(g_w(n, p)) = \text{ord}_{p^e+2}(g_w(n, 1)p^{e' + 1}) = (1/p) \text{ord}_{p^e+2}(g_w(n, 1)) = p^{c + 1} s.$$  

The proposition can be completed by using Proposition 4.10 with $c + 1$ in place of $c$. \hfill \Box

In our analysis, we also require the following two propositions concerning the orders of element ratios under the special hypotheses that $e = 1$ and $h(p^e) = h(p) = p$.  
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Proposition 4.12. Assume Hypothesis 4.3 and suppose that \( e = 1 \) and \( h(p^e) = p \).
Suppose that \( \text{ord}_{p^e}(g_w(n, 1)) = p^e s \), where \( p \nmid s \) and \( 1 \leq c < e' \), and let \( l \geq 0 \). Then
\[
\text{ord}_{p^e}(g_w(n, h'(p^{l+e'}))) = \begin{cases} 
  s & \text{if } r \leq l - c + e', \\
  p^{e+r-c'-1}s & \text{if } l - c + e' < r.
\end{cases}
\]

Proof. We first show, by induction on \( l \), that
\[
\text{ord}_{p^{l+e'}}(g_w(n, h'(p^{l+e'}))) = p^es.
\]
If \( l = 0 \), then \( h'(p^{l+e'}) = h'(p^e) = h'(p) = 1 \), and (4.16) reduces to the hypothesis. If \( l = 1 \), the result follows from (4.10), as shown in (4.15). By way of induction, assume that (4.16) is true for some \( l \geq 0 \). Then, by Proposition 4.9 and Proposition 3.1,
\[
\text{ord}_{p^{l+1+e'}}(g_w(n, h'(p^{l+e'+1}))) = \text{ord}_{p^{l+1+e'}}(g_w(n, h'(p^{l+e'}))^p) = p \text{ord}_{p^{l+e'}}(g_w(n, h'(p^{l+e'}))^p) = p^es,
\]
as desired. By induction, we now conclude that (4.16) is true for all \( l \geq 0 \).

The remainder of the theorem now follows from Proposition 3.1.

Proposition 4.13. Assume Hypothesis 4.3 and suppose that \( e = 1 \) and \( h(p^e) = p \).
Assume as well that \( \text{ord}_{p^e}(g_w(n, 1)) = p^es \), where \( p \nmid s \) and \( 1 \leq c < e' \). Let \( h^* = h^*_p(n, p^e) \) and suppose that \( 0 \leq n < k < h^* \) and \( p^l \parallel (k-n) \). Write \( k - n = p^lt \). Then
\[
\text{ord}_{p^e}(g_w(n, k - n)) = \begin{cases} 
  \gcd(s, t) & \text{if } r \leq l - c + e', \\
  p^{e+r-c'-1} \gcd(s, t) & \text{if } l - c + e' < r < l + e'.
\end{cases}
\]

Proof. By Proposition 4.12, Theorem 2.10, and the hypotheses,
\[
h'(p^{l+e'}) = h(p^l) = p^{l-1}h(p) = p^{l-1}p = p^l.
\]
It follows that \( (k - n) = th'(p^{l+e'}) \), and therefore \( g_w(n, k - n) = g_w(n, th'(p^{l+e'})) \equiv g_w(n, h'(p^{l+e'}))^t \mod p^{l+e'} \). It follows that
\[
\text{ord}_{p^e}(g_w(n, k - n)) = \gcd(\text{ord}_{p^e}(g_w(n, h'(p^{l+e'}))), t),
\]
and the proposition now follows from Proposition 4.12.
Proposition 4.14. Assume Hypothesis 4.3 and suppose that \( e = 1 \) and \( h(p^r) = p \). Assume as well that \( \text{ord}_{p^r}(g_w(n, 1)) = p^s \), where \( p \nmid s \) and \( 1 \leq c < e' \). Let \( h^* = h_w^*(n, p^r) \) and suppose that \( 0 \leq n < k < h^* \) and \( 0 \leq i < j < E^*_w(n, p^r) \). If \( r \geq e' \) then

\[ w_{n+ih^*} \neq w_{k+jh^*} \pmod{p^r}. \]

Proof. Suppose otherwise. Then

\[ w_{n+ih^*} \equiv w_{k+jh^*} \pmod{p^r}. \]

From the definitions of \( M_w^*(n, p^r) \) and \( M_w(k, p^r) \), we know that

\[ w_{n+ih^*} \equiv (M_w^*(n, p^r))^i w_n \pmod{p^r}, \]
\[ w_{k+jh^*} \equiv (M_w^*(k, p^r))^j w_k \pmod{p^r}, \]

and hence

\[ (M_w^*(n, p^r))^i w_n \equiv (M_w^*(k, p^r))^j w_k \pmod{p^r}. \]

It follows that

\[ g_w(n, k-n)(M_w^*(n, p^r))^i \equiv (M_w^*(k, p^r))^j \pmod{p^r}. \]

To obtain a contradiction we now apply Proposition 4.11 and Proposition 4.13 to compute the orders of \( M_w^*(n, p^r) \), \( M_w^*(k, p^r) \), and \( g_w(n, k-n) \).

By Proposition 4.11,

\[ \text{ord}_{p^r}(M_w^*(n, p^r)) = \text{ord}_{p^r}(M_w^*(k, p^r)) = p^{c+(r-e')/2}. \]

If we set \( p^l \parallel k-n \), then, since \( 1 \leq k-n < h^* \), Theorem 4.6 and the hypotheses imply that

\[ 0 \leq l < r^* = \left\lfloor \frac{1}{2}(r-e') \right\rfloor. \]

Moreover, by Proposition 4.13,

\[ \text{ord}_{p^r}(g_w(n, k-n)) = p^{c+r-e'-1} t, \]

for some integer \( t \) such that \( p \nmid t \).

By raising both sides of (4.17) to the power \( p^{c+(r-e')/2} \), we obtain

\[ g_w(n, k-n)^{p^{c+(r-e')/2}} \equiv 1 \pmod{p^r}, \]

and therefore \( p^{c+r-e'-l} \mid p^{c+(r-e')/2} \). But \( c+r-e'-l > c+r-e' - \left\lfloor \frac{1}{2}(r-e') \right\rfloor = c + \left\lfloor \frac{1}{2}(r-e') \right\rfloor \), a contradiction. \( \square \)
Proposition 4.15. Assume Hypothesis 4.3 and suppose that \( e = 1 \) and \( h(p^e) = p \). Assume as well that \( \text{ord}_{p'}(g_w(n, 1)) = p' \)’s, where \( p \nmid s \) and \( 1 \leq c < c' \). Suppose that \( r \geq c' \) and set \( h^* = h^*_w(l, p^r) \), for some \( l \geq 0 \).

If \( \nu(d, p^r) \neq 0 \), then there is a unique index \( n \), with \( 0 \leq n < h^* \), for which \( \nu^*_n(d, p^r) \neq 0 \). In particular, the summation (2.7) has at most a single nonzero term.

Proof. Suppose otherwise. Then there exist integers \( n \) and \( k \) such that \( 0 \leq n < k < h^*_w(l, p^r) \) and \( \nu^*_n(d, p^r) \neq 0 \) and \( \nu^*_k(d, p^r) \neq 0 \). But then we can find \( i \) and \( j \), with \( 0 \leq i \leq j < E^*_w(n, p^r) \), satisfying \( w_{n+i}h \equiv w_{k+j}h \equiv d \) (mod \( p^r \)). This contradicts Proposition 4.14. \( \square \)

5. Subsequences

The main theorem of this paper, Theorem 6.1, concerns the frequency distribution of \( p \)-singular elements of a \( p \)-regular second-order recurrence \( w(a, b) \). It turns out that these \( p \)-singular elements lie in a subsequence of \( w(a, b) \) and this subsequence is itself a second-order recurrence. In this section we set the stage for the proof by examining the structure of this subsequence of \( p \)-singular terms of \( w(a, b) \).

Suppose that \( w(a, b) \in \mathcal{F}(a, b) \) has \( p \)-singular terms. Then \( (w) \) is multiple of a translation of the generalized Fibonacci sequence \( u(a, b) \) modulo \( p \), i.e., \( w(a, b) \) lies in the same \( p \)-block as \( u(a, b) \). Since \( u(a, b) \) is \( p \)-regular, this forces \( w(a, b) \) to be \( p \)-regular as well. If \( w(a, b) \) is a multiple of a translation of \( u(a, b) \) modulo \( p^c \), then, by Corollary 2.15 of [2], \( w(a, b) \) is a multiple of a translation of \( u(a, b) \) modulo \( p^r \) for all \( r \geq c \), and the frequency distribution of its \( p \)-singular terms is determined by Theorem 6.9 of [2].

Our goal in §6 is to characterize the distribution frequencies of \( p \)-singular elements in the remaining case, when \( w(a, b) \) lies in the same \( p \)-block as \( u(a, b) \), but not in the same \( p^c \)-block. Note that this condition requires \( e > 1 \). If \( w(a, b) \) is such a sequence, then there exists a maximum integer \( m \) with the property that \( w(a, b) \) lies in the same \( p^m \)-block as \( u(a, b) \). In the following proposition, we prove that the \( p \)-singular elements of \( w(a, b) \) all lie in a subsequence of \( w(a, b) \) arising from subscripts in arithmetic progression, and that all of the \( p \)-singular terms of \( w(a, b) \) are exactly divisible by \( p^m \).

Proposition 5.1. Suppose that \( e > 1 \) and that \( w(a, b) \in \mathcal{F}(a, b) \) is a mot of \( u(a, b) \) modulo \( p \), but not a mot of \( u(a, b) \) modulo \( p^c \). Choose \( m \) maximal such that \( w(a, b) \) is a mot of \( u(a, b) \) modulo \( p^m \) and choose \( k \) minimal such that \( p \mid w_k \). Then the \( p \)-singular terms of \( w(a, b) \) have the following properties.
(a) The \( p \)-singular terms of \((w)\) form the subsequence \(w_n' = w_{k+nh(p)}\).

(b) If \(p \mid d\) and \(v(d, p^r) > 0\) for some \(r > m\), then \(p^m \parallel d\). Furthermore, \(m < e\).

**Proof.** (a) Since \(u(a, b) \in \mathcal{F}(a, b)\) is \(p\)-regular, \(u_l \equiv 0 \pmod{p}\) if and only if \(h(p) \mid l\), i.e., \(l = nh(p)\) for some \(n\). Since \(w(a, b)\) is a mot of \(u(a, b)\) modulo \(p\) and \(p \mid w_k\), we can find a \(p\)-regular integer \(c\) such that, for all \(l\), \(w_l \equiv c u_{l-k} \pmod{p}\). Consequently, \(w_l \equiv 0 \pmod{p}\) if and only if \(w_{l-k} \equiv 0 \pmod{p}\), i.e., if and only if \(l = k + nh(p)\).

(b) Since \(w(a, b)\) is a mot of \(u(a, b)\) modulo \(p^m\), it follows that \(w(a, b)\) is \(p\)-regular and therefore that \(w_n' = w_{k+nh(p)} \equiv M^n w_k \pmod{p^m}\), where \(M\) is an integer that is congruent, modulo \(p^m\), to the multiplier \(M_u(p^m)\). Moreover, \(w_n' \equiv 0 \pmod{p^m}\) for some \(n\), and since \(M^n\) is invertible modulo \(p^m\), it follows that \(w_n' \equiv 0 \pmod{p^m}\) for all \(n\). On the other hand, since \(w(a, b)\) is not a mot of \(u(a, b)\) modulo \(p^m+1\), no term of \(w(a, b)\) is divisible by \(p^{m+1}\). We now conclude that \(p^m \mathrel{|} w_n\) for all \(n\), and the first statement of (b) follows immediately. The fact that \(m < e\) follows from the hypothesis that \(w(a, b)\) is not a mot of \(u(a, b)\) modulo \(p^e\). \(\square\)

The next well-known proposition shows that subsequences of second-order recurrence sequences arising from arithmetic subsequences of the indices are also second-order recurrence sequences, though in general they do not belong to \(\mathcal{F}(a, b)\).

**Proposition 5.2.** Let \(w(a, b)\) be any second-order recurrence sequence and define \((w')\) by \(w'_n = w_{cn+m}\), where \(c\) is a fixed positive integer and \(m\) a fixed nonnegative integer. Then, for all \(n\),

\[w'_{n+2} = v_c w'_{n+1} - b^c w'_n.\]

Furthermore, if \(\alpha\) and \(\beta\) are the characteristic roots of \((w)\), then \((w')\) has characteristic roots \(\alpha^c\) and \(\beta^c\).

**Proof.** This is Lemma 2.10 of [2], and is proven in [8] and [11] for the general \(k\)-th order recurrence, where \(k \geq 2\). \(\square\)

The remainder of this section is devoted to a study of the situation described in Proposition 5.1, and in particular to an analysis of the structure of the subsequence \(w^*(a, b)\) of \(p\)-singular terms of \(w(a, b)\) and the computation of its structural parameters. To avoid needless repetition, we state the following hypothesis.

**Hypothesis 5.3.** Suppose that \(w(a, b) \in \mathcal{F}(a, b)\) is a mot of \(u(a, b)\) modulo \(p\), but not a mot of \(u(a, b)\) modulo \(p^e\). Let \(\alpha\) and \(\beta\) be the roots of the characteristic polynomial of \(w(a, b)\) and \(D(a, b) = a^2 - 4b\) its discriminant. Replacing \(w(a, b)\) with a translation, if necessary, assume that \(p^m \mathrel{|} w_0\).
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Let \( w_n^* = w_{n h(p)} \) be the subsequence of \( p \)-singular terms of \( (w) \) and \( w'_n = w_n^*/p^n = w_{n h(p)/p^n} \) the sequence of \( p \)-regular parts of the \( p \)-singular terms of \( w_n(a, b) \). Define \( a' = v_{h,w(p)} \) and \( b' = b_{h,w(p)} \). Let \( w'_n = u_{n h,(p)}/p^{\mathcal{D}(n)} \). Finally, for each positive integer \( r \), fix the following notation:

\[
\begin{align*}
\lambda(p^r) &= \lambda_w(p^r), & \lambda'(p^r) &= \lambda_w(p^r), & \lambda''(p^r) &= \lambda_w(p^r), \\
\lambda(p^r) &= h_w(p^r), & h'(p^r) &= h_w(p^r), & h''(p^r) &= h_w(p^r), \\
e &= e(w), & e' &= e(u'), & e'' &= e(w').
\end{align*}
\]

**Proposition 5.4.** Assume Hypothesis 5.3. Then \( w'_n \in \mathcal{F}(a', b') \) is a second-order recurrence satisfying

\[
(5.1) \quad w'_{n+2} = a' w'_{n+1} - b' w'_n,
\]

and the discriminant \( D' = D(a', b') \) is \( p \)-singular.

**Proof.** Equation (5.1) is an immediate consequence of Proposition 5.2. Let \( D = D(a, b) \) and \( h = h_w(p) \). By Lemma 2.9 of [2] and the definition of the discriminant,

\[
D' = D(a', b') = (a')^2 - 4b' = v_h^2 - 4b = Du_h^2.
\]

Since \( p \mid u_h \), it follows that \( D' \) is \( p \)-singular.

**Proposition 5.5.** Assume Hypothesis 5.3. Then the sequence \( (u') \) is \( p \)-regular and obeys the same recurrence relation as \( (w') \), that is, \( (u') \in \mathcal{F}(a', b') \). Moreover, \( e' = e(u') = 1 \) and \( h'(p) = h_w(p) = p \).

**Proof.** The fact that \( (u') \) satisfies the same recurrence as \( (w') \) and \( (u') \in \mathcal{F}(a', b') \) follows directly from Proposition 5.2.

We wish to apply Theorem 2.7. As in the proof of Proposition 5.4, \( (u') \) has \( p \)-singular discriminant \( D' = D(a', b') = Du_h^2 \). Moreover, since \( a' = v_{h,w(p)} \) and \( b' = b_{h,w(p)} \), we know that \( p \nmid a'b' \). Also, \( u_0' = u_0/p^\mathcal{D} = 0 \), while \( u_1' = u_1/h(p) \). Since \( p^\mathcal{D} \parallel u_h(p) \), it follows that \( p \nmid u_1' \), and consequently \( p \nmid 2u_1' - a'u_0' \). Finally, if \( p = 3 \), then \( v_h^2 - b_{h,p} \equiv 3b_{h,p} \not\equiv 0 \pmod{9} \). Therefore \( (u') \) satisfies the hypotheses of Theorem 2.7, and it follows that \( (u') \) is \( p \)-regular and \( e' = e(u') = 1 \).

Finally, Proposition 2.12 implies that \( h_{w}(p) \mid p - (D'_{p}) \). Since \( D' = Du_h^2 \) and \( p \mid u_h \), it follows that \( (D'_{p}) = 0 \), and hence \( h_{w}(p) \mid p \). Since \( (u') \) is \( p \)-regular, Theorem 4.1 implies that \( h_{w}(p) \neq 1 \), and therefore \( h_{w}(p) = p \), as desired. \( \square \)
Proposition 5.6. Assume Hypothesis 5.3. Then \( \lambda_{w'}(p^r) = \lambda_{w}(p^{r-m}) = \lambda''(p^{r-m}) \). Furthermore, \( \lambda''(p^{r-m}) \) divides \( \lambda(p^r)/h(p) \).

**Proof.** The fact that \( \lambda_{w'}(p^r) = \lambda_{w}(p^{r-m}) \) follows from the evident equivalence, for all \( \lambda \geq 0 \), of the following three statements:

\[
\begin{align*}
    w_n^* &\equiv w_{n+\lambda}^* \pmod{p^r}, \\
    p^m w_n' &\equiv p^m w_{n+\lambda}' \pmod{p^r}, \\
    w_n' &\equiv w_{n+\lambda}' \pmod{p^{r-m}}.
\end{align*}
\]

It is also clear that \( \lambda(p^r)/h(p) \) is a general period of \( (w^*) \). Therefore \( \lambda_{w'}(p^r) \), and consequently \( \lambda''(p^{r-m}) \) as well, divides \( \lambda(p^r)/h(p) \). \( \square \)

In practice, it may happen that one period of \( w(a, b) \) includes several cycles of the subsequence \( w_{nh(p)} \) that is used to define \( w'(a', b') \). It is convenient to keep track of the number of cycles that occur, and we do so with the following definition.

**Definition 5.7.** Assume Hypothesis 5.3. Define \( \delta = \delta_w(p^r) \), the discrepancy of \( w(a, b) \), to be the number of cycles of \( w_n^* = w_{nh(p)} \) occurring within a single cycle of \( w(a, b) \) modulo \( p^r \).

**Proposition 5.8.** Assume Hypothesis 5.3. Then \( \lambda(p^r)/h(p) = \delta \lambda''(p^{r-m}) \).

**Proof.** The proposition follows immediately from Proposition 5.6 and the definition of the discrepancy \( \delta_w(p^r) \). \( \square \)

**Proposition 5.9.** Assume Hypothesis 5.3 and suppose that \( p^m \parallel d \) and \( \nu_w(p^r) \neq 0 \) for some \( r > m \). Then \( \nu_w(d/p^m, p^{r-m}) = \delta \nu_w(d/p^m, p^{r-m}) \).

**Proof.** Suppose that \( w_k \equiv d \pmod{p^r} \) with \( 0 \leq k < \lambda_w(p^r) \). Then, by Proposition 5.1, \( k \equiv 0 \pmod{h(p)} \), and therefore, by Proposition 5.8, \( w_k = w_{nh(p)} = w_n^* \) for some \( n \) such that \( 0 \leq n < \lambda(p^r)/\lambda(p) = \delta \lambda''(p^{r-m}) \). It follows that \( \nu_w(d/p^r) = \delta \nu_w(d/p^r) \), and the proposition follows from the observation that \( w_n^* \equiv d \pmod{p^r} \) if and only if \( w_n' \equiv d/p^m \pmod{p^{r-m}} \). \( \square \)

In the next theorem, we express the restricted period \( h_{w'}(p^r) \) in terms of the parameters \( c \) and \( m \) of the original sequence \( w(a, b) \). One consequence of this computation is that \( h_{w'}(p) = 1 \), from which it follows that \( (w^*) \) is \( p \)-irregular and subject to the analysis given in §4.
Proposition 5.10. Assume Hypothesis 5.3. Then \( e'' = 2e - 2m \) and

\[
(5.2) \quad h''(p') = h_w(p') = \begin{cases} 
1 & \text{if } r \leq 2e - 2m, \\
pr^{-2e+2m} & \text{if } 2e - 2m < r.
\end{cases}
\]

Proof. Let \( h = h(p) \). We apply Proposition 2.13 to \( w(a, b) \) with \( c = h \), and with \( i = nh \) and \( j = (n + 1)h \), for arbitrary \( n \). Since \( e \) is the largest integer such that \( h(p') \mid h \), the parameter \( e \) takes the place of both \( l \) and \( m \) in Proposition 2.13, and hence, for all \( n \), the following congruences are true if and only if \( r \leq 2e - 2m \):

\[
\begin{align*}
& w_n w_{n+1} - w_{n+1} w_n \equiv 0 \pmod{pr'}, \\
& p^{2m} w_{n+1} w_{n+1}' - p^{2m} w_{n+1} w_{n+1}' \equiv 0 \pmod{pr'}, \\
& w_{n+1} w_{n+1}' - w_{n+1} w_{n+1}' \equiv 0 \pmod{p^{r-2m}}.
\end{align*}
\]

Since, by Proposition 5.1, the terms of \( w' \) are \( p \)-regular, it follows that, for all \( n \),

\[
\varrho_{w'}(n, 1) \equiv \varrho_{w'}(n + 1, 1) \pmod{p^{2e - 2m}},
\]

while, also for all \( n \),

\[
\varrho_{w'}(n, 1) \not\equiv \varrho_{w'}(n + 1, 1) \pmod{p^{2e - 2m + 1}}.
\]

We can now conclude that \( h''(p') = 1 \) when \( r \leq 2e - 2m \) and \( h''(p') > 1 \) when \( r > 2e - 2m \). This proves the first part of (5.2), as well as the assertion that \( e'' = 2e - 2m \). Moreover, since Proposition 5.1 (b) implies that \( 2e - 2m > 0 \), we see that \( h_w(p) = 1 \), and therefore \( (w') \) is \( p \)-irregular.

To complete the theorem, we apply Theorem 4.5 and Proposition 5.5. By Proposition 5.5, we know that \( e' = 1 \) and \( h'(p) = p \). Therefore, by Theorem 4.5, we have

\[
h''(p') = h_w(p') = \begin{cases} 
1 & \text{if } r \leq e'', \\
h'(p^{r-e''}) = h'(p^{r}) = h'(p) & \text{if } e'' < r < e'' + e', \text{ and} \\
h'(p^{r-e''}) = p^{r-e''-e'} h'(p) & \text{if } e'' + e' \leq r,
\end{cases}
\]

and hence

\[
h''(p') = h_w(p') = \begin{cases} 
1 & \text{if } r \leq 2e - 2m, \\
h'(p^{r-2e+2m}) = p^{r-2e+2m} & \text{if } 2e - 2m < r,
\end{cases}
\]

as desired. \( \square \)

The irregularity of the sequence \( (w') \), which we use implicitly throughout the remainder of the paper, is sufficiently important to single out in the following corollary.
Corollary 5.11. Assume Hypothesis 5.3. Then the sequence \((w')\) is \(p\)-irregular.

Having computed the restricted period \(h_{w'}(p')\), we turn to the special restricted periods \(h_{w'}^*(n, p')\).

Proposition 5.12. Assume Hypothesis 5.3, and let \(r^* = \max(\lceil \frac{1}{2}(r - 2e + 2m) \rceil, 0)\). Then

\[
(5.3) \quad h_{w'}^*(n, p') = p^{r^*} = \begin{cases} 
1 & \text{if } r \leq 2e - 2m, \\
p^{[(r - 2e + 2m)/2]} & \text{if } 2e - 2m < r.
\end{cases}
\]

Proof. We apply Theorem 4.6, Proposition 5.5, and Proposition 5.10. By Proposition 5.10, \(e'' = 2e - 2m\) and, by Proposition 5.5, \(e' = e(u') = 1\) and \(h'(p) = p\). Therefore Proposition 5.5 and Theorem 4.6 imply that

\[
h_{w'}^*(n, p') = h'(p^{r^*}) = \begin{cases} 
1 & \text{if } r \leq 2e - 2m, \text{ and} \\
p^{r^*} & \text{if } 2e - 2m < r,
\end{cases}
\]

as desired. \(\square\)

Proposition 5.13. Assume Hypothesis 5.3. Suppose that \(\text{ord}_{p^{2e-2m}}(g_{w'}(0, 1)) = p^r s\), where \(p \nmid s\) and \(1 \leq c < 2e - 2m\). Then

\[
\text{ord}_{p^{r-m}}(M_{w'}^*(n, p^{r-m})) = \begin{cases} 
s & \text{if } m < r \leq 2e - m - c, \\
p^{[(r - 2e + m + c)/2]} s & \text{if } 2e - m - c < r \leq 2e - m, \\
p^{[(r - 2e + m)/2]} s & \text{if } 2e - m < r.
\end{cases}
\]

Proof. Since, by Proposition 5.10, \(e'' = 2e - 2m\), Theorem 4.1 implies that \(g_{w'}(n, 1) \equiv g_{w'}(0, 1)\) for all \(n\). Thus, the proposition follows directly from Proposition 4.11, Proposition 5.10, and Proposition 5.5. \(\square\)

The next two propositions are somewhat technical in nature and are used in §6 to demonstrate the existence of residues with frequencies that are unbounded as a function of the power of the modulus \(p^r\).
Proposition 5.14. Assume Hypothesis 5.3. Suppose that \( \text{ord}_{p^{r-2}}(g_w(0,1)) = s \), where \( p \nmid s \). Then there exists a corresponding integer \( n \) with \( 0 \leq n < h(p^r) \) such that
\[
\text{ord}_{p^{r-2}}(g_w(nh(p), h(p^r))) = s.
\]

Proof. If \( r \leq e \), then \( h(p^r) = h(p) \). Since \( p^m \mid w_{kh(p)} \) for all \( k \), it follows that \( g_w(0,1) = g_w(0, h(p)) \), and hence the hypotheses, together with Proposition 3.1, imply that
\[
s = \text{ord}_{p^{r-2}}(g_w(0,1)) = \text{ord}_{p^{r-2}}(g_w(0,1)) = \text{ord}_{p^{r-2}}(g_w(0, h(p))),
\]
thus verifying the proposition with \( n = 0 \).

To prove the proposition for \( r > e \), we proceed by induction. To this end, fix \( r \geq e \) and assume the conclusion of the proposition is true for this \( r \). In particular, there is an integer \( n \) such that \( \text{ord}_{p^{r-2}}(g_w(nh(p), h(p^r))) = s \). To complete the induction we show that \( \text{ord}_{p^{r(r+1)-2m}}(g_w(nh(p) + ih(p^r), h(p^{r+1}))) = s \) for some integer \( i \).

Since \( r \geq e \), Theorem 2.10 implies that \( h(p^{r+1}) = ph(p^r) \). For \( 0 \leq i < j < p \), we see that \( r \) is the largest integer such that \( h_w(p^r) \mid (j - i)h(p^r) \), while \( r + 1 \) is the largest integer such that \( h(p^{r+1}) \mid ph(p^r) \). Consequently Proposition 2.13 implies, for \( 0 \leq i < j < p \), that
\[
\frac{w_{nh(p) + ih(p^r)} + h(p^{r+1})w_{nh(p) + jh(p^r)}}{w_{nh(p) + jh(p^r) + h(p^{r+1})w_{nh(p) + ih(p^r)}} \equiv 0 \quad (\text{mod } p^l)
\]
if and only if \( 2r + 1 \geq l \). Since \( p^m \mid w_{kh(p)} \) for all \( k \), (5.4) is equivalent to
\[
g_w(nh(p) + ih(p^r), h(p^{r+1})) \equiv g_w(nh(p) + jh(p^r), h(p^{r+1})) \quad (\text{mod } p^{l-2m})
\]
if and only if \( 2r + 1 \geq l \), and it follows that, for \( 0 \leq i < p \), the residues \( g_w(nh(p) + ih(p^r), h(p^{r+1})) \) are mutually congruent modulo \( p^{2r-2m+1} \) and pairwise incongruent modulo \( p^{2r-2m+2} \).

In order to apply Proposition 4.9, we express the previous observations in terms of the \( p \)-irregular subsequence \( (w^i) \). By Theorem 2.10, we see that
\[
g_w(n + ih(p^r)/h(p), p^{r+1-\epsilon}) \equiv g_w(n, p^{r+1-\epsilon}) \quad (\text{mod } p^{2r-2m+1})
\]
for \( 0 \leq i < p \), while
\[
g_w(n + ih(p^r)/h(p), p^{r+1-\epsilon}) \not\equiv g_w(n + jh(p^r)/h(p), p^{r+1-\epsilon}) \quad (\text{mod } p^{2r-2m+2}),
\]
for \( 0 \leq i < j < p \).
By Proposition 5.5 and Proposition 5.10, we know that \( e' = e(u') = 1 \) and \( h'(p) = h_w(p) = p \), so Proposition 4.9, along with the observation that \( e'' = 2e - 2m \), implies that

\[
\varphi_w(n + ih(p^r)/h(p), p^{r+1-e}) \equiv \varphi_w(n, p^{r+1-e}) \\
\equiv \varphi_w(n, p^{r-e})^p \pmod{p^{2r-2m+1}},
\]

and therefore

\[
\varphi_w(nh(p) + ih(p^r), h(p^{r+1})) \equiv \varphi_w(nh(p), h(p^{r+1})) \\
\equiv \varphi_w(nh(p), h(p^r))^p \pmod{p^{2r-2m+1}}.
\]

Raising both sides to the power \( p \), it follows that

\[
(5.5) \quad \varphi_w(nh(p) + ih(p^r), h(p^{r+1}))^p \equiv \varphi_w(nh(p), h(p^r))^p \pmod{p^{2r-2m+2}}.
\]

Since, by our induction hypothesis, \( \text{ord}_{p^{2r-2m}}(\varphi_w(nh(p), h(p^r))) = s \), it follows that \( \text{ord}_{p^{2r-2m+2}}(\varphi_w(nh(p), h(p^r))^p) = s \), and hence \( \text{ord}_{p^{2r-2m+2}}(\varphi_w(nh(p) + ih(p^r), h(p^{r+1}))^p) = s \) or \( ps \) for each \( i \). However, these residues constitute all \( p \) distinct solutions to the congruence \( x^p \equiv \varphi_w(nh(p), h(p^r))^p \pmod{p^{2r+2}} \), and it follows from the structure of \( (\mathbb{Z}/p^{2r+2}\mathbb{Z})^* \) that exactly one of them has order \( s \). \( \square \)

**Proposition 5.15.** Assume Hypothesis 5.3. Suppose that \( \text{ord}_{p^{2r-2m}}(\varphi_w(0, 1)) = s \), where \( p \nmid s \), and that \( r - m \geq 2e - 2m \). Then there exists a corresponding integer \( n \) with \( 0 \leq n < h(p^r) \) such that

\[
\text{ord}_{p^{r-m}}(\varphi_w(n, h_w^*(n, p^{r-m}))) = s.
\]

**Proof.** Let \( (r - m)^* = \max([\frac{1}{2}(r - m - (2e - 2m)), 0]) = \frac{1}{2}(r - 2e + m) \). We apply Proposition 5.14 with \( \tilde{r} = (r - m)^* + e \) in place of \( r \). Clearly,

\[
2\tilde{r} - 2m = 2(r - m)^* + 2e - 2m = \begin{cases} r - m & \text{if } r - m \text{ is even, and} \\ r - m + 1 & \text{if } r - m \text{ is odd.} \end{cases}
\]

Moreover, by Theorem 2.10,

\[
h(p^\tilde{r}) = h(p^{(r-m)^*+e}) = p^{(r-m)^*} h(p).
\]

Finally, since \( p^m \parallel w_{hh(p)} \) for all \( k \), Proposition 5.12 implies that

\[
\varphi_w(nh(p), p^{(r-m)^*} h(p)) = \varphi_w(n, p^{(r-m)^*}) = \varphi_w(n, h_w^*(n, p^{r-m})).
\]
Therefore, if \( r - m \) is even, the conclusion of Proposition 5.14 is

\[
\text{ord}_{p^{r-m}}(g_w'(n, h^*_w(n, p^{r-m}))) = s,
\]
as desired. On the other hand, if \( r - m \) is odd, the conclusion is

\[
\text{ord}_{p^{r-m+1}}(g_w'(n, h^*_w(n, p^{r-m}))) = s,
\]
and we apply Proposition 3.1 to obtain the desired result. \( \square \)

**Proposition 5.16.** Assume Hypothesis 5.3. If \( e - m < f \), then

\begin{align*}
\text{ord}_{p^{e-m}}(g_w'(0, 1)) &= s \\
\text{ord}_{p^{e-m+1}}(g_w'(0, 1)) &= ps,
\end{align*}

and, if \( f < e - m \), then

\[
\text{ord}_{p^{e-m}}(g_w'(0, 1)) = p^{(e-m)-f}s.
\]

**Proof.** Let \( h = h_w(p) = h_w(p^r) \), and suppose that \( 0 \leq M < p^{r+1} \) satisfies

\[w_{h+1} \equiv Mw_1 \pmod{p^{r+1}}.\]

Then clearly

\[(5.6) \quad M \equiv M(p^r) \pmod{p^r},\]

and hence

\[w_h \equiv Mw_0 \pmod{p^r} \quad \text{and} \quad w_{h+1} \equiv Mw_1 \pmod{p^r}.\]

If it is also true that \( w_h \equiv Mw_0 \pmod{p^{r+1}} \), then an easy induction argument shows that \( w_{h+i} \equiv Mw_i \pmod{p^{r+1}} \) for all \( i \), contrary to the maximality of \( e \). Therefore \( w_h \not\equiv Mw_0 \pmod{p^{r+1}} \). Suppose, then, that \( 0 \leq K < p^{r+1} \) satisfies

\[w_h \equiv K w_0 \pmod{p^{r+1}}.\]

Then \( K w_0 \equiv M w_0 \pmod{p^r} \) and, since \( p^m \parallel w_0 \), it follows that \( K \equiv M + lp^{r-m} \pmod{p^{r-m+1}} \), for some integer \( l \) that is relatively prime to \( p \). Since \( p^m \parallel w_0 \) and \( p^m \parallel w_h \), it follows that

\[w'_h \equiv M w'_0 \pmod{p^{r-m}} \quad \text{and} \quad w'_{h+1} \equiv (M + lp^{r-m})w'_0 \pmod{p^{r-m+1}},\]

\[w_h \equiv Mw_0, \quad w_{h+1} \equiv Mw_1.\]
and therefore

\[ g_{w'}(0, 1) \equiv M \pmod{p^{e-m}} \quad \text{and} \]
\[ g_{w'}(0, 1) \equiv (M + lp^{e-m}) \pmod{p^{e-m+1}}. \]

Now suppose that \( e - m < f \). Then \( h(p^{e-m}) = h(p^{e-m+1}) = h(p^e) \) and, since \( e - m + 1 \leq f \), Theorem 2.10 and (5.6) yield

\[ \text{ord}_{p^{e-m}}(M) = \text{ord}_{p^{e-m}}(M(p)) = s, \quad \text{and} \]
\[ \text{ord}_{p^{e-m+1}}(M) = \text{ord}_{p^{e-m+1}}(M(p)) = s. \]

The binomial theorem now yields

\[ (M + lp^{e-m})^s \equiv M^s + sM^{s-1}lp^{e-m} \pmod{p^{e-m+1}} \]
\[ \equiv 1 + sM^{s-1}lp^{e-m} \pmod{p^{e-m+1}}, \]

and hence, by Proposition 3.1,

\[ \text{ord}_{p^{e-m+1}}(g_{w'}(0, 1)) = ps, \]

as desired.

Now suppose that \( e - m < f \). Again \( h(p^{e-m}) = h(p^e) \) and, by Theorem 2.10 and (5.6),

\[ \text{ord}_{p^{e-m}}(g_{w'}(0, 1)) = \text{ord}_{p^{e-m}}(M) = \text{ord}_{p^{e-m}}(M(p)) = p^{(e-m)-f} s, \]

as desired. \( \square \)

**Proposition 5.17.** Assume Hypothesis 5.3. If \( e - m < f \), then

\[ \text{ord}_{p^{e-m}}(g_{w'}(0, 1)) = \begin{cases} 
  s & \text{if } r \leq e, \\
  p^{r-e}s & \text{if } e < r,
\end{cases} \]

and if \( f < e - m \), then

\[ \text{ord}_{p^{e-m}}(g_{w'}(0, 1)) = \begin{cases} 
  s & \text{if } r \leq m + f, \\
  p^{r-m-f}s & \text{if } m + f < r.
\end{cases} \]

**Proof.** Both equations (5.8) and (5.9) follow immediately from Proposition 5.16 and Proposition 3.1. \( \square \)
Proposition 5.18. Assume Hypothesis 5.3. Then

\[ \text{ord}_{p^{2e-2m}}(g_{w'}(0, 1)) = p^c s, \]

for some \( c \) that satisfies \( 0 \leq c \leq 2e - 2m - f \). Moreover, for each such integer \( c \), there is a \( p \)-regular sequence \( w_c(a, b) \in \mathcal{F}(a, b) \) for which \( \text{ord}_{p^{2e-2m}}(g_{w_c}(0, 1)) = p^c s \).

Proof. Since \( p^m \parallel w_0 \) and \( p^m \parallel w_{h(p)} \), it follows that \( g_{w'}(0, 1) = g_w(0, h(p)) \). Thus, Theorem 2.10 yields

\[ \text{ord}_{p^e}(g_{w'}(0, 1)) = \text{ord}_{p^e}(g_w(0, h(p))) = \text{ord}_{p^e}(M(p^f)) = s. \]

Now choose \( k \geq f \) maximal such that \( \text{ord}_{p^e}(g_w(0, h(p))) = s \). If \( 2e - 2m \leq k \), then (5.10) is true with \( c = 0 \). Otherwise, Proposition 3.1 implies that

\[ \text{ord}_{p^{2e-2m}}(g_{w'}(0, 1)) = \text{ord}_{p^{2e-2m}}(g_w(0, h(p))) = p^{2e-2m-k} s, \]

and (5.10) is true with \( c = 2e - 2m - k \). Clearly in both cases \( 0 \leq c \leq 2e - 2m - f \).

To prove the converse, let \( \mathcal{F}_m(a, b) \subseteq \mathcal{F}(a, b) \) be the subset of \( p \)-regular sequences \( w(a, b) \in \mathcal{F}(a, b) \) for which \( p^m \parallel w_n \), for some \( n \), and set

\[
\begin{align*}
\Omega &= \{ k \in \mathbb{Z}/p^{2e-2m} \mathbb{Z}; k \equiv g_{w'}(0, 1) \pmod{p^{2e-2m}} \text{ for some } w(a, b) \in \mathcal{F}_m(a, b) \} \\
\Gamma &= \{ k \in \mathbb{Z}/p^{2e-2m} \mathbb{Z}; k \equiv M(p^e) \pmod{p^{e-m}} \text{ and } k \not\equiv M(p^e) \pmod{p^{e-m+1}} \}.
\end{align*}
\]

We claim that \( \Omega = \Gamma \).

To begin, we apply an argument, similar to that used in Proposition 5.16 to obtain (5.7), to show that \( \Omega \subseteq \Gamma \). Suppose that \( k \in \Omega \), and choose \( w \) such that \( k \equiv g_{w'}(0, 1) \pmod{p^{2e-2m}} \). Let \( h = h_w(p) = h_w(p^e) \), and let \( M \) be an integer that satisfies

\[ w_{h+1} \equiv M w_1 \pmod{p^{e+1}}. \]

Then \( w_{h+1} \equiv M w_1 \pmod{p^e} \) and, certainly, \( w_{h+1} \equiv M(p^e) w_1 \pmod{p^e} \), so

\[ M \equiv M(p^e) \pmod{p^e}. \]

Since \( k \in \Omega \) and \( e \geq m + 1 \),

\[ k \equiv g_{w'}(0, 1) \pmod{p^{e-m+1}}. \]
Since \( p^m \| w_0 \) and \( p^m \| w_h \), we obtain the following congruences:

\[
\begin{align*}
w_h & \equiv kw_0 \pmod{p^{e+1}} \\
w_h & \equiv kw_0 \pmod{p^e},
\end{align*}
\]

and therefore

\[
k \equiv M(p^e) \pmod{p^{e-m}}.
\]

It now follows as well that

\[
k \equiv M \pmod{p^{e-m}}.
\]

On the other hand, if

\[
k \equiv M(p^e) \pmod{p^{e-m+1}} \\
\equiv M \pmod{p^{e-m+1}},
\]

then \( kw_0 \equiv Mw_0 \pmod{p^{e+1}} \), and hence

\[
(5.12) \quad w_h \equiv Mw_0 \pmod{p^{e+1}}.
\]

However, (5.11) and (5.12), together with an easy induction argument, contradict the minimality of \( e \). Hence \( k \not\equiv M(p^e) \pmod{p^{e-m+1}} \), and \( k \in \Gamma \), as desired.

To complete the proof that \( \Omega = \Gamma \), we show that \( |\Omega| = |\Gamma| \). It is an easy exercise to verify that \( |\Gamma| = \varphi(p^{e-m}) \).

Now, if \( w(a, b) \) and \( x(a, b) \) are sequences in \( \mathcal{F}_m(a, b) \) and \( h = h(p) \), then the following statements are equivalent:

\[
\begin{align*}
\theta_w'(0, 1) & \equiv \theta_x'(0, 1) \pmod{p^{2e-2m}} \\
w_0'x_0' - x_0'w_0' & \equiv 0 \pmod{p^{2e-2m}} \\
w_0x_h - x_0w_h & \equiv 0 \pmod{p^{2e}}.
\end{align*}
\]

By Proposition 2.14, this last statement is true if and only if \( w(a, b) \) and \( x(a, b) \) lie in the same \( p^e \)-block. It follows that \( |\Omega| \) is equal to the number \( T_m(p^e) \) of \( p \)-regular \( p^e \)-blocks of \( \mathcal{F}(a, b) \) that contain a sequence \( w(a, b) \) for which \( p^m \| w_n \), for some \( n \). We can determine \( T_m(p^e) \) by enumerating the sequences in \( \mathcal{F}_m(a, b) \) and applying Proposition 2.15. Each sequence \( w(a, b) \in \mathcal{F}_m(a, b) \) is determined by a pair of consecutive terms \((w_n, w_{n+1})\), with \( p^m \| w_n \), \( p \nmid w_{n+1} \), and \( 0 \leq n < h(p) \). Since there are \( \varphi(p^{e-m}) \) integers \( w_n \) such that \( p^m \| w_n \) and \( 0 \leq w_n < p^e \), and \( \varphi(p^e) \)
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integers $w_{n+1}$ such that $p \nmid w_{n+1}$ and $0 \leq w_{n+1} < p^e$, it follows that $|\mathcal{F}_m(a,b)| = \varphi(p^{e-m})\varphi(p^e)h(p)$. Proposition 2.15 now implies that

$$T_m(p^e) = \frac{\varphi(p^{e-m})\varphi(p^e)h(p)}{\varphi(p^e)h(p)} = \varphi(p^{e-m}).$$

We can now conclude that $|\Omega| = |\Gamma|$, and hence $\Omega = \Gamma$, as claimed above.

The rest of the theorem now follows from Proposition 3.4. \hfill \square

6. Bounds for frequency distributions for regular recurrences

In this final section, we prove our main theorem, Theorem 6.1, which describes the distribution of frequencies modulo $p^e$ of $p$-singular terms of a $p$-regular second-order recurrence that lies in the same $p$-block as the generalized Fibonacci sequence $u(a,b)$, but not in the same $p^e$-block. This result, together with the previously published results in [2], provide a precise description of the frequency distribution functions of $p$-regular second-order recurrences in terms of the global parameters $e$ and $f$.

**Theorem 6.1.** Suppose that $e > 1$ and that $w(a,b) \in \mathcal{F}(a,b)$ is a mot of $u(a,b)$ modulo $p$, but not a mot of $u(a,b)$ modulo $p^e$. Choose $m$ maximal such that $w(a,b)$ is a mot of $u(a,b)$ modulo $p^m$ and $n$ minimal such that $p \mid w_n$.

If $p \mid d$ and $\nu(d,p^e) > 0$, then $p^m \mid d$. Furthermore,

$$\nu(d,p^e) = \begin{cases} p^{e-f} & \text{if } m < r \leq \min(m+f,e), \\ p^m & \text{if } e - m > f \text{ and } \min(m+f,e) < r, \text{ and} \\ p^{e-f} & \text{if } e - m < f \text{ and } \min(m+f,e) < r. \end{cases}$$

If $e - m = f$, then

$$\nu(d,p^e) = p^\min(r-f,e-f),$$

and, if $\gamma = 0$ and $r > 2e - m$, then, there exists a residue $d$ such that $p^m \parallel d$ and

$$\nu(d,p^e) \geq p^{e-f-[2e-m]/2} = p^{e-f-[r-f]/2}.$$
Proof. Suppose that \( w(a, b) \) satisfies the hypotheses of the theorem and that \( d \) is divisible by \( p \) and satisfies \( \nu_w(d, p^r) > 0 \). The fact that \( p^m \parallel d \) follows from Proposition 5.1. Moreover, by (2.9), we lose no generality by replacing \( w(a, b) \) with a translation, and hence we can assume that \( w(a, b) \) satisfies Hypothesis 5.3. By Proposition 5.9, if we set \( d' = d/p^m \), we obtain

\[
(6.4) \quad \nu_w(d, p^r) = \delta \nu_w(d/p^m, p^{r-m}) = \delta \nu_{d'}(d', p^{r-m}).
\]

We now set \( (r - m)^* = \max(\lfloor \frac{1}{2}(r + m - 2e) \rfloor, 0) \) and apply, in turn, Proposition 5.9, (2.7), Proposition 4.7, Proposition 5.8, and Theorem 2.10 to the \( p \)-irregular sequence \( w'(a', b') \) to obtain

\[
(6.5) \quad \nu_w(d, p^r) = \delta \nu_w(d', p^{r-m})
\]

\[
= \delta \sum_{n=0}^{h_w'(p^{r-m})-1} \nu_{w', n}(d', p^{r-m}) = \delta \sum_{n \in \Omega} \lambda(p^r)/h(p) h(n(p^{r-m})^*) = \delta \sum_{n \in \Omega} \frac{p^{r-f}s}{\text{ord}_{p^{r-m}}(M_w'(n, p^{r-m}))},
\]

where \( \Omega = \{ n; 0 \leq n < h_w'(p^{r-m}) \} \) and \( \nu_{w', n}(d', p^{r-m}) \neq 0 \} \).

We complete the theorem by applying (6.5) in several cases corresponding to the parts of (6.1).

Case 1. \( m < r \leq \min(m + f, e) \).

Since \( m < e \), the hypothesis that \( r \leq e \) implies that \( r < 2e - m \), and hence \( (r - m)^* = \max(\lfloor \frac{1}{2}(r + m - 2e) \rfloor, 0) = 0 \). Therefore, by Proposition 5.12, \( h_w'(n, p^{r-m}) = h_w(p^{r-m}) = h'(p^{r-m}) = 1 \). It follows that the summation (2.7) has only a single term, corresponding to \( n = 0 \). Moreover, since \( h_w'(n, p^{r-m}) = 1 \), we also see that \( M_{w'}(0, p^{r-m}) = g_w(0, 1) \mod p^{r-m} \). Since \( p^m \parallel w_0 \) and \( p^m \parallel w_{h(p)} \), it follows that \( g_w(0, 1) = g_w(0, h(p)) \) and, since \( r - m \leq f \), Theorem 2.10 shows that \( \text{ord}_{p^{r-m}}(g_w(0, h(p))) = s \). Therefore, (6.5) yields

\[
\nu_w(d, p^{r-m}) = \frac{p^{r-f}s}{s} = p^{r-f}.
\]

Case 2. \( e - m > f \) and \( \min(m + f, e) < r \).

First, note that since \( e - m > f \), we know that \( e > m + f \), and hence the second hypothesis reduces to \( m + f < r \).

Suppose as well that \( r \leq 2e - m \). Then, as in Case 1, \( (r - m)^* = 0, h''(p^{r-m}) = 1 \), and the summation (2.7) has only a single term, corresponding to \( n = 0 \). As before,
Now suppose that $2e - m < r$. Then $h''(p(r-m)') > 1$. We claim, however, that the summation (6.5) still has has only one nonzero term. This follows immediately from Proposition 4.15 once we establish the hypothesis that $	ext{ord}_{p^{e''}}(\varrho_w(0,1)) = p^{e''}s$, where $p \nmid s$ and $1 \leq c < e''$.

But we know that $e'' = 2e - 2m = 2(e - m) > f$, so $e'' + m > f + m$. Therefore, Proposition 5.17 implies that $	ext{ord}_{p^{e''}}(\varrho_w(0,1)) = p^{e''}s$. Consequently, setting $c = e'' - f > 0$, we have established the hypotheses of Proposition 4.15. Therefore the summation (6.5) reduces to

\[(6.6) \quad \nu_w(d, p^f) = \frac{p^{r-f^*} s / h''(p(r-m)')}{\text{ord}_{p^{r-m}}(M^*_w(n, p^{r-m}))},\]

where the index $n$ is chosen so that $\nu_{w,k}^*(d', p^{r-m}) \neq 0$.

Now, Proposition 5.12 implies that $h''(p(r-m)') = p^2(2e-m)/2$ and Proposition 5.13 implies that $\text{ord}_{p^{r-m}}(M^*_w(n, p^{r-m})) = p^{e+(2e-m)/2}$. Finally, (6.6) yields

\[
\nu_w(d, p^f) = \frac{p^{r-f^*} s / h''(p(r-m)')}{\text{ord}_{p^{r-m}}(M^*_w(n, p^{r-m}))} = \frac{p^{r-f^*} s / p^{2e-m}/2}{p^{e+(2e-m)/2}} s = p^{r-f-(2e-m)/2} = p^{e-f-c} = p^m,
\]
as desired.

**Case 3.** $e - m < f$ and $\min(m + f, e) < r$.

In this case, note that since $e - m \leq f$, we know that $e \leq m + f$, and hence the second hypothesis reduces to $e < r$.

As in Case 2, we first consider the situation when $r \leq 2e - m$. Once again $(r - m)^* = 0$, $h''(p(r-m)') = 1$, and the summation (2.7) has only a single term, corresponding to $n = 0$. As in both previous cases, $M^*_w(0, p^{r-m}) \equiv \varrho_w(0,1) (\mod p^{r-m})$, and this time $e - m \leq f$ and $e < r$, so Proposition 5.17 implies that $\text{ord}_{p^{r-m}}(\varrho_w(0,1)) = p^{e-f}$. Therefore, (6.5) yields

\[
\nu_w(d, p^{r-m}) = \frac{p^{r-f^*} s}{p^{e-f}s} = p^{e-f}.
\]

Now suppose that $2e - m < r$. Then $h''(p(r-m)') > 1$, but again we claim that the summation (6.5) has only one nonzero term. Again, this follows from
Proposition 4.15 once we establish the hypothesis that $\text{ord}_{p^c}(q_{w^0}(0,1)) = p^c s$, where $p \nmid s$ and $1 \leq c < e''$.

In this case, since $m < c$, we see that $e'' + m = 2e - m \geq c$, so Proposition 5.17 implies that $\text{ord}_{p^{e''}}(q_{w^0}(0,1)) = p^{e'' + m - c} s = p^{e - m} s$.

Thus, we have established the remaining hypothesis of Proposition 4.15, with $c = e - m > 0$, and can proceed to evaluate (6.6). Once again, Proposition 5.12 implies that $h''(p^{r - (2e - m)/2}) = p^{(r - (2e - m)/2)}$, and Proposition 5.13 implies that $\text{ord}_{p^c}(M_{w^0}^*(n, p^{r - m})) = p^{e + (r - (2e - m)/2)} s$. Thus, (6.6) yields

$$\nu_w(d, p^r) = \frac{p^{r - f} s / h''(p^{r - m})}{\text{ord}_{p^{e'}}(M_{w^0}^*(n, p^{r - m}))} = \frac{p^{r - f} / p^{(r - (2e - m)/2)}}{p^{e + (r - (2e - m)/2)} s} = \frac{p^{r - f - (r - (2e - m)/2) - e - (r - (2e - m)/2)}}{p^{2e - m - f - e} = p^{e - f}}$$

as desired.

The remaining two cases, those for which $e - m = f$, require the construction of the parameter $\gamma$. The existence of $\gamma$ and of sequences $w(a, b) \in \mathcal{F}(a, b)$ that satisfy the hypotheses of the theorem and for which $\gamma$ takes on each of the values $0 \leq \gamma \leq f$ is proven in Proposition 5.18, once the observation is made that $2e - 2m - f = f$.

**Case 4.** $e - m = f$, $r > e$, and $\gamma \geq 1$.

As in the previous cases, we start by assuming $r \leq 2e - m$. Then $(r - m)^* = 0$, $h''(p^{(r - m)^*}) = 1$, and the summation (2.7) has only a single term, corresponding to $n = 0$. As before, $M_{w^0}^*(0, p^{r - m}) \equiv q_{w^0}(0,1) \pmod{p^{r - m}}$. By (6.2) and Proposition 3.1, and the observation that $(r - m) - (2e - 2m) + \gamma = r - 2e + m + \gamma = r - e - f + \gamma$, we obtain

$$\text{ord}_{p^{r - m}}(q_{w^0}(0,1)) = \begin{cases} s & \text{if } r \leq 2e - m - \gamma, \text{ and} \\ p^{r - e - f + \gamma} s & \text{if } 2e - m - \gamma < r. \end{cases}$$

Therefore, (6.5) yields

$$\nu_w(d, p^{r - m}) = \begin{cases} p^{r - f} / s & \text{if } r \leq 2e - m - \gamma, \text{ and} \\ p^{r - e - f + \gamma} / s & \text{if } 2e - m - \gamma < r. \end{cases}$$

Now, $r \leq 2e - m - \gamma$ is equivalent to $r - f \leq 2e - m - \gamma - f = e - \gamma$, so (6.3) follows from (6.7).

Now suppose that $2e - m < r$. Then $h''(p^{(r - m)^*}) > 1$. However, setting $c = \gamma > 0$, we see that all the hypotheses of Proposition 4.15 are true, and therefore the summation (6.5) has only one nonzero term. As usual, we must evaluate (6.6).
As in the previous cases, Proposition 5.12 implies $h''(p^{(r-m)^*}) = p^{(r-2e+m)/2}$, and Proposition 5.13 implies that

$$\text{ord}_{p^{r-m}}(M_{w^r}(n, p^{r-m})) = p^{e+[(r-2e+m)/2]}s = p^{\gamma + [(r-2e+m)/2]}s.$$ 

Thus, (6.6) yields

$$\nu_w(d, p^r) = \frac{p^{r-f^*}s/h''(p^{(r-m)^*})}{\text{ord}_{p^{r-m}}(M_{w^r}(n, p^{r-m}))} = p^{2e-m-f^*}\gamma = p^{e-\gamma}.$$ 

Since $r > 2e - m > 2e - m - \gamma$, we know that $r - f > e - \gamma$, and (6.3) follows immediately.

**Case 5.** $e - m = f$, $r > 2e - m$, and $\gamma = 0$.

By Proposition 5.15, we can find $n$ with $0 \leq n < h(p^r)$ such that

(6.8) $\text{ord}_{p^{r-m}}(M_{w^r}(n, p^{r-m})) = \text{ord}_{p^{r-m}}(g_w(n, h^*(n, p^{r-m}))) = s$.

If we now choose $d$ such that $d \equiv w_{nh(p)}$, then Proposition 5.1 implies that $p^m \parallel d$ and, clearly, $\nu_{w^*, n}(d', p^{r-m}) \neq 0$.

By hypothesis, $r > 2e - m$, and therefore $h''(p^{(r-m)^*}) > 1$. Since $\gamma = 0$, we are unable to apply Proposition 4.15 and return instead to (6.5). By our choice of $d$ in the previous paragraph, we know that $\Omega$ is not empty, and we can rewrite (6.6) as an inequality:

(6.9) $\nu_w(d, p^r) \geq \frac{p^{r-f^*}s/h''(p^{(r-m)^*})}{\text{ord}_{p^{r-m}}(M_{w^r}(n, p^{r-m}))}$.

We now proceed as in the previous cases. Since Proposition 5.12 implies that $h''(p^{(r-m)^*}) = p^{(r-2e+m)/2}$, (6.9) and (6.8) yield

$$\nu_w(d, p^r) \geq \frac{p^{r-f^*}s/h''(p^{(r-m)^*})}{\text{ord}_{p^{r-m}}(M_{w^r}(n, p^{r-m}))} = \frac{p^{r-f}s/p^{(r-2e+m)/2}}{s} = p^{r-f-[(r-2e+m)/2]} = p^{r-f-[(r-e-m)/2]}$$

as desired. \qed
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