ON ZAREMBA’S BOUNDARY VALUE PROBLEM FOR HARMONIC FUNCTIONS OF SMIRNOV CLASSES
Abstract. Analogously to Smirnov classes of analytic functions, Smirnov classes of harmonic functions are introduced and mixed Zaremba's boundary value problem is studied in them, i.e., the problem of constructing a harmonic function when on a part of the boundary its values are given, while on the remaining part the values of its normal derivative.
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The Boundary value problems for harmonic functions of two variables are studied well enough under different assumptions for unknown functions (see, e.g., [1–6]). Because of the fact that such harmonic functions are real parts of analytic functions, the properties of the latter often play an important role in studying boundary value problems. One of the most interesting classes is the set of those functions, analytic in the given domain \( D \), whose integral \( p \)-means along a sequence of curves converging to the domain boundary are uniformly bounded. These classes are generalizations of Hardy classes \( H^p \) and are called Smirnov classes \( E^p(D) \) (see, e.g., [7], Ch. IX-X, [8]). The functions from these classes are representable for \( p \geq 1 \) by the Cauchy integral and possess a number of various important properties, so they are frequently encountered in the theory of functions. These properties are also preserved for harmonic functions from the class \( e^p(D) \) which is composed of the real parts of functions from \( E^p(D) \). It was that fact that evoked great interest in the theory of boundary value problems for harmonic functions from \( e^p(D) \). The Dirichlet, Neumann and Riemann–Hilbert problems in domains with arbitrary piecewise smooth boundaries have been studied in [9–13]. Boundary value problems have also been considered in those classes which are defined analogously to Smirnov classes, or represent their generalizations ([14]–[15]).

Our aim is to consider in these classes the problem when some value of an unknown harmonic function is given on one part of the boundary and the value of its derivative in the direction of the normal is given on the supplementary part of the boundary. S. Zaremba [16] was the first who considered this problem, and that is why the problem is called after his name, Zaremba’s problem (see, e.g., [17]). This problem is a particular case of the so-called mixed problems for elliptic equations (see [18], p. 16; references concerning these problems can be found on pages 201–202 therein). The simplest solution of Zaremba’s problem under the assumption that the boundary function is differentiable along the whole boundary, is given in [19]. In [20] we can find an explicit solution of the problem for a half-plane when the boundary functions belong to the Hölder class. The more general problem \( a \frac{\partial u}{\partial n} + bu = c \) (or \( a \frac{\partial u}{\partial x} + b \frac{\partial u}{\partial y} + cu = d \)) has been investigated thoroughly in [2], [3], [24], etc. However, in all those works the assumptions regarding the coefficients do not cover the problem of our interest.

In the present paper we pose and investigate the problem of Zaremba in a sufficiently wide weighted Smirnov class \( e(\Gamma_1,p,\rho_1),\Gamma_2(p_2)) \), first in a circle (Sections 3–7) and then in domains bounded by Lyapunov curves (Section 8). In Section 9 we consider the mixed boundary value problem in a more narrow (than that mentioned above) class of harmonic functions.

1°. Some Definitions.
Let \( U \) be the unit circle \( \{ z : |z| < 1 \} \) bounded by the circumference \( \gamma = \{ \tau : |\tau| = 1 \} \), and let \( \gamma_k = [a_k,b_k], \ k = \overline{1,m}, \) be arcs separately lying on it; note that the points \( a_1, b_1, a_2, b_2, \ldots, a_m, b_m \) follow each other in the
positive direction on $\gamma$. Let $m_1$ be an integer from the segment $[0, 2m]$. We denote by $c_1, c_2, \ldots, c_{2m}$ the points $a_k, b_k, k = 1, m$, taken arbitrarily and consider in the plane cut along the set of curves $\Gamma_1 = \bigcup_{k=1}^{m} \gamma_k$ the analytic functions

$$
\Pi_1(z) = \sqrt{\prod_{k=1}^{m_1}(z-c_k)}, \quad \Pi_2(z) = \sqrt{\prod_{k=m_1+1}^{2m}(z-c_k)},
$$

where of the first we take an arbitrary branch and the second function we choose in such a way that the function

$$
R(z) = \frac{\Pi_1(z)}{\Pi_2(z)}
$$

(1)
decomposes in the neighborhood of the point $z = \infty$ as follows:

$$
R(z) = z^{m-m_1} + A_1z^{m-m_1+\cdots}
$$

(see [2], p. 277). For $z = t \in \Gamma_1$, under $\Pi_1(t), \Pi_2(t)$, $R(t)$ we will mean the value which the corresponding function takes on the left of $\Gamma_1$.

Let $q > 1,$

$$
\omega(t) = \frac{2m}{m_1} |t-c_k|^{\alpha_k}, \quad -\frac{1}{q} < \alpha_k < \frac{1}{q'}, \quad q' = \frac{q}{q-1},
$$

and let $\Gamma$ be a measurable set on $\gamma$. By $L^q(\Gamma; \omega)$ we denote the set of measurable on $\Gamma$ (by the arc measure $ds$) functions $f$ for which

$$
\int_{\Gamma} |f(t)\omega(t)|^q ds < \infty.
$$

Suppose $L^q(\Gamma) = L^q(\Gamma; 1), L(\Gamma) \equiv L^1(\Gamma)$.

Next, let $[a_k', b_k']$ be the arcs lying on $\Gamma_k$ (the point $b_k'$ follows $a_k'$ in the direction on $\gamma_k$ from $a_k$ to $b_k$). Denote

$$
\Gamma_1 = \bigcup_{k=1}^{m} \gamma_k, \quad \tilde{\gamma} = \bigcup_{k=1}^{m} [a_k, a_k'], \bigcup_{k=1}^{m} [b_k, b_k'], \quad \Gamma_2 = \gamma \setminus \Gamma_1.
$$

(4)

If $E \subset \gamma$, then we denote by $\chi_E$ the characteristic function of the set $E$. Moreover, suppose

$$
\Theta(E) = \{\theta : 0 \leq \theta \leq 2\pi, \ e^{i\theta} \in E\}.
$$

(5)

When $E$ is a finite union of closed arcs on $\gamma$, by $A(E)$ we denote the set of functions $f(t) = f(e^{i\theta})$ absolutely continuous on $\Theta(E)$, i.e., the functions $f$ for which for any $\varepsilon > 0$ there exists a number $\delta > 0$ such that if $\cup(e^{i\alpha_k}, e^{i\beta_k})$ is any union of non-intersecting intervals from $E$ satisfying $\sum(\beta_k - \alpha_k) < \delta$, then the inequality $\sum|f(e^{i\beta_k}) - f(e^{i\alpha_k})| < \varepsilon$ holds.

Let $d_1, d_2, \ldots, d_n$ be different from $c_k$ points on $\gamma$; note that $d_1, d_2, \ldots, d_n$ are located on $\Gamma_1 \setminus \tilde{\gamma}$, and $d_{n+1}, \ldots, d_n$ on $\Gamma_2$. Assuming that $p \geq 1$, and
$q > 1$ we put

$$\omega_1(z) = \prod_{k=1}^{n_1} (z - d_k)^{\alpha_k}, \quad -\frac{1}{p} < \alpha_k < \frac{1}{p'}, \quad p' = \frac{p}{p - 1}, \quad (6)$$

$$\omega_2(z) = \prod_{k=1}^{m_1} (z - c_k)^{\nu_k} \prod_{k=m_1+1}^{2m} (z - c_k)^{\lambda_k} \prod_{k=n_1+1}^{n} (z - d_k)^{\beta_k}, \quad (7)$$

where $\omega_1$ and $\omega_2$ are arbitrary branches of the functions which are analytic in the plane cut along $\gamma$, and for $p = 1$ we assume that $p' = \infty$, $\frac{1}{p} = 0$.

### 2. Classes $h(\Gamma_{1p}(\omega_1), \Gamma'_{2q}(\omega_2))$ and Some of Their Properties.

We say that a harmonic in the circle $U$ function $u(z)$, $z = x + iy = re^{i\phi}$ belongs to the class $h(\Gamma_{1p}(\omega_1), \Gamma'_{2q}(\omega_2))$, $p \geq 0$, $q \geq 0$, if

$$\sup_{0 < r < 1} \left[ \int_{\Theta(\Gamma_1)} |u(re^{i\phi})\omega_1(re^{i\phi})|^p d\phi + \int_{\Theta(\Gamma_2)} \left( \left| \frac{\partial u}{\partial x}(re^{i\phi}) \right|^q + \left| \frac{\partial u}{\partial y}(re^{i\phi}) \right|^q \right) \omega_2(re^{i\phi})^q d\phi \right] < \infty. \quad (8)$$

For $\Gamma_1 = \gamma$, $\omega_1 = 1$ this class coincides with the class $h_\rho$ (see, e.g., [7], p. 373). For $p = 0$, $\omega_2 = 1$, $\Gamma_2 = \gamma$ we get the class $h'_q(U)$ (see, [10], [11], p. 169).

For $\omega_1 = 1$, instead of $h(\Gamma_{1p}(1), \Gamma'_{2q}(\omega_2))$ we will write $h(\Gamma_{1p}, \Gamma'_{2q}(\omega_2))$.

#### Lemma 1.

The class $h(\Gamma_{1p}(\omega_1), \Gamma'_{2q}(\omega_2))$ coincides with the class of those harmonic in the circle $U$ functions $u(re^{i\phi})$ for which

$$\sup_{0 < r < 1} \left[ \int_{\Theta(\gamma_1)} |u(re^{i\phi})\omega_1(re^{i\phi})|^p d\phi + \int_{\Theta(\gamma_2)} \left( \left| \frac{\partial u}{\partial x}(re^{i\phi}) \right|^q + \left| \frac{\partial u}{\partial y}(re^{i\phi}) \right|^q \right) \omega_2(re^{i\phi})^q d\phi \right] < \infty. \quad (9)$$

**Proof.** The validity of the lemma follows immediately if we apply to the second summand in (9) the inequality

$$\frac{1}{2}x(a + b)^x \leq a^x + b^x \leq 2(a + b)^x, \quad a \geq 0, \quad b \geq 0, \quad x > 0, \quad (10)$$

assuming in it that $a = \left( \frac{\partial u}{\partial x} \right)^2$, $b = \left( \frac{\partial u}{\partial y} \right)^2$, $x = \frac{q}{2}$.

The validity of the inequality (10) for $a = 0$, $b = 0$ is obvious, and for $a + b > 0$ it follows from the equality $a^x + b^x = (a + b)^x \left( \frac{a}{a + b} \right)^x + \left( \frac{b}{a + b} \right)^x$, if we take into account that $0 \leq \frac{a}{a + b} \leq 1$ and $[\max(a, b)](a + b)^{-1} \geq \frac{1}{2}$. \(\square\)
Lemma 2. If \( u \in h(\Gamma_1, \Gamma_2\omega_2) \), \( p \geq 1 \), \( p \leq q \) then \( u \in h_p \). In particular, if \( u \in h(\Gamma_1, \Gamma_2\omega_2) \), \( q \geq 1 \), then \( u \in h_1 \).

Proof. Let \( I(r) = \int_0^{2\pi} |u(re^{i\theta})|^p d\theta \).

We have

\[
I(r) = \int_{\Theta(\Gamma_1)} |u(re^{i\theta})|^p d\theta + \int_{\Theta(\Gamma_2)} \left| \int_0^r \frac{\partial u(re^{i\theta})}{\partial r} dr - u(0) \right|^p d\theta \leq \]

\[
M_1 + 2^p \left( \int_{\Theta(\Gamma_2)} \left\| \frac{\partial u}{\partial r} \right\|^p d\theta + |u(0)|^{p2\pi} \right) = \]

\[
= M_2 + 2^p \int_{\Theta(\Gamma_2)} \left( \int_0^r \frac{\partial u}{\partial r} dr \right)^p d\theta = M_2 + 2^p I_1(r). \tag{11}\]

Since \( \left| \frac{\partial u}{\partial r} \right| \leq \left| \frac{\partial u}{\partial x} \right| + \left| \frac{\partial u}{\partial y} \right| \),

\[
I_1(r) = \int_{\Theta(\Gamma_2)} \left( \int_0^r \left| \frac{\partial u}{\partial x} \right| dr \right)^p d\theta \leq \int_{\Theta(\Gamma_2)} \left( \int_0^r \left| \frac{\partial u}{\partial x} \right| + \left| \frac{\partial u}{\partial y} \right| dr \right)^p d\theta. \tag{12}\]

If \( q = 1 \), then \( p = 1 \), and \( |\omega_2| = \prod_{k=1}^{m_1} |z - c_k|^{\nu_k} \prod_{k=m_1+1}^n |z - d_k|^{\beta_k} \), 
\(-1 < \nu_k < 0, -1 < \beta_k \leq 0\) (since \( q' = \infty \), \( \lambda_k = 0 \)). Therefore the function \( \frac{1}{\omega_2} \) is bounded.

By virtue of the above-said, it follows from (12) that

\[
I_1(r) \leq M_3 \int_0^r dr \int_{\Theta(\Gamma_2)} \left( \left| \frac{\partial u}{\partial x} \right| + \left| \frac{\partial u}{\partial y} \right| \right) |\omega_2(re^{i\theta})| d\theta \max_{\Theta(\Gamma_2)} \frac{1}{|\omega_2(re^{i\theta})|} \leq \]

\[
\leq M_4 \sup_{0 < r < 1} \int_{\Theta(\Gamma_2)} \left( \left| \frac{\partial u}{\partial x}(re^{i\theta}) \right| + \left| \frac{\partial u}{\partial y}(re^{i\theta}) \right| \right) |\omega_2(re^{i\theta})| d\theta < \infty. \]

This implies that \( u \in h_1 \).

Let now \( q > 1 \). Using Hölder’s inequality, the expression (12) results in

\[
I_1(r) \leq \int_{\Theta(\Gamma_2)} \left( \int_0^r \left( \left| \frac{\partial u}{\partial x} \right|^q + \left| \frac{\partial u}{\partial y} \right|^q \right) |\omega_2|^q dr \right)^{\frac{1}{q}} \left( \int_0^r \frac{dr}{|\omega_2|^q} \right)^{\frac{1}{p}}. \tag{13}\]

But

\[
\frac{1}{|\omega_2|^q} \leq \frac{M_5}{\prod_{k=m_1+1}^n |re^{i\theta} - c_k|^{\nu_k} \prod_{\beta_k>0} |re^{i\theta} - d_k|^{\beta_k}}. \]
Suppose \( \alpha = \sup_k (\lambda_k q', \beta_k q') \). Then from the assumptions (7) regarding \( \lambda_k, \beta_k \) it follows that \( \alpha < 1 \). Taking now into account the obvious inequality \(|re^{i\theta} - c_k| \geq |1 - r|\), we obtain

\[
\sup_{\Theta(\Gamma_2)} \left( \int_0^r \frac{dr}{|\omega_2(re^{i\theta})|^{q'}} \right)^{\frac{q}{p}} \leq \sup_k \sup_{\Theta(\beta_k, \alpha k+1)} \left( \int_0^r \frac{dr}{|\omega_2(re^{i\theta})|^{q'}} \right)^{\frac{q}{p}} \leq \left[ \frac{1}{(1 - r)^{\alpha}} \right]^{\frac{q}{p}} = M_6,
\]

(14)

\[M_6 = \left( \sup_k \frac{1}{|z_k - z_{k+1}|} \right)^{2m-1}, \{z_k\} = \{c_k\} \cup \{d_k\}.
\]

Since \( \frac{p}{q} \leq 1 \), it follows from (13) that

\[
I_1(r) \leq M_8 \int_{\Theta(\Gamma_2)} \int_0^r \left( \frac{\partial u}{\partial x} \right)^q + \left( \frac{\partial u}{\partial y} \right)^q |\omega_2|^q d\theta = M_8 \int_{\Theta(\Gamma_2)} \int_0^r \left( \frac{\partial u}{\partial x} \right)^q + \left( \frac{\partial u}{\partial y} \right)^q |\omega_2|^q d\theta.
\]

Consequently, by (8) we have \( \sup I_1(r) < \infty \), and the expression (11) allows us to conclude that \( u \in h_{p_r} \).

**Corollary 1.** If \( u \in h(\Gamma_{1p}, \Gamma'_{2q}(\omega_2)) \), \( p \geq 1, q \geq 1 \) then \( u \in h_s \), where \( s = \min(p,q) \).

Indeed, if \( q \geq p \), then in this case \( s = p \) and, according to the lemma, \( u \in h_{p_r} \). If \( p > q \), then \( s = q \).

We can easily verify that for \( p_1 < p_2 \) the embedding \( h(\Gamma_{1p_1}, \Gamma'_{2q}(\omega_2)) \subset h(\Gamma_{1p_2}, \Gamma'_{2q}(\omega_2)) \) is valid, and therefore the function \( u(re^{i\theta}) \), being of the class \( h(\Gamma_{1q}, \Gamma'_{2q}(\omega_2)) \), belongs to the class \( h(\Gamma_{1q}, \Gamma'_{2q}(\omega_2)) \) as well. But then \( u \) belongs to \( h_{q_r} (= h_s) \), by our lemma.

**Corollary 2.** If \( u \in (\Gamma_{1p}, \Gamma'_{2q}(\omega_2)) \), \( p > 1, q > 1 \), then \( u(z) \) possesses for almost all \( t \in \gamma \) the angular boundary values \( u^+(t) = u^+(e^{i\theta}) \equiv u^+(\theta) \), \( u^+ \in L^s(\gamma) \), \( s = \min(p,q) \), and \( u(z) \) is representable by the Poisson integral

\[
u(z) = u(re^{i\varphi}) = \frac{1}{2\pi} \int_0^{2\pi} u^+(\theta) P(r, \theta - \varphi) d\theta, \tag{15}\]

\[
P(r, x) = \frac{1}{1 + r^2 - 2r \cos x}.
\]

Indeed, under the adopted assumptions \( s > 1 \), and for the functions from \( h_s \), \( s > 1 \), the statements of the lemma are valid (see, e.g., [7], Ch. IX).
Remark. If the function \( u \in h(\Gamma_{11}, \Gamma_{2q}(\omega_2)), q \geq 1 \), then \( u \in h_1 \). Therefore it has almost everywhere on \( \gamma \) angular boundary values and is representable by the Poisson–Stieltjes integral (see [7], p. 374).

**Lemma 3.** If \( u \in h(\Gamma_{1p}(\omega_1), \Gamma_{2q}(\omega_2)), p > 1, q > 1 \), then there exists a number \( \sigma > 1 \) such that \( u \in \sigma \). If \( v \) is the function conjugate harmonically to \( u \), then \( v \in h(\Gamma_{1p}(\omega_1), \Gamma_{2q}(\omega_2)), \sigma = \frac{p\sigma}{p+\sigma} \).

**Proof.** By the conditions \( \alpha_k \in (-\frac{1}{p}, \frac{1}{p}) \) (see (6)), it follows that \( \frac{1}{\omega_1} \in H^{p+\varepsilon}, \) \( (0 < \varepsilon < \frac{1}{p} - p', \alpha = \max \alpha_k) \), where \( H^p \) is the class of Hardy (for the definition of \( H^p \) see, e.g., [8]). Therefore there exists \( \eta>0 \) such that

\[
\sup_{0<\varepsilon<1} \int_{\Gamma_1} |u(re^{i\theta})|^{1+\eta}d\theta < \infty. \tag{16}
\]

Thus \( u \in h(\Gamma_{1+\eta}, \Gamma_{2q}(\omega_2)) \) and, according to Corollary 1 of Lemma 2, we conclude that \( u \in \sigma \), \( \sigma = \min(1+\eta, \eta) \).

By the M. Riesz theorem (see [21] and also [8], p.54), it follows that \( v \in \sigma \). Therefore the function \( \phi(z) = u(z) + iv(z) \) belongs to the class \( H^\sigma \).

Since \( \omega_1 \in H^p \), the function \( \phi(z)\omega_1(z) \) belongs to \( H^{p_1}, p_1 = \frac{p\sigma}{p+\sigma} \). Consequently,

\[
\sup_{0<\varepsilon<1} \int_{\Gamma_1} |v(re^{i\theta})\omega_1(re^{i\theta})|^{p_1}d\theta < \infty. \tag{17}
\]

Next, by the Riemann–Cauchy conditions, (8) implies that

\[
\sup_{\Gamma_2} \int_{\Theta} \left( \left| \frac{\partial v}{\partial x}(re^{i\theta}) \right|^q + \left| \frac{\partial v}{\partial y}(re^{i\theta}) \right|^q \right) |\omega_2(re^{i\theta})|^q d\theta < \infty,
\]

which together with (17) yields \( v \in h(\Gamma_{1p_1}(\omega_1), \Gamma_{2q}(\omega_2)) \).

**Remark.** The index \( p_1 \) in fact, can be replaced by the number \( p_2 = \frac{p\sigma}{p+\sigma} \), where \( p_2 = \min \frac{1}{\alpha_k \in [0, \alpha_k]} \), and now from (6) it follows that \( p_2 > p_1 \) and hence \( p_2 > p_1 \).

**Corollary 1.** If \( u \in h(\Gamma_{1p}(\omega_1), \Gamma_{2q}(\omega_2)), p > 1, q > 1 \) then \( u(re^{i\theta}) \) is representable by the Poisson integral (15) with the function \( u^+ \in L^p(\gamma) \).

**Corollary 2.** If \( u \in h(\Gamma_{1p}(\omega_1), \Gamma_{2q}(\omega_2)), p > 1, q > 1 \) and \( \phi(z) = u(z) + iv(z) \), then \( \phi \in H^\sigma \) and

\[
\sup_{0<\varepsilon<1} \int_{\Theta} |\Phi(re^{i\theta})|^\sigma |\omega_2(re^{i\theta})|^q d\theta < \infty. \tag{18}
\]

Let now \( \vec{n} = \vec{n}_\theta \) be an interior normal to the circumference \( \gamma \) at the point \( t = e^{i\theta} \). We calculate the derivative of the function \( u \) along the vector \( \vec{n} \) at the point \( re^{i\theta} \). Denote this derivative by \( \frac{\partial u}{\partial n}(re^{i\theta}) \). Thus

\[
\left( \frac{\partial u}{\partial n} \right)(re^{i\theta}) = \frac{\partial u}{\partial n}(re^{i\theta}) = \frac{\partial u}{\partial x}(re^{i\theta}) \cos(\vec{n}, x) + \frac{\partial u}{\partial y}(re^{i\theta}) \sin(\vec{n}, x) + \frac{\partial u}{\partial \theta}(re^{i\theta}) \cos(\vec{n}, \theta) + \frac{\partial u}{\partial \phi}(re^{i\theta}) \sin(\vec{n}, \phi) \right).
\[ + \left( \frac{\partial u}{\partial y} \right) (re^{i\theta}) \cos(n, y) = \frac{\partial u}{\partial x} (re^{i\theta})(-\sin \theta) + \left( \frac{\partial u}{\partial y} \right) (re^{i\theta}) \cos \theta. \quad (19) \]

Sometimes, instead of \( \left( \frac{\partial u}{\partial n} \right)(re^{i\theta}) \) we will write \( \frac{\partial u}{\partial n} \), assuming that if that value is calculated at the point \( re^{i\theta} \), then \( n = \bar{n} = \vec{n}. \)

If \( \left( \frac{\partial u}{\partial x} \right)(re^{i\theta}) \) and \( \left( \frac{\partial u}{\partial y} \right)(re^{i\theta}) \) have limits \( \left( \frac{\partial u}{\partial x} \right) + \) and \( \left( \frac{\partial u}{\partial y} \right) + \) as \( r \to 1 \), then we put
\[
\left( \frac{\partial u}{\partial n} \right) + (e^{i\theta}) = \left( \frac{\partial u}{\partial x} \right) + (-\sin \theta) + \left( \frac{\partial u}{\partial y} \right) + \cos \theta
\]
(cf. [2], p. 243).

**Lemma 4.** If \( u \in h(\Gamma_{1p}(\omega_1), \Gamma_{2q}(\omega_2)), p > 1, q > 1 \) and \( u^+ \) is absolutely continuous on \( \Gamma_2 \), then the function \( \frac{\partial u}{\partial \varphi}(re^{i\varphi}) \) has angular boundary values almost everywhere on \( \Gamma_2 \) and the equality
\[
\lim_{re^{i\varphi} \to e^{i\varphi_0}} \frac{\partial u}{\partial \varphi}(re^{i\varphi}) = \frac{\partial u^+}{\partial \varphi}(e^{i\varphi_0}), \quad e^{i\varphi_0} \in \Gamma_2
\]
holds.

**Proof.** Since \( p > 1, q > 1 \), according to Corollary 1 of Lemma 2, the equality (15) holds. Therefore
\[
\frac{\partial u}{\partial \varphi}(re^{i\varphi}) = \frac{1}{2\pi} \int_{\Theta(\Gamma_1)} u^+(\theta) \frac{\partial}{\partial \varphi} P(r, \theta - \varphi) d\theta +
\]
\[
+ \frac{1}{2\pi} \int_{\Theta(\Gamma_2)} u^+(\theta) \frac{\partial}{\partial \varphi} P(r, \theta - \varphi) d\theta =
\]
\[
= \frac{1}{2\pi} \int_{\Theta(\Gamma_1)} u^+(\theta) \frac{(1-r^2)2r \sin(\theta - \varphi)}{[1+r^2-2r \cos(\theta - \varphi)]^2} d\theta -
\]
\[
- \frac{1}{2\pi} \int_{\Theta(\Gamma_2)} u^+(\theta) \frac{\partial}{\partial \theta} P(r, \theta - \varphi) d\theta =
\]
\[
= u_1(re^{i\varphi}) - u_2(re^{i\varphi}).
\]

Let \( e^{i\varphi_0} \in \Gamma_2 \). Then there exists a number \( \delta > 0 \) such that for \( \theta \in \Theta(\Gamma_1) \)
we have \( \delta < |\theta - \varphi_0| < 2\pi - \delta \), and therefore
\[
\lim_{re^{i\varphi} \to e^{i\varphi_0}} u_1(re^{i\varphi}) = 0.
\]

As regards \( u_2(re^{i\varphi}) \), the density \( u^+ \) in the integral which represents this function is absolutely continuous, and hence partial integration is quite admissible here. As a result, we obtain
\[
u_2(re^{i\varphi}) = u^+(\theta)P(r, \theta - \varphi)|_{\Gamma_2} - \int_{\Theta(\Gamma_2)} \frac{\partial u^+}{\partial \theta} P(r, \theta - \varphi) d\theta.
\]
Passing in this equality to the limit, we get
\[
\lim_{re^{i\varphi} \to e^{i\varphi_0}} u_2(re^{i\varphi}) = -\frac{\partial u^+}{\partial \theta}(e^{i\varphi_0}),
\]
which together with (20) provides us with the equality being proved. □

**Lemma 5.** If \( u \in h(\Gamma_1p(\omega_1),\Gamma_2q(\omega_2)) \), \( p > 1 \), \( q > 1 \) and \( u^+ \) is absolutely continuous on \( \Gamma_2 \), then the function \( \left( \frac{\partial u}{\partial \varphi} \right)^+ \) belongs to the class \( L^q(\Gamma_2;\omega_2) \).

**Proof.** Since
\[
\frac{\partial u}{\partial \varphi}(re^{i\varphi}) = -\frac{\partial u}{\partial x} r \sin \varphi + \frac{\partial u}{\partial y} r \cos \varphi,
\]
we have
\[
\left| \frac{\partial u}{\partial \varphi} \right|^q \leq 2^q \left( \left| \frac{\partial u}{\partial x} \right|^q + \left| \frac{\partial u}{\partial y} \right|^q \right),
\]
and from (8) it follows that
\[
\int_{\Theta(\Gamma_2)} \left| \frac{\partial u}{\partial \varphi} \right|^q |\omega_2|^q d\theta \leq 2^q \left( \int_{\Theta(\Gamma_2)} \left| \frac{\partial u}{\partial x} \right|^q + \left| \frac{\partial u}{\partial y} \right|^q \right) |\omega_2|^q d\theta < M_8.
\]

Using Lemma 4, for almost all \( t = e^{i\varphi_0} \in \Gamma_2 \) we obtain
\[
\lim_{re^{i\varphi} \to e^{i\varphi_0}} \frac{\partial u}{\partial \varphi}(re^{i\varphi}) = -\frac{\partial u^+}{\partial \theta} \omega_2(e^{i\varphi_0}).
\]

According to Fatou’s lemma, the last equality and the previous inequality allow us to conclude that
\[
\int_{\Theta(\Gamma_2)} \left| \frac{\partial u^+}{\partial \theta} \omega_2(e^{i\theta}) \right|^q d\theta = \int_{\Theta(\Gamma_2)} \left| \frac{\partial u^+}{\partial \varphi} \omega_2 \right|^q d\theta \leq M_8. \quad \Box
\]

**Corollary.** Under the conditions of the lemma, the function \( \left( \frac{\partial u}{\partial \varphi} \right)^+ \) (or, what comes to the same thing, the function \( \frac{\partial u^+}{\partial \varphi} \)) belongs to the class \( L^q(\Gamma_2) \).

Indeed, by the conditions (7) regarding the weight \( \omega_2 \) we find that \( \frac{1}{\omega_2} \in L^{q'}(\Gamma_2) \), and the statement of the corollary follows from the equality \( \frac{\partial u^+}{\partial \varphi} = \left( \frac{\partial u^+}{\partial \theta} \omega_2 \right) \frac{1}{\omega_2} \).

**Lemma 6.** Let
\[
u(re^{i\varphi}) = \frac{1}{2\pi} \int_0^{2\pi} f(\theta) P(r, \theta - \varphi) d\theta,
\]
where \( f \in L^p(\Gamma_1 \setminus \tilde{\gamma}(\omega_1)) \), \( p > 1 \), \( f \in A(\Theta(\Gamma_2 \cup \tilde{\gamma})) \), \( f' \in L^{q'}(\Gamma_2;\omega_2) \), \( q > 1 \). Then
\[
u \in h(\Gamma_1p(\omega_1),\Gamma_2q(\omega_2)).
\]
Proof. In the circle \( U \) we consider the function

\[
\phi(z) = \frac{1}{2\pi} \int_0^{2\pi} f(\theta) e^{i\theta} + \frac{z}{e^{i\theta} - z} d\theta = \frac{1}{2\pi} \int_0^{2\pi} f_1(\theta) e^{i\theta} + \frac{z}{e^{i\theta} - z} d\theta + \frac{1}{2\pi} \int_0^{2\pi} f_2(\theta) e^{i\theta} + \frac{z}{e^{i\theta} - z} d\theta = \phi_1(z) + \phi_2(z),
\]

where \( f_1(\theta) = \chi_{\epsilon_1} \chi_\varepsilon(\theta) f(\theta), f_2(\theta) = \chi_{\epsilon_2} \chi_\varepsilon(\theta) f(\theta) \) and by the condition \( f' \in L^2(\Gamma_2; \omega_2) \) we have \( f'_2 \in L^2(\Gamma_2; \omega_2) \).

Because of the fact that the Cauchy type integral in the case of a circumference belongs to the set \( \cap H^j \) (see, e.g., [8], p. 39), we can easily show that \( \phi_j \in \cap H^j, j = 1, 2 \).

Performing partial integration, we write \( \phi'_2(\zeta) \) in the form

\[
\phi'_2(\zeta) = \frac{1}{2\pi} \int_0^{2\pi} f_2(\theta) \frac{2e^{i\theta} d\theta}{(e^{i\theta} - \zeta)^2} = \frac{1}{\pi i} \frac{f_2(\theta)}{e^{i\theta} - \zeta} + \frac{1}{\pi i} \int_0^{2\pi} \frac{f'_2(\theta)d\theta}{e^{i\theta} - \zeta} = \sum_{k=1}^{m} \frac{1}{\pi i} \left( \frac{f(b'_k)}{b'_k - \zeta} - \frac{f(a'_k)}{a'_k - \zeta} \right) - \frac{1}{\pi i} \int_0^{2\pi} \frac{f'_2(\theta)d\theta}{e^{i\theta} - \zeta}. \tag{21}
\]

Density of the latter integral belongs to \( L^h(\gamma; \omega_2) \) and the Cauchy singular integral of such a function belongs to \( L^h(\gamma; \omega_2) \) (see, e.g., [23], p. 79).

Since \( \omega_2(z) \in H^q \), the function

\[
\frac{\omega_2(z)}{\pi i} \int_0^{2\pi} \frac{f'_2(\theta)d\theta}{e^{i\theta} - \zeta}
\]

belongs to \( H^q \) for some \( \eta > 0 \), and the limit function \( \left( \frac{\omega_2(z)}{\pi i} \int_0^{2\pi} \frac{f'_2(\theta)d\theta}{e^{i\theta} - \zeta} \right)^+ \), as is just said, belongs to \( L^h(\gamma) \). But then the function itself belongs to \( H^q \) (by virtue of the well-known Smirnov theorem which states that if \( F(z) \in H^0 \) and \( F^+ \in L^{h+\varepsilon}(\gamma) \), \( \varepsilon > 0 \), then \( F \in H^{h+\varepsilon} \) (see, e.g., [7], p. 393)). Consequently,

\[
\sup_{0<\rho<1} \int_0^{2\pi} \left| \omega_2(\rho e^{i\theta}) \right|^{2\varepsilon} \left| \frac{f'_2(\theta)}{e^{i\theta} - \rho e^{i\varphi}} \right|^{2\varepsilon} d\varphi < \infty.
\]

As far as \( a'_i \), \( b'_i \), \( \Gamma_2 \) on the basis of (21), we can conclude that

\[
\sup_{0<\rho<1} \int_{\Theta(\Gamma_2)} \left| \phi'_2(\rho e^{i\theta}) \right|^q \left| \omega_2(\rho e^{i\theta}) \right|^q d\theta < \infty. \tag{22}
\]
The function $f_2$ on $\Gamma_2 \cup \tilde{\gamma}$ is absolutely continuous and its derivative belongs to $L^q(\Gamma_2; \omega_2)$. Since $\frac{1}{\omega_2} \in L^{q+\varepsilon}(\gamma)$, $\varepsilon > 0$, the function $f_2' \in L^{1+\eta}(\Gamma_2 \cup \tilde{\gamma})$, $\eta > 0$. Therefore it is not difficult to establish that $f$ satisfies Hölder’s condition. On the basis of that fact, $\phi_2(z)$ may have at the end points $a_k', b_k'$ only logarithmic singularity (see [2], p.75). Hence on $\Gamma_1$ we have

$$|\phi_2(z)\omega_1(z)| \leq M_\omega |\omega_1(z)| \left( \sum_{k=1}^{m} |\ln|z - a'_k|| + |\ln|z - b'_k|| \right).$$

Moreover, even if the points $d_k$ in the product (6) coincide with some points $a_k', b_k'$, we will have

$$\sup_{|z| < 1} \int_{0}^{2\pi} |\omega_1(z)|^p \left( \sum_{k=1}^{m} |\ln|z - a'_k|| + |\ln|z - b'_k|| \right)^p d\theta < \infty.$$

Consequently,

$$\sup_{0 < r < 1} \int_{\Theta(\Gamma_1)} |\phi_2(re^{i\theta})\omega_1(re^{i\theta})|^p d\theta < \infty,$$

which together with (22) yields

$$\sup_{0 < r < 1} \left[ \int_{\Theta(\Gamma_1)} |\phi_2(re^{i\theta})\omega_1(re^{i\theta})|^p d\theta + \int_{\Theta(\Gamma_2)} |\phi_2(re^{i\theta})\omega_2(re^{i\theta})|^q d\theta \right] < \infty. \quad (23)$$

Density of the integral $\phi_1$ belongs to $L^p(\Gamma_1; \omega_1)$, and thus, as above, for $\phi_2'$ we establish that

$$\sup_{0 < r < 1} \int_{\Theta(\Gamma_2)} |\phi_1(re^{i\theta})\omega_1(re^{i\theta})|^p d\theta < \infty.$$

The inequality

$$\sup_{0 < r < 1} \int_{\Theta(\Gamma_2)} |\phi_1'(re^{i\theta})\omega_2(re^{i\theta})|^q d\theta < \infty$$

is obvious because the distance from $\Gamma_1 \setminus \tilde{\gamma}$ to $\Gamma_2$ is positive and $\omega_2 \in H^q$.

The last two inequalities result in

$$\sup_{\Theta(\Gamma_1)} \left[ \int |\phi_1(re^{i\theta})\omega_1(re^{i\theta})|^p d\theta + \int |\phi_1'(re^{i\theta})\omega_2(re^{i\theta})|^q d\theta \right] < \infty. \quad (24)$$

Since $u(re^{i\varphi}) = \Re \phi(re^{i\theta})$, we have

$$|u(re^{i\varphi})\omega_1(re^{i\varphi})| \leq |\phi_1(re^{i\varphi})\omega_1(re^{i\varphi})| + |\phi_2(re^{i\varphi})\omega_2(re^{i\varphi})|.$$
and
\[ |\frac{\partial u}{\partial x}| \leq |\phi_1'| + |\phi_2'|, \quad \left|\frac{\partial u}{\partial y}\right| \leq |\phi_1'| + |\phi_2'|. \]

Taking into account the above-said and also the inequalities (23) and (24), we conclude that \( u \in \mathcal{H}(\Gamma_{1p}(\omega_1), \Gamma_{2q}(\omega_2)) \).

3'. Statement of the Mixed Problem and Scheme of Its Solution.

Let \( \Gamma_1, \Gamma_2, \tilde{\gamma} \) be the sets defined in Section 1, and let \( \omega_1, \omega_2 \) be given by the equalities (6)–(7). Consider the following boundary value problem:

find a harmonic function in the class \( \mathcal{H}(\Gamma_{1p}(\omega_1), \Gamma_{2q}(\omega_2)) \) such that (i) its angular boundary values coincide almost everywhere on \( \Gamma_1 \setminus \tilde{\gamma} \) with the given function \( f, f \in \mathcal{L}^p(\Gamma_1 \setminus \tilde{\gamma}; \omega_1) \); (ii) the boundary values on \( \Gamma_2 \cup \tilde{\gamma} \) form an absolutely continuous function on \( \tilde{\gamma} \) and \( u^+ = \psi, \psi' \in \mathcal{L}^q(\tilde{\gamma}; \omega_2) \); (iii) the boundary value of the normal derivative on \( \Gamma_2 \) coincides with the function \( g, g \in \mathcal{L}^q(\Gamma_2; \omega_2) \).

Thus it is required to find the function \( u \) satisfying the following conditions:

\[
\begin{align*}
\Delta u &= 0, \quad \in \mathcal{H}(\Gamma_{1p}(\omega_1), \Gamma_{2q}(\omega_2)), \quad p > 1, \quad q > 1, \\
u^+|_{\Gamma_1 \setminus \tilde{\gamma}} &= f, \quad f \in \mathcal{L}^p(\Gamma_1 \setminus \tilde{\gamma}; \omega_1), \quad u^+ A(\Gamma_2 \cup \tilde{\gamma}), \\
u^+|_{\tilde{\gamma}} &= \psi, \quad \psi \in A(\tilde{\gamma}), \quad \psi' \in \mathcal{L}^q(\tilde{\gamma}; \omega_2), \\
\left(\frac{\partial u}{\partial n}\right)^+|_{\Gamma_2} &= g, \quad g \in \mathcal{L}^q(\Gamma_2; \omega_2).
\end{align*}
\]

(25)

Here we present a brief scheme of solving the problem formulated above.

If a solution \( u \) of the problem (25) does exist, then according to Lemma 3 and its Corollary 1, this solution belongs to the class \( \mathcal{H}_\sigma, \sigma > 1 \) and it is representable by the equality (15) with the function \( u^+, u^+ \in \mathcal{L}^\sigma(\gamma) \), \( \sigma > 1 \).

The function \( v \) conjugate harmonically to the function \( u \) also belongs to \( \mathcal{H}_\sigma \), and

\[
v(re^{i\phi}) = \frac{1}{2\pi} \int_0^{2\pi} u^+(\theta)Q(r, \theta - \phi) d\theta, \quad Q(r, x) = \frac{2r \sin x}{1 + r^2 - 2r \cos x}
\]

(see, e.g., [8], p. 54). Moreover, since

\[
\frac{\partial u}{\partial n}(re^{i\phi}) = -\frac{\partial u}{\partial r}(re^{i\phi})
\]

and

\[
\frac{\partial u}{\partial r} = \frac{1}{r} \frac{\partial v}{\partial \phi},
\]

we find that

\[
\frac{\partial u}{\partial n}(re^{i\phi}) = -\frac{1}{r} \frac{\partial v}{\partial \phi}(re^{i\phi}).
\]
Taking this into account, we obtain

\[
\frac{\partial u}{\partial n} = -\frac{1}{2\pi r} \int_0^{2\pi} u^+ \frac{\partial}{\partial \varphi} Q(r, \theta) \, d\theta = -\frac{1}{2\pi r} \int_{\Theta (\Gamma_1)} u^+ \frac{\partial}{\partial \varphi} Q(r, \theta - \varphi) \, d\theta - \frac{1}{2\pi r} \int_{\Theta (\Gamma_2)} u^+ \frac{\partial}{\partial \varphi} Q(r, \theta - \varphi) \, d\theta = v_1(re^{i\varphi}) + v_2(re^{i\varphi}).
\] (26)

For \( e^{i\varphi} \in \Gamma_2 \), in the integral with \( v_1(re^{i\varphi}) \) we can pass to the limit under the integral sign, i.e.,

\[
\lim_{r \to 1} v_1(re^{i\varphi}) = -\frac{1}{2\pi} \int_{\Theta (\Gamma_1)} u^+(\theta) \frac{d\theta}{2\sin^2 \frac{\theta - \varphi}{2}}.
\]

We write \( v_2 \) in the form

\[
v_2(re^{i\varphi}) = -\frac{1}{2\pi r} \int_{\Theta (\Gamma_2)} u^+(\theta) \frac{d\theta}{2\sin^2 \frac{\theta - \varphi}{2}} Q(r, \theta - \varphi) \, d\theta = \frac{1}{2\pi r} \int_{\Theta (\Gamma_2)} u^+(\theta) \frac{d\theta}{2\sin^2 \frac{\theta - \varphi}{2}} Q(r, \theta - \varphi) \, d\theta.
\]

In this integral, \( u^+ \) is absolutely continuous on \( Q(\Gamma_2) \), and hence partial integration is quite admissible here. This yields

\[
v_2(re^{i\varphi}) = \frac{1}{2\pi} u^+(\theta) Q(r, \theta - \varphi)|_{\Gamma_2} - \frac{1}{2\pi r} \int_{Q(\Gamma_2)} \frac{\partial u^+}{\partial \theta} Q(r, \theta - \varphi) \, d\theta.
\]

Passing to the limit as \( r \to 1 \) and using the property of the integral with the kernel \( Q(r, x) \) (see [8], p. 62), we obtain

\[
\lim_{r \to 1} v_2(re^{i\varphi}) = \frac{1}{2\pi} u^+(\theta) \frac{\theta - \varphi}{2} |_{\Gamma_2} - \frac{1}{2\pi} \int_{\Theta (\Gamma_2)} \frac{\partial u^+}{\partial \theta} \frac{\theta - \varphi}{2} \, d\theta, \quad e^{i\varphi} \in \Gamma_2.
\]

If we take into account the above-obtained expression for limiting values \( v_1 \) and \( v_2 \), then from (26) for \( e^{i\varphi} \in \Gamma_2 \) we get

\[
\left( \frac{\partial u}{\partial n} \right)^+ (e^{i\varphi}) = -\frac{1}{2\pi} \int_{\Theta (\Gamma_1)} u^+ \frac{d\theta}{2\sin^2 \frac{\theta - \varphi}{2}} + \frac{1}{2\pi} u^+(\theta) \frac{\theta - \varphi}{2} |_{\Gamma_2} - \frac{1}{2\pi} \int_{\Theta (\Gamma_2)} \frac{\partial u^+}{\partial \varphi} \frac{\theta - \varphi}{2} \, d\theta.
\]
As far as $u$ is a solution of the problem (25), we arrive at the equality
\[
\frac{1}{2\pi} \int_{\Theta(\Gamma_2)} \frac{\partial u^+}{\partial \theta} \cot \frac{\theta - \varphi}{2} d\theta =
\]
\[
= -g(e^{i\varphi}) - \frac{1}{2\pi} \int_{\Theta(\Gamma_1 \setminus \gamma)} f(\theta) \frac{d\theta}{2\sin^2 \frac{\theta - \varphi}{2}} - \frac{1}{2\pi} \int_{\Theta(\gamma)} \psi(\theta) \frac{d\theta}{2\sin^2 \frac{\theta - \varphi}{2}} +
\]
\[
+ \frac{1}{2\pi} \sum_{k=1}^{m} \left[ \psi(a_{k+1}) \cot \frac{\alpha_{k+1} - \varphi}{2} - \psi(b_k) \cot \frac{\beta_k - \varphi}{2} \right], \quad e^{i\varphi} \in \Gamma_2,
\]
where $a_k = e^{i\alpha_k}$, $b_k = e^{i\beta_k}$, $a_{m+1} = a_1$.

Thus if $u(re^{i\varphi})$ is a solution of the problem (25), then the function \( \frac{\partial u^+}{\partial \theta} \) belongs to $L^q(\Gamma_2; \omega_2)$ (by Lemma 5) and is a solution of the integral equation
\[
\frac{1}{2\pi} \int_{\Theta(\Gamma_2)} \frac{\partial u^+}{\partial \theta} \cot \frac{\theta - \varphi}{2} d\theta = \mu(\varphi), \quad e^{i\varphi} \in \Gamma_2, \quad (27)
\]
where
\[
\mu(\varphi) = -g(e^{i\varphi}) - \frac{1}{2\pi} \int_{\Theta(\Gamma_1 \setminus \gamma)} f(\theta) \frac{d\theta}{2\sin^2 \frac{\theta - \varphi}{2}} -
\]
\[
- \frac{1}{2\pi} \int_{\Theta(\gamma)} \psi(\theta) \frac{d\theta}{2\sin^2 \frac{\theta - \varphi}{2}} -
\]
\[
+ \frac{1}{2\pi} \sum_{k=1}^{m} \left[ \psi(a_{k+1}) \cot \frac{\alpha_{k+1} - \varphi}{2} - \psi(b_k) \cot \frac{\beta_k - \varphi}{2} \right]. \quad (28)
\]

Let us show that under the adopted assumptions regarding the functions $f$, $\psi$ and $g$, the function in the right-hand side of the equality (27) belongs to $L^q(\Gamma_2; \omega_2)$.

Indeed, we have
\[
\frac{1}{2\pi} \int_{\Theta(\gamma)} \psi(\theta) \frac{d\theta}{2\sin^2 \frac{\theta - \varphi}{2}} = -\psi(\theta) \cot \frac{\theta - \varphi}{2} \Big|_{\gamma} \frac{d\theta}{2\sin^2 \frac{\theta - \varphi}{2}} + \frac{1}{2\pi} \int_{\Theta(\gamma)} \frac{\partial \psi}{\partial \theta} \cot \frac{\theta - \varphi}{2} d\theta =
\]
\[
= -\frac{1}{2\pi} \sum_{k=1}^{m} \left[ \psi(b_k) \cot \frac{\beta_k - \varphi}{2} - \psi(b'_k) \cot \frac{\beta'_k - \varphi}{2} \right] -
\]
\[
- \frac{1}{2\pi} \sum_{k=1}^{m} \left[ \psi(a'_k) \cot \frac{\alpha'_k - \varphi}{2} - \psi(a_k) \cot \frac{\alpha_k - \varphi}{2} \right] +
\]
\[
+ \frac{1}{2\pi} \int_{\Theta(\gamma)} \frac{\partial \psi}{\partial \theta} \cot \frac{\theta - \varphi}{2} d\theta, \quad a'_k = e^{i\alpha'_k}, \quad b'_k = e^{i\beta'_k}.
\]
Here the last summand can be written as

\[ \tilde{\psi}_1(\varphi) = \frac{1}{2\pi} \int_{\Theta(\gamma)} \frac{\partial \psi}{\partial \theta} \cot \frac{\theta - \varphi}{2} d\theta = \frac{1}{2\pi} \int_0^{2\pi} \chi_\gamma(\theta) \frac{\partial \psi}{\partial \theta} \cot \frac{\theta - \varphi}{2} d\theta. \]

Since \( \frac{\partial \psi}{\partial \theta} \in L^q(\gamma; \omega_2) \), the function \( \psi_1(\theta) = \chi_\gamma(\theta) \frac{\partial \psi}{\partial \theta} \) belongs to \( L^q(\gamma; \omega_2) \).

But then the function \( \tilde{\psi}_1 \) likewise belongs to \( L^q(\gamma; \omega_2) \) (see, e.g., [24], p. 24).

Inserting the expression for \( \tilde{\psi}_1 \) into (28), we obtain

\[ \mu(\varphi) = -g(\varphi) + \sum_{k=1}^m \left[ \psi(a'_k) \cot \frac{a'_k - \varphi}{2} - \psi(b'_k) \cot \frac{b'_k - \varphi}{2} \right] - \frac{1}{2\pi} \int_{\Theta(\Gamma \setminus \gamma)} f(\theta) \frac{d\theta}{2\sin^2 \frac{\varphi - \theta}{2}} - \tilde{\psi}_1(\varphi). \]

By virtue of what has been said about \( \tilde{\psi}_1 \), we can conclude that \( \mu \in L^q(\Gamma_2; \omega_2) \).

Consequently, (27) is the singular integral equation with respect to \( \frac{\partial \psi}{\partial \theta} \) in the class \( L^q(\Gamma_2; \omega_2) \), where \( \Gamma_2 \) is the union of the arcs \( (b_k, a_{k+1}) \), \( k = 1, m \), \( a_{m+1} = a_1 \) and \( \omega_2 \) is given by the equality (7). This equation can easily be reduced to the equation with the Cauchy kernel; the latter has been solved in [24] for a particular case with the weight \( \omega_2 \).

On the basis of the results obtained in [24] (pp. 35-46; see also [23], pp. 104-108), we will be able to find conditions for the solvability of the above equation and to construct its solution in the case of more general weights (below, see the conditions (32) regarding \( \nu_k \) and \( \lambda_k \)).

All this will be done in Section 4. We will prove there that the equation (27) is, undoubtedly, solvable for \( m_1 \leq m \) and the solution contains an arbitrary polynomial of order \( r - 1 = m - m_1 - 1 \). If, however, \( m_1 > m \), then it is solvable provided that \( m_1 - m \) integral conditions are fulfilled (see the equalities (57) below). Solutions, if they exist, are written out in quadratures.

Having known \( \frac{\partial \psi}{\partial \theta} \), we can find the values \( u^+ \) on \( \Gamma_2 \) to within constant summands \( B_k \), \( k = 1, m \), on \( (b_k, a_{k+1}) \). The condition of absolute continuity of the functions \( u^+ \) on \( \Gamma_2 \cup \gamma \) results in the equalities \( u^+(a_k) = \psi(a_k) \) and \( u^+(b_k) = \psi(b_k) \). This allows us to get conditions for the solvability of the problem (25) and to find specific values for \( B_k \). As a result, we find the values of \( u^+ \) on the whole circumference \( \gamma \) and construct solutions of the problem (25).


Let \( L_k = (A_k, B_k), k = 1, m \) be the arcs lying separately on the oriented Lyapunov curve \( L \), and let \( m_1 \) be an integer from the segment \([0, 2m]\). We denote by \( C_1, C_2, \ldots, C_{2m} \) the points \( A_k, B_k, k = 1, m \) taken arbitrarily in
any order. Let \( q > 1 \),

\[
\rho(t) = \prod_{k=1}^{2m} |t - C_k|^{\alpha_k}, \quad \Gamma = \bigcup_{k=1}^{m} L_k,
\]

and \( f \in L(\Gamma) \cap L^q(\Gamma; \rho) \). Consider the Cauchy singular integral

\[
(S_f)(t) = \frac{1}{\pi i} \int_{\Gamma} \frac{f(\zeta)d\zeta}{\zeta - t}, \quad t \in \Gamma.
\]

As is known, the Cauchy singular operator \( S_\Gamma : f \to S_f \) is continuous in the space \( L^q(\Gamma; \rho) \) if and only if

\[
-\frac{1}{q} < \alpha_k < \frac{1}{q'}, \quad (29)
\]

(see, e.g., [23], [25]).

Consider now in \( L^q(\Gamma; \rho) \) the integral equation

\[
S_\Gamma \varphi = f. \tag{30}
\]

If we wish a solution \( \varphi \) to be "bounded" in the neighborhood of the points \( c_1, c_2, \ldots, c_{m_1} \) and "free" in the neighborhood of the remaining points \( c_{m_1+1}, \ldots, c_{2m} \), we assume that

\[
\rho(t) = \prod_{k=1}^{m_1} |t - C_k|^{\nu_k} \prod_{k=m_1+1}^{2m} |t - C_k|^{\lambda_k}, \quad -\frac{1}{q} < \nu_k < 0, \quad 0 \leq \lambda_k < \frac{1}{q'}, \quad (31)
\]

Under these conditions \( S_\Gamma \) acts from \( L^q(\Gamma; \rho) \) to \( L^q(\Gamma; \rho) \) and thus we assume that \( f \in L^q(\Gamma; \rho) \).

Suppose (following [2], p.279, or [23], p.104) that

\[
(U_\Gamma \varphi)(t) = \frac{R(t)}{\pi i} \int_{\Gamma} \varphi(\zeta) \frac{1}{\zeta - t} d\zeta,
\]

where \( R(z) \) is the function defined by the equalities (2)–(1).

It is easy to verify that the operator \( U_\Gamma \) is continuous in \( L^q(\Gamma; \rho) \) if and only if the operator

\[
U_{\Gamma, \rho} : \varphi \to U_{\Gamma, \rho}(\varphi), \quad U_{\Gamma, \rho}(\varphi) = \frac{R(t)\rho(t)}{\pi i} \int_{\Gamma} \frac{1}{R(\zeta)\rho(\zeta)} \frac{\varphi(\zeta)d\zeta}{\zeta - t}
\]

is continuous in \( L^q(\Gamma) \).

Since

\[
|R(t)\rho(t)| = \prod_{k=1}^{m_1} |t - C_k|^{\frac{1}{2} + \nu_k} \prod_{k=m_1+1}^{2m} |t - C_k|^{\lambda_k - \frac{1}{2}},
\]

it follows from (29) that for the operator \( U_{\Gamma, \rho} \) to be continuous in \( L^q(\Gamma) \), it is necessary and sufficient that

\[
-\frac{1}{q} < \frac{1}{2} + \nu_k < \frac{1}{q'}, \quad -\frac{1}{q} < \lambda_k - \frac{1}{2} < \frac{1}{q'},
\]
By virtue of the above said and together with the conditions (31) we can conclude that:

- if the weight $\rho$ is given by the equality (31), then the operator $U_\Gamma$ is continuous in $L^q(\gamma; \rho)$, if

\[- \frac{1}{q} < \nu_k < \min(0; \frac{1}{q} - \frac{1}{2}), \quad \max\left(0; \frac{1}{2} - \frac{1}{q}\right) \leq \lambda_k < \frac{1}{q'}.

(32)

In particular, (a) if $1 < q \leq 2$, then

\[- \frac{1}{q} < \nu_k < \frac{2 - q}{2q}, \quad 0 \leq \lambda_k < \frac{1}{q'},\]

(321)

(b) if $q > 2$, then

\[- \frac{1}{q} < \nu_k < 0, \quad \frac{2 - q}{2q} \leq \lambda_k < \frac{1}{q'}.

(322)

Taking this statement into account and following the reasoning from [23] (pp.106-108), we establish the following

**Theorem A.** If for the weight

$$\rho(t) = \prod_{k=1}^{m_1} |t - C_k|^{\nu_k} \prod_{k=m_1+1}^{2m} |t - C_k|^{\lambda_k}$$

the conditions (32) are fulfilled, then for $m_1 \leq m$ the equation (30) is solvable in $L^q(\Gamma; \rho)$, and all its solutions are given by the equality

$$\varphi(t) = (U_\Gamma f)(t) + R(t)P_{r-1}(t), \quad r = m - m_1,$$

where $P_{r-1}(t)$ is an arbitrary polynomial of order $r - 1$, and if $m_1 = m$, then $P_{r-1} = 0$. However, if $m_1 > m$, then the equation (30) is solvable if and only if the conditions

$$\int_\Gamma t^k R(t) f(t) dt = 0, \quad k = 0, 1, \ldots, l = m_1 - m,$$

are fulfilled and if they are fulfilled we obtain the unique solution given by the equality $\varphi = U_\Gamma f$.

**Remark 1.** The condition that $L_k$, $k = 1, m$, lie on a Lyapunov curve has been adopted for the sake of simplicity (this condition is sufficient for applications; Theorem A will be used below in case $L$ is a circumference). Theorem A remains also valid in the case of curves $\Gamma$ for which the operator $S_\Gamma$ is continuous in the space $L^q(\Gamma; \rho)$ with all the power weights $\rho$ satisfying the condition (29).

**Remark 2.** It is not difficult to see that Theorem A remains valid if instead of the weight $\rho$ we take the weight

$$r(t) = \rho(t) \prod_{k=1}^n |t - D_k|^{\alpha_k}, \quad - \frac{1}{q} < \alpha_k < \frac{1}{q'},$$
where $D_k$ are arbitrary points on $\Gamma$, different from the ends $L_k$.

**Remark 3.** In [23] and [24], the equation (30) is solved for the particular case in which $\nu_k = -\frac{1}{2q}$ and $\lambda_k = \frac{1}{2q}$.

5°. **Determination of Function $\frac{\partial u^+}{\partial n}$ on $\Gamma_2$.**

To apply Theorem A to the equation (27), it is necessary to make use of the fact that for $\tau = e^{i\phi}$, $t = e^{i\theta}$ we have

$$\frac{d\tau}{\tau - t} = \left(\frac{1}{2} \cot \frac{\theta - \varphi}{2} + \frac{i}{2}\right) d\theta,$$

and we write the equation (27) in the form

$$\frac{1}{\pi i} \int_{\Gamma_2} \frac{\partial u^+}{\partial \theta} \frac{d\tau}{\tau - e^{i\varphi}} - \frac{1}{2\pi} \int_{\Theta(\Gamma_2)} \frac{\partial u^+}{\partial \theta} d\theta = i\mu(\varphi).$$

Putting here $\frac{1}{\pi i} \int_{\Gamma_2} \frac{\partial u^+}{\partial \theta} = a$, we obtain

$$\frac{1}{\pi i} \int_{\Gamma_2} \frac{\partial u^+}{\partial \theta} \frac{dr}{\tau - e^{i\varphi}} = i\mu(\varphi) + a.$$  

(35)

Since $u^+$ is the boundary value of the solution of the problem (25),

$$a = \frac{1}{2\pi} \sum_{k=1}^{m} [\psi(a_{k+1}) - \psi(b_k)], \quad a_{m+1} = a_1,$$

and finally we have

$$\frac{1}{\pi i} \int_{\Gamma_2} \frac{\partial u^+}{\partial \theta} \frac{dr}{\tau - e^{i\varphi}} = i\mu(\varphi) + \frac{1}{2\pi} \sum_{k=1}^{m} [\psi(a_{k+1}) - \psi(b_k)],$$

(37)

which, according to Theorem A, allows us to conclude that for $m_1 \leq m$,

$$\frac{\partial u^+}{\partial \theta} = W_{\Gamma_2}(e^{i\theta}) = \frac{R(e^{i\theta})}{\pi i} \int_{\Gamma_2} \frac{i\mu(\tau) + a}{R(\tau)} \frac{dr}{\tau - e^{i\varphi}} + R(e^{i\theta})P_{r-1}(e^{i\theta}),$$

(38)

and for $m_1 > m$, the equation (37) (and hence the equation (27)) is solvable if and only if the conditions

$$\int_{\gamma_2} \frac{i\mu(\tau) + a}{R(\tau)} \tau^k d\tau = 0, \quad k = 0, l - 1, \quad l = m_1 - m,$$

(39)

are fulfilled. If these conditions are fulfilled, then

$$\frac{\partial u^+}{\partial \theta} = \frac{R(e^{i\theta})}{\pi i} \int_{\Gamma_2} \frac{i\mu(\tau)dr}{R(\tau)(\tau - e^{i\varphi})}$$

(381)

(here we have taken into account the fact that for $m_1 > m$ the equality $\frac{1}{\pi i} \int_{\Gamma_2} \frac{dr}{\tau - e^{i\varphi}} = 0$ holds (see [23], p. 105)).
If $W_{\Gamma_2}$ is the function defined by the equality (38), then
\[ \frac{1}{\pi i} \int_{\Gamma_2} W_{\Gamma_2}(\tau) \frac{d\tau}{\tau - e^{i\varphi}} = i\mu(\varphi) + a, \]
and hence from (34) we find that
\[ \frac{1}{2\pi} \int_{\Gamma_2} W_{\Gamma_2}(e^{i\theta}) \frac{d\theta}{2} = \]
\[ = i \left( \frac{1}{\pi i} \int_{\Gamma_2} W_{\Gamma_2} \frac{d\tau}{\tau - e^{i\varphi}} - \frac{1}{2\pi} \int_{\Theta(\Gamma_2)} W_{\Gamma_2}(e^{i\theta}) d\theta \right) = \]
\[ = -\mu(\varphi) + i \left( a - \frac{1}{2\pi} \int_{\Theta(\Gamma_2)} W_{\Gamma_2}(e^{i\theta}) d\theta \right). \]
Consequently, the function $W_{\Gamma_2}(e^{i\theta})$ is a solution of the equation (27) if and only if
\[ \frac{1}{2\pi} \int_{\Theta(\Gamma_2)} W_{\Gamma_2}(e^{i\theta}) d\theta = a, \]
i.e., if
\[ \frac{1}{2\pi i} \int_{\Theta(\Gamma_2)} \left[ R(e^{i\theta}) \int_{\Gamma_2} \frac{i\mu(\tau) + a}{\pi i} \frac{d\tau}{\tau - e^{i\varphi}} + R(e^{i\theta}) P_{\Gamma_2}(e^{i\theta}) \right] d\theta = a. \quad (40) \]
If the conditions (40) are fulfilled, then
\[ \frac{1}{2\pi} \int_{\Theta(\Gamma_2)} W_{\Gamma_2}(e^{i\theta}) \frac{d\theta}{2} = \mu(\varphi). \]
As far as we are interested only in real solutions of the equation (27), this means that for $m_1 \leq m$ the solution is the function
\[ W_{\Gamma_2}^*(e^{i\theta}) = \text{Re} W_{\Gamma_2}(e^{i\theta}) = \]
\[ = \text{Re} \left[ \frac{R(e^{i\theta})}{\pi i} \int_{\Gamma_2} \frac{i\mu(\tau) + a}{\tau - e^{i\varphi}} + R(e^{i\theta}) P_{\Gamma_2}(e^{i\theta}) \right], \quad (41) \]
while for $m_1 > m$, if the conditions (39) are fulfilled, such solution is the function
\[ W_{\Gamma_2}^*(e^{i\theta}) = \text{Re} \left[ \frac{R(e^{i\theta})}{\pi i} \int_{\Gamma_2} \frac{\mu(\tau) + a}{\tau - e^{i\varphi}} \right]. \quad (41_1) \]
Thus we have proved the following

Lemma 7. If the functions $f, \psi, g$, from the boundary conditions (25) are such that the function $\mu$ defined by means of these functions (by the equality (28)) and the constant $a$ defined by the equality (36) satisfy the condition
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(40), then the function \( W^*_{\Gamma_2} \) given by the equality (41) is the solution of the equation (27) for \( m_1 \leq m \). If, however, \( m_1 > m \), and along with (40) the conditions (39) are fulfilled, then the solution of the equation under consideration is the function given by the equality (41). In both cases \( W^*_{\Gamma_2} \) provides us with the sought for value of \( \frac{\partial u}{\partial n} + \frac{\partial \theta}{\partial n} \) on \( \Gamma_2 \).


In this case \( f = 0, \psi = 0, g = 0 \) and hence \( \mu = 0, a = 0 \).

First, let \( m_1 > m \). Then the conditions (39) are fulfilled and by (38) we have \( \frac{\partial u^+}{\partial n} = 0 \) on \( \Gamma_2 \). Thus \( u^+(\theta) = A_k, e^{i\varphi} \in [b_k, a_{k+1}] \) where \( A_k \) are the real constants, and only the functions

\[
u(re^{i\varphi}) = \sum_{k=1}^{m} A_k \int_{\theta([b_k, a_{k+1}])} \frac{1 - r^2}{1 + r^2 - 2r \cos(\theta - \varphi)} \, d\theta, \quad e^{i\varphi} \in \gamma, \tag{42}
\]

may be a solution of the homogeneous problem (25).

The condition \( u^+ \in A(\Gamma_2 \cup \tilde{\gamma}) \) implies that for \( e^{i\varphi} \in [b_k, a_{k+1}] \), we have \( A_k = \psi(b_k) = 0, k = 1, m \). Hence for \( m_1 > m \), the homogeneous problem (25) has only the zero solution.

If \( m_1 \leq m \), then the conditions (40) take the form

\[
\int_{\theta(\Gamma_2)} R(e^{i\theta}) P_{r-1}(e^{i\theta}) \, d\theta = 0, \tag{40.1}
\]

and if these conditions are fulfilled, then

\[
u^+(e^{i\theta}) = \int_{\beta_1}^{\beta} \chi_{\alpha(\Gamma_2)}(\alpha) \Re[R(e^{i\alpha}) P_{r-1}(e^{i\alpha})] \, d\alpha + A_k, \quad e^{i\theta} \in (b_k, a_{k+1}). \tag{43}
\]

It is not difficult to see that \( u^+ \) is absolutely continuous on \( \Gamma_2 \cup \tilde{\gamma} \) if and only if

\[
\int_{\beta_k}^{\alpha_k} \chi_{\alpha(\Gamma_2)}(\alpha) \Re[R(e^{i\alpha}) P_{r-1}(e^{i\alpha})] \, d\alpha + A_k = 0
\]

\[
k = 1, m, \quad e^{i\alpha_k} = a_k, \quad e^{i\beta_k} = b_k, \tag{44}
\]

The above conditions are compatible only if

\[
\int_{\beta_k}^{\alpha_{k+1}} \Re[R(e^{i\alpha}) P_{r-1}(e^{i\alpha})] \, d\alpha = 0. \tag{45}
\]
If these conditions are fulfilled, then
\[ A_k = - \int_{\beta_k}^{\alpha_{k+1}} \Re[R(e^{i\alpha})P_{r-1}(e^{i\alpha})]d\alpha. \quad (46) \]

Let us find for which polynomials \( P_{r-1} \) the conditions \((40)\) (and hence the conditions \((45)\)) are fulfilled.

Suppose \( R(t) = R_1(t) + iR_2(t) \), and let
\[ P_{r-1}(t) = \sum_{j=0}^{r-1} (x_j + iy_j)t^j, \quad t = e^{i\theta}. \quad (47) \]

Then the conditions \((45)\) take the form
\[
\begin{align*}
\sum_{j=0}^{r-1} \int_{\beta_k}^{\alpha_{k+1}} [x_j R_1(e^{i\theta}) \cos(j\theta) - y_j R_2(e^{i\theta}) \sin(j\theta)]d\theta &= 0, \\
\sum_{j=0}^{r-1} \int_{\beta_k}^{\alpha_{k+1}} [x_j R_2(e^{i\theta}) \cos(j\theta) + y_j R_1(e^{i\theta}) \sin(j\theta)]d\theta &= 0.
\end{align*}
\]

Thus we have obtained a linear system with respect to the unknowns \( x_0, x_0, \ldots, x_{r-1}, y_0, y_1, \ldots, y_{r-1} \). The determining matrix of the system \((48)\) is the matrix
\[ A = (a_{ij})_{i,j=1,\ldots,2m}, \]
\[
a_{ij} = \begin{cases} \int_{\beta_i}^{\alpha_{i+1}} R_1(\theta) \cos(j-1)\theta d\theta, & i = \overline{1,m}, \; j = \overline{1,r}, \\
- \int_{\beta_i}^{\alpha_{i+1}} R_2(\theta) \sin(j-1)\theta d\theta, & i = \overline{1,m}, \; j = \overline{r+1,2r}, \\
\int_{\beta_i}^{\alpha_{i+1}} R_2(\theta) \cos(j-1)\theta d\theta, & i = \overline{m+1,2m}, \; j = \overline{1,r}, \\
\int_{\beta_i}^{\alpha_{i+1}} R_1(\theta) \sin(j-1)\theta d\theta, & i = \overline{m+1,2m}, \; j = \overline{r+1,2r}. \end{cases} \quad (49) \]

The matrix \( A \) has \( 2m \) rows and \( 2r = 2(m - m_1) \) columns.

Let
\[ \nu = \text{rank} A. \quad (50) \]
(Obviously, \( \nu \leq 2r \)). The system \((48)\) has a solution which depends on \( 2r - \nu \) real constants. Inserting the values of these solutions in the expression \( P_{r-1} \) from \((47)\) and substituting the obtained polynomials into \((41)\), we define \( W_{\Gamma_2}^* \). Next, from \((46)\) we can find the values of \( A_k \). Having obtained \( W_{\Gamma_2}^* \)
and $A_k$, by the formula (43) we can find $u^+$ on $\Gamma_2$. Let

$$u^+(\theta) = \begin{cases} 0, & e^{i\theta} \in \Gamma_1, \\ \int_{\beta_1}^{\theta} \chi_{\Theta(\Gamma_2)}(\alpha) W_{\Gamma_2}^*(\theta)d\theta + A_k, & e^{i\theta} \in \Gamma_2. \end{cases} \tag{51}$$

Then the formula (15) provides us with a possible solution. By Lemma 6, the obtained function belongs to $h(\Gamma_1, p(\omega_1), \Gamma'_2, q(\omega_2))$.

We can easily verify the fulfilment of all boundary conditions. Thus we have proved the following

\textbf{Theorem 1.} For $m_1 > m$, the homogeneous boundary value problem (25) has only the zero solution. For $m_1 \leq m$, the problem has the solution depending on $2(m - m_1) - \nu$ arbitrary real constants, where $\nu$ is the rank of the matrix $A$ defined by (50) in which $R_1$ and $R_2$ are, respectively, the real and imaginary parts of the function $R(t)$ given by the equality (2). All the solutions are represented by the Poisson integral (15) with density $u^+$ given by (51) in which $W_{\Gamma_2}^*$ is defined by the formula (41) with the polynomial $P_{r-1}$ whose coefficients $x_j + iy_j$ are defined from the system (48) and the constants $A_k$ by the equality (46).

$7^0$. Solution of Problem (25).

We will now proceed to the investigation of the non-homogeneous problem. Towards this end, we construct a particular solution.

As is seen, for $m_1 \leq m$, the function $\frac{\partial u^+}{\partial \theta}$ on $\Gamma_2$ is defined by the equality (41), while when $m_1 > m$ and the conditions (39) are fulfilled, then this function is defined by the equality (411) (see Lemma 7). Taking in these formulas $P_{r-1} \equiv 0$ and integrating with respect to $\theta$, we find $u^+$ on $\Gamma_2$,

$$u^+(\theta) = W_{\Gamma_2}(\theta) = \int_{\beta_1}^{\theta} \chi_{\Theta(\Gamma_2)}(\alpha) \Re \left[ \frac{i\mu(\tau) + a}{\pi i} \int_{\Gamma_2} R_0(\tau, \alpha) d\alpha \right] d\tau + B_k, \ e^{i\theta} \in (b_k, a_{k+1}) \tag{52}$$

This function on $\Gamma_2$ belongs to $L^q(\Gamma_2; \omega_2)$ for any $\mu \in L^q(\Gamma_2; \omega_2)$ if $m_1 \leq m$. However, if $m_1 > m$, then $u^+$ belongs to $L^q(\Gamma_2; \omega_2)$ only for those $\mu$ for which the equalities (39) are valid.

Consider on $\gamma$ the function

$$u^+(\theta) = \begin{cases} \psi(e^{i\theta}), & e^{i\theta} \in \gamma, \\ f(e^{i\theta}), & e^{i\theta} \in \Gamma_1 \setminus \gamma, \\ W_{\Gamma_2}(\theta), & e^{i\theta} \in \Gamma_2. \end{cases} \tag{53}$$

The functions $u(re^{i\varphi})$ constructed by the formula (15) with that density are candidates for being a particular solutions of the problem (25). It is not difficult to notice that only absolute continuity of the function $u^+(\theta)$ on $\Gamma_2 \cup (\gamma)$ needs checking, hence it is necessary and sufficient that this
function be continuous (since it is absolutely continuous on the parts \( \tilde{\gamma} \) and \( \Gamma_2 \), coincides on \( \tilde{\gamma} \) with \( \psi, \psi \in A(\tilde{\gamma}) \) and on \( \Gamma_2 \) it has the form (52)).

Thus it is necessary to fulfill the conditions
\[
W_{\Gamma_2}(a_{k+1}) = \psi(a_{k+1}), \quad W_{\Gamma_2}(b_k) = \psi(b_k),
\]
i.e., we have to choose in (52) the constants \( B_k \) such that
\[
\int_{\beta_1}^{\alpha_{k+1}} X_{\alpha(\Gamma_2)}(\alpha) \Re \left[ \frac{R(e^{i\alpha})}{\pi i} \int_{\tilde{\Gamma}_2} i\mu(\tau) + a \frac{1}{R(\tau - e^{i\alpha})} d\tau \right] d\alpha + B_k = \psi(a_{k+1}), \quad k = \Gamma, m,
\]
and
\[
\int_{\beta_1}^{\beta_k} X_{\alpha(\Gamma_2)}(\alpha) \Re \left[ \frac{R(e^{i\alpha})}{\pi i} \int_{\Theta(\Gamma_2)} i\mu(\tau) + a \frac{1}{R(\tau - e^{i\alpha})} d\tau \right] d\alpha + B_k = \psi(b_k).
\]

The numbers \( B_k \) in the equalities (55) are defined uniquely. Next, for (56) to be valid, it is necessary and sufficient that the conditions
\[
\int_{\beta_k}^{\alpha_{k+1}} \Re \left[ \frac{R(e^{i\alpha})}{\pi i} \int_{\Theta(\Gamma_2)} i\mu(\tau) + a \frac{1}{R(\tau - e^{i\alpha})} d\tau \right] d\alpha =
\]
\[= \psi(a_{k+1}) - \psi(b_k), \quad k = \Gamma, m,
\]
be fulfilled. Moreover, the condition (40) must also be fulfilled, but as far as \( \Gamma_2 = \cup(b_k, a_{k+1}) \), the equalities (57) imply that (40) is fulfilled.

If the conditions (57) are fulfilled, and if the equalities (39) are fulfilled for \( m > m_1 \), then the solution of the problem (25) is the function
\[
\psi^*(re^{i\varphi}) = \frac{1}{2\pi} \int_{\Theta(\Gamma)} \psi(e^{i\varphi}) P(r, \theta - \varphi) d\theta +
\]
\[+ \frac{1}{2\pi} \int_{\Theta(\Gamma \setminus \tilde{\gamma})} f(e^{i\varphi}) P(r, \theta - \varphi) d\theta + \frac{1}{2\pi} \int_{\Theta(\Gamma_2)} W_{\Gamma_2}(\theta) P(r, \theta - \varphi) d\theta,
\]
where \( W_{\Gamma_2}(\theta) \) is defined by the equality (52) in which the constants \( B_k \) are calculated by virtue of (55), i.e.,
\[
B_k = \psi(a_{k+1}) - \int_{\beta_1}^{\alpha_{k+1}} X_{\alpha(\Gamma_2)}(\alpha) \Re \left[ \frac{R(t)}{\pi i} \int_{\tilde{\Gamma}_2} \frac{i\mu(\tau) + a}{R(\tau - e^{i\alpha})} d\tau \right] d\alpha.
\]

The consequence of our reasoning in Sections 4.0–7.0 is the following

**Theorem 2.** Let \( U \) be the unit circle with the boundary \( \gamma, \Gamma_1 = \bigcup_{k=1}^{m} [a_k, b_k] \) be the union of the arcs \( \gamma_k = (a_k, b_k), a_k = e^{i\alpha_k}, b_k = e^{i\beta_k} \) lying separately on \( \gamma, \tilde{\gamma} = \bigcup_{k=1}^{m} [a_k, a'_k] \bigcup_{k=1}^{m} [b_k, b'_k] \), where \( [a_k', b_k'] \) are the arcs on \( \gamma_k, a'_k = e^{i\alpha_k}, b'_k = e^{i\beta_k}, \Gamma_2 = \gamma \setminus \Gamma_1 \). Moreover, let \( c_1, c_2, \ldots, c_{2m} \) be the points
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(1) If \( m_1 \leq m \), it is necessary and sufficient that the conditions

\[
\int_{\Gamma_2} \text{Re} \left[ \frac{R(e^{i\alpha})}{\pi i} \int_{\Theta(\tilde{\gamma})} \frac{i\mu(\tau) + a}{R(\tau)(\tau - e^{i\alpha})} d\tau \right] d\alpha = \\
= \psi(e^{i\alpha_{k+1}}) - \psi(e^{i\beta_k}), \quad k = 1, m,
\]

be fulfilled, where

\[
\mu(\varphi) = -g(e^{i\varphi}) + \frac{1}{2\pi} \sum_{k=1}^{m} \left[ \psi(e^{i\alpha_{k+1}}) \cot \frac{\alpha_{k+1} - \varphi}{2} - \psi(e^{i\beta_k}) \cot \frac{\beta_k - \varphi}{2} \right] - \\
\left. \frac{1}{2\pi} \int_{\Theta(\tilde{\gamma})} f(\varphi) \frac{d\theta}{2\sin^2 \frac{\theta - \varphi}{2}} - \frac{1}{2\pi} \int_{\Theta(\tilde{\gamma})} \psi(\varphi) \frac{d\theta}{2\sin^2 \frac{\theta - \varphi}{2}} \right),
\]

(29)

\[
a = \frac{1}{2\pi} \sum_{k=1}^{m} [\psi(e^{i\alpha_{k+1}}) - \psi(e^{i\beta_k})];
\]

(36)

(II) If \( m_1 > m \), it is necessary and sufficient that the condition (57) and

\[
\int_{\Gamma_2} \frac{i\mu(\tau) + a}{R(\tau)} \tau^k d\tau = 0, \quad k = 0, l - 1, \quad l = m_1 - m,
\]

be fulfilled;

(III) If the above-given conditions are fulfilled, then the solution of the problem is given by the equality

\[
u(re^{i\varphi}) = \nu^*(re^{i\varphi}) + \nu_0(re^{i\varphi}),
\]

where

\[
u^*(re^{i\varphi}) = \frac{1}{2\pi} \int_{\Theta(\tilde{\gamma})} \psi(\theta) P(r, \theta - \varphi) d\theta + \frac{1}{2\pi} \int_{\Theta(\tilde{\gamma})} f(e^{i\theta}) P(r, \theta - \varphi) d\theta + \\
+ \frac{1}{2\pi} \int_{\Theta(\tilde{\gamma})} W_{\Gamma_2}(\theta) P(r, \theta - \varphi) d\theta.
\]

Here

\[
W_{\Gamma_2}(\theta) = \frac{\theta}{2\pi} \int_{\tilde{\gamma}} \frac{R(e^{i\alpha})}{\pi i} \int_{\Gamma_2} \frac{i\mu(\tau) + a}{R(\tau)(\tau - e^{i\alpha})} d\tau \right] d\alpha + B_k
\]

(52)
\[ B_k = \psi(e^{i\alpha_{k+1}}) - \int_{\beta_1}^{\gamma_{k+1}} \chi_\nu(\gamma_2) \left( \frac{R(e^{i\alpha})}{\pi i} \int_{\Gamma_2} \frac{i\mu(\tau) + a}{R(\tau - e^{i\alpha})} d\tau \right) \, da, \quad (59) \]

and

\[ u_0(z) = \begin{cases} 
0, & \text{for } m_1 > m, \\
\frac{1}{\pi} \int_0^{2\pi} W_{\Gamma_2}^*(\theta) P(r, \theta - \varphi) d\theta, \\
W_{\Gamma_2}^*(\theta) = \int_0^\theta \chi_\nu(\gamma_2) (\alpha) \Re \left[ R(e^{i\alpha}) P_{r-1}(e^{i\alpha}) \right] d\alpha + A_k, \\
e^{i\theta} \in (b_k, a_{k+1}) & \text{for } m_1 \leq m
\end{cases} \]

where \( A_k \) are defined by (46); if, however, \( m_1 < m \), then \( P_{r-1}(e^{i\theta}) = \sum_{j=1}^{r-1} (x_j + iy_j) e^{ij\theta} \) is the polynomial whose coefficients \( x_j, y_j, j = 0, r-1 \) are solutions of the system (48). Note that if \( \nu = \text{rank} A \), where \( A \) is the matrix given by the equality (49), then among the numbers \( x_0, x_1, \ldots, x_{r-1}, y_0, y_1, \ldots, y_{r-1} \), there are \( 2(m - m_1) - \nu \) arbitrary parameters.

80. A Mixed Problem in Domains with Lyapunov Curves.

Let \( D \) be a simply connected finite domain bounded by a simple oriented Lyapunov curve \( L \). Let \( \mathcal{L}_k = (A_k, B_k), k = 1, m \), be arcs lying separately on that curve. Moreover, let \( [A'_{k}, B'_{k}] \) be arcs lying on \( \mathcal{L}_k \). We denote

\[ L_1 = \bigcup_{k=1}^{m} \mathcal{L}_k, \quad \bar{L} = \bigcup_{k=1}^{m} [A_k, A'_k] \bigcup_{k=1}^{m} [B'_k, B_k], \quad L_2 = \bar{L} \setminus L_1. \quad (60) \]

Let \( z = z(w) \) be a conformal mapping of the unit circle \( U \) onto the domain \( D \) and let \( w = w(t) \) be an inverse mapping. Suppose

\[ \Gamma_1 = w(L_1), \quad \bar{\gamma} = w(\bar{L}), \quad \Gamma_2 = w(L_2), \]

\[ \Gamma_j(r) = \{ w : w = r e^{i\theta}, \quad \theta \in \Theta(\Gamma_j) \}, \quad L_j(r) = z(\Gamma_j(r)). \]

Let \( C_1, C_2, \ldots, C_{2m} \) be the points of \( A_1, A_2, \ldots , A_m, B_1, B_2, \ldots , B_m \) taken arbitrarily, and let \( D_1, D_2, \ldots , D_n \) be points on \( L \) different from \( C_k \); the points \( D_1, D_2, \ldots , D_n \) lie on \( L_1 \), and the points \( D_{n+1}, \ldots, D_n \) on \( L_2 \).

Suppose

\[ \rho_1(z) = \prod_{k=1}^{m_1} (z - D_k)^{\alpha_k}, \quad -\frac{1}{p} < \alpha_k < \frac{1}{p}, \quad (61) \]

\[ \rho_2(z) = \prod_{k=1}^{m_1} (z - C_k)^{\alpha_k} \prod_{k=m_1+1}^{2m} (z - C_k)^{\lambda_k} \prod_{k=n_1+1}^{n} (z - D_k)^{\beta_k}, \quad -\frac{1}{q} < \beta_k < \frac{1}{q}. \quad (62) \]

We say that the function \( u(z), z = x + iy \), harmonic in the domain \( D \) belongs to the class \( c(L_{1p}(\rho_1), L_{2q}(\rho_2)) \) if

\[ \sup_{0<r<1} \left[ \int_{L_1(r)} |u(z)|^p |dz| + \int_{L_2(r)} \left( |\frac{\partial u}{\partial x}|^q + |\frac{\partial u}{\partial y}|^q \right) |\rho_2(z)|^q |dz| \right] < \infty. \quad (63) \]
Lemma 8. If \( U(z) = U(x, y) \in L(L_{1p}(\rho_1), L_{2q}(\rho_2)) \), then the function \( u(w) = U(z(w)) = U(x(\xi, \eta), y(\xi, \eta)) = u(\xi, \eta) \) belongs to the class

\[
h(\Gamma_{1p}(\rho_1(z(w)))) \sqrt{|z'(w)|}, \quad \Gamma_{2q}(\rho_2(z(w))) \sqrt{|z'(w)|}.
\]

Indeed, taking into account the Cauchy–Riemann conditions, we can easily verify that \( \left( \frac{\partial u}{\partial \bar{z}} \right)^2 + \left( \frac{\partial u}{\partial z} \right)^2 = \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial u}{\partial y} \right)^2 \). Hence the validity of the lemma follows from (9) if we transform the variable \( z \) by the equality \( z = z(w) \) and take into account that (9) is equivalent to (8).

Consequently, transforming \( z = z(w) \), from the function of the class \( e(L_{1p}(\rho_1), L_{2q}(\rho_2)) \) we obtain the function of the class \( h(L_{1p}(w_1), L_{2q}(w_2)) \), where

\[
\begin{align*}
\omega_1(w) &= \rho_1(z(w)) \sqrt{|z'(w)|}, \\
\omega_2(w) &= \rho_2(z(w)) \sqrt{|z'(w)|}.
\end{align*}
\]

If \( f(z) \) is the function defined on a finite union of arcs \( E = L_2 \cup \tilde{L} \), and \( z = z(s) \) is the equation of the curve \( L \) with respect to the arc abscissa \( s \), then we say that it is absolutely continuous on \( E \), if the function \( f(z(s)) \) is absolutely continuous on the set \( \{ s : z(s) \in E \} \), and we write \( f \in A(L_2 \cup \tilde{L}) \).

Lemma 9. If \( f(z) \in A(L_2 \cup \tilde{L}) \), then the function \( f(z(\tau)) \), where \( z(\tau) \) is the restriction on \( \gamma \) of the conformal mapping \( z(w) \) of the circle \( U \) on \( D \), belongs to \( A(\Gamma_{2} \cup \tilde{\gamma}) \), and vice versa, if \( \varphi(w) \in A(\Gamma_{2} \cup \tilde{\gamma}) \), then \( \varphi(w(t)) \in A(L_2 \cup \tilde{L}) \).

This lemma is the consequence of the fact that under the conformal mapping \( z = z(w) \) of the circle onto finite domain which is bounded by a simple rectifiable curve, the functions \( z = z(e^{i\theta}) \) and \( w = w(z(s)) \) are absolutely continuous with respect to the arguments \( \theta \) and \( s \), respectively (see, e.g., [7], pp.405-407).

Let us consider the following mixed boundary value problem: find in the domain \( D \) the function \( U \), satisfying the following conditions:

\[
\begin{align*}
\Delta U &= 0, & \quad U \in e(L_{1p}(\rho_1), L_{2q}(\rho_2)), & \quad p > 1, \quad q > 1, \\
U^+|_{L_1} &= F, & \quad F \in L^p(L_1; \rho_1); & \quad U^+ \in A(L_2 \cup \tilde{L}), \\
U^+|_{L_2} &= \Psi, & \quad \Psi \in L^q(L_2; \rho_2); & \quad \left( \frac{\partial u}{\partial n} \right)^+|_{L_2} = G, & \quad G \in L^q(L_2; \rho_2).
\end{align*}
\]

Since \( L \) is the Lyapunov curve, the functions \( |z'(w)| \) and \( |w'(z)| \) are continuous respectively in \( \overline{U} \) and \( \overline{D} \) and different from zero. If we put \( z(L_k) = c_k \), then such will be the functions \( \frac{z(w) - z(c_k)}{w - c_k} \), \( k = 1, m \). Therefore the classes \( h(\Gamma_{1p}(\omega_1), \gamma_{2q}(\omega_2)) \) with the weights (64) and (65) coincide with the same class with the weights defined by the equalities (6) and (7). Taking into account Lemma 9 and putting

\[
f(t) = F(z(t)), \quad \psi(t) = \Psi(z(t)), \quad g(t) = G(z(t)), \quad t \in \gamma,
\]

\[
(\text{67})
\]
we easily see that problem (66) is equivalent to the problem (25) with the
boundary data (67). Applying to the latter Theorem 2, we state that the
following theorem is valid.

**Theorem 3.** If $L$ is the Lyapunov curve, $\rho_1$ and $\rho_2$ are the weight
functions defined by the equalities (61) and (62) in which $\nu_k$ and $\lambda_k$ satisfy
the conditions

\[-\frac{1}{q} < \nu_k < \min \left(0; \frac{1}{q'} - \frac{1}{2}\right), \quad \max \left(0; \frac{1}{2} - \frac{1}{q}\right) \leq \lambda_k < \frac{1}{q'},\]

then for the solution $U$ of the problem (66) the statements (I)-(III) of The-
orem 2, in which $f, \psi, g$ are given by the equalities (67), are valid.

$9^0.$ The Mixed Boundary Value Problem in the Class $e_q'(D; \omega)$.

Let $D$ be the domain bounded by a simple Lyapunov curve $L$, and let
$\omega = \omega_2$ be the weight function given by the equality (7) with the values
$\nu_k$ and $\lambda_k$ for which the conditions (32) are fulfilled. Consider the mixed
boundary value problem in the class $e_q'(D, \omega)$ (somewhat narrower than the
class $e(L_{1p}(\rho_1), L_{2q}(\omega))$):

\[\begin{align*}
& u : \Delta u = 0, \\
& \sup_{0 < r < 1} \int_{\Gamma_r} \left( |\frac{\partial u}{\partial x}|^q + |\frac{\partial u}{\partial y}|^q \right) \nu(z) |dz| < \infty,
\end{align*}\]

where $\Gamma_r$ is the of the image circumference of radius $r$ under the conformal
mapping of $U$ onto $D$.

If $q > 1$, and $v$ is the function, harmonically conjugate to $u$, $u \in e_q'(D),
then by the Cauchy–Riemann conditions we have $v \in e_q'(D)$. Therefore if
$\phi(z) = u(z) + iv(z)$, then $\omega(z)\phi'(z) \in E^q(D)$. But then $\phi(z)$ is continuous
in $\overline{D}$, absolutely continuous on $L$ (see, e.g., [7], p.395), and $\phi'(t) \in L^q(\omega).$

Consider the problem for a circle.

Let $\Gamma_1 = \cup_{k=1}^n \gamma_k$, where $\gamma_k = (a_k, b_k)$ are arcs lying separately on the unit
circumference $\gamma$, $\Gamma_2 = \Gamma \setminus \Gamma_1$. It is required to find a function $u$ for which

\[
\begin{align*}
\Delta u &= 0, \\
|u|_{L^q(\Gamma_1)} &= \psi, \\
\psi &\in A(\Gamma_1), \\
|u^+|_{L^q(\Gamma_2)} &= g, \\
\psi &\in L^q(\Gamma_2; \omega);
\end{align*}
\]

(68)

It can be easily verified that if $u$ is a solution of the problem (68), then it is
represented by the formula (15) in which $u^+ \in A(\gamma)$.

Reasoning just in the same way as in Sections 4$^0$ – 7$^0$, we arrive at the
conclusion that the following theorem is valid.

**Theorem 4.** For the problem (68) the statements (I)-(III) of Theorem
2, in which we assume that $\tilde{\gamma} = \Gamma_1$ and

\[
\mu(\varphi) = g(e^{i\varphi}) + \frac{1}{2\pi} \int_{\theta(\Gamma_1)} \psi(e^{i\theta}) \cot \frac{\theta - \varphi}{2} d\varphi +
\]

\[
\]
\[
+ \sum_{k=1}^{m} \left[ \psi(b_k) \ctg \frac{\beta_k - \varphi}{2} - \psi(a_{k+1}) \ctg \frac{\alpha_{k+1} - \varphi}{2} \right]
\]
are valid.

For the domain \( D \) bounded by the Lyapunov curve in the class \( e_q(D; \omega) \),
the statement analogous to Theorem 4 is true.

Note that general boundary value problems, including mixed type problems, have been considered by many authors in different classes of functions (see, e.g., [26–28]).
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