CONSTRUCTION AND ANALYSIS OF
DIFFERENCE SCHEMES FOR SOME ELLIPTIC
PROBLEMS, AND CONSISTENT ESTIMATES
OF THE RATE OF CONVERGENCE
Abstract. In the present work we present new results connected with the construction and analysis of difference schemes for:

(a) the second order elliptic equation (the Dirichlet problem, mixed boundary value problem, nonlocal problems);
(b) general systems of elliptic second order equations (the Dirichlet problem);
(c) systems of equations of the statical theory of elasticity (the first mixed, the third boundary-value, the nonlocal problems with integral restriction);
(d) the fourth order elliptic equation (the first boundary-value problem);
(e) the problem of bending of an orthotropic plate freely supported over the contour;

For the construction of difference schemes the Steklov averaging operators are used. The correctness is investigated by the energy method. The estimate of the rate of convergence is based on the corresponding a priori estimates and on the generalized Bramble-Hilbert lemma. Investigation of the solvability of nonlocal problems for the second order elliptic equation is based on the Lax–Milgram lemma.
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Introduction

The method of finite differences is one of the most widespread and universal methods of numerical solution of boundary value problems for differential equations, in particular, those of elliptic type.

In approximate methods as well as in practice the main attention is paid to the issue of accuracy. When a solution of the initial problem is sufficiently smooth, for example, belongs to a class of continuously differentiable functions $C^k$, we can find in the theory of the finite-difference method a great deal of fundamental investigations devoted to the estimation of accuracy and convergence rate. However, it is worth mentioning that the input data in a number of practical problems are not always smooth, so one have to consider them in other, more general spaces. In this respect, the most suitable ones are the Sobolev classes $W^{k,p}_\omega$. Development and validation of difference schemes with coefficients and solutions of problems from the Sobolev space became very topical.

During the last twenty years, methods of constructing and analysis of difference schemes with convergence rate consistent with the smoothness of the sought for solution have arisen. In this respect we mention the works due to A. A. Samarski˘ı, R. D. Lazarov, V. L. Makarov, W. Weinelt, S. A. Voitsekhovskii, I. P. Gavrilıyuk, B. S. Jovanović, P. P. Matus, M. N. Moskal’k̆ov, V. G. Prikazchikov, etc. Later on, such kind of estimates were called consistent ([71]). For elliptic problems they have the form

$$\|y - u\|_{W^{s,p}_\omega} \leq c|h|^{m-s}\|u\|_{W^{m,p}_\Omega}, \quad m > s \geq 0,$$

where $u$ is a solution of the original differential problem, $y$ is an approximate solution, $s$ and $m$ are real numbers, $\| \cdot \|_{W^{s,p}_\omega}$ and $\| \cdot \|_{W^{m,p}_\Omega}$ are Sobolev norms on a set of functions of discrete and continuous argument.

The aim of the present paper is to construct and analyze different schemes which approximate some classical and nonlocal problems for elliptic equations and systems, as well as to obtain a scale of a priori estimates of the convergence rate, depending on the smoothness of the solution of the initial problem.

Of the obtained results, the following ones are worth mentioning:

(a) A method of averaging the coefficients which preserves ellipticity at the discrete level and is efficient for boundary value problems with rapidly changing or unbounded coefficients.

(b) For the problems with derivatives in the boundary conditions, the convergence rate is, as a rule, reduced by half. The reason of such a reduction is shown, and a way of its elimination is suggested.

(c) A difference analogue of the second principal inequality for the solution of the Dirichlet problem for the second order elliptic equation, without restriction to the mesh step.
(d) In difference schemes for fourth order equations, the values of the approximate solution are defined at outer nods as well. Therefore when investigating the error, there arises the need to extend the exact solution outside of the domain of integration, preserving the smoothness. We suggest a method of estimation of the convergence rate which does not require such an extension.

(e) A new effective method of decomposition of the problem of bending of the orthotropic plate.

(f) Solvability of some nonlocal boundary value problems in weighted Sobolev spaces, validation of the corresponding difference schemes by means of the energy method.
CHAPTER 1

Difference Schemes for Elliptic Equations of Second Order

In this chapter we suggest a method of averaging the coefficients of the differential operator which on the discrete level does not violate the condition of ellipticity. An estimate of the inner product of mesh function traces on the boundary is obtained which allows one to establish a consistent estimate of the convergence rate in the case of the mixed type boundary value problem. Without restriction to the mesh step, the difference analogue of the second principal inequality of the solution of the Dirichlet problem is proved.

In Section 1 we introduce notation and some preliminaries which will be used in the sequel. In Sections 2–4 we study difference schemes for the Dirichlet problem and in Section 5 for the problem with mixed boundary conditions. The energy method allows us to investigate these schemes in Sobolev lattice spaces. The obtained consistent estimates of the convergence rate are based on a generalization of the Bramble–Hilbert lemma.

1. Notation, Auxiliary Results

In this section we introduce notation and indicate the results which we will need in our subsequent discussion. These problems have been considered in detail in [30], [57], [58], [71] and [75].

In what follows, by Ω we denote a rectangular domain in the two-dimensional Euclidean space \( \mathbb{R}^2 \) with the boundary Γ:

\[
\Omega = \{ x = (x_1, x_2) : 0 < x_\alpha < \ell_\alpha, \ \alpha = 1, 2 \}, \quad \Gamma = \partial \Omega, \quad \overline{\Omega} = \Omega \cap \Gamma.
\]

For \( \ell_1 = \ell_2 = \ell \) we write \( \Omega = \Omega(\ell) = (0; \ell)^2 \). Let \( \Gamma_{\pm \alpha} = \{ x \in \Gamma : x_\alpha = (1 \pm 1)\ell_\alpha/2, \ 0 < x_{3-\alpha} < \ell_{3-\alpha} \}, \ \alpha = 1, 2 \). Let

\[
D_\alpha := \frac{\partial}{\partial x_\alpha}, \quad D^k_\alpha := \frac{\partial^k}{\partial x^k_\alpha}, \quad D^s := \frac{\partial^{|s|}}{\partial x^{s_1}_1 \partial x^{s_2}_2},
\]

where \( s = (s_1, s_2) \) is the multiindex, \( s_1, s_2 \geq 0 \) are integers, \(|s| = s_1 + s_2\).

As usual, by \( W^m_p(\Omega) \) we denote Sobolev–Slobodetski’s spaces. For integers \( m \geq 0 \), the norm in \( W^m_p(\Omega) \) is given by the formula

\[
\|u\|_{W^m_p(\Omega)} = \left( \sum_{k=0}^{m} |u|_{w^k_p(\Omega)}^p \right)^{1/p}.
\]
Here
\[ |u|_{W^k_p(\Omega)} = \left( \sum_{|s|=k} \|D^s u\|_{L^p(\Omega)}^p \right)^{1/p} \]
is the higher semi-norm in the space \( W^m_p(\Omega) \).

If \( m = \overline{m} + \lambda \), \( \overline{m} \) is the integer part of \( m \), and \( 0 < \lambda < 1 \), then
\[ \|u\|_{W^m_p(\Omega)} = \left( \|u\|_{W^\overline{m}_p(\Omega)}^p + |u|_{W^\lambda_p(\Omega)}^p \right)^{1/p}, \]
where
\[ |u|_{W^\lambda_p(\Omega)} = \left( \sum_{|s|=\overline{m}} \int \int_{\Omega \times \Omega} \frac{|D^s u(x) - D^s u(t)|^p}{|x-t|^{2+\lambda p}} \, dx \, dt \right)^{1/p}. \]

For \( p = 2 \), we denote \( \|u\|_{W^m_2(\Omega)} = \|u\|_{m,\Omega} \).

Let \( S \) be an interval in \( \mathbb{R} \). The Sobolev–Slobodetski’s space \( W^m_2(S) \) with the real positive index \( m = \overline{m} + \lambda \), where \( \overline{m} \) is an integer and \( 0 < \lambda < 1 \), is defined as the set of all those functions \( u(x) \in W^\overline{m}_2(S) \) for which the norm
\[ \|u\|_{m,S} = \left( \|u\|_{\overline{m},S}^2 + |u|_{\lambda,S}^2 \right)^{1/2}, \]
where
\[ |u|_{\lambda,S}^2 = \int_S \int_S |u^{(\overline{m})}(x) - u^{(\overline{m})}(y)|^2 \frac{1}{|x-y|^{1+2\lambda}} \, dx \, dy \]
is finite.

**Theorem 1.1** ([57], p. 332). \( W^{1/2}_2(S) \) is a Banach space.

By \( L_2(\Omega, r) \) we denote the weighted space consisting of all real functions \( u(x) \), defined on \( \Omega \), with the norm
\[ \|u\|_{\Omega, r} = \left( \int_{\Omega} r(x)|u(x)|^2 \, dx \right)^{1/2}, \]
where \( r(x) \) is the weight function, i.e. \( r(x) \) is a measurable and almost everywhere (a.e.) positive on \( \Omega \).

The weighted Sobolev space \( W^k_2(\Omega, r) \) is usually defined as the linear space of the given on \( \Omega \) functions \( u(x) \) whose derivatives (in a general sense) \( D^s u \) of order \( |s| \leq k \) belong to the space \( L_2(\Omega, r) \). This space will become a linear normed space if we introduce the norm
\[ \|u\|_{k,\Omega, r} = \left( \sum_{i=0}^k |u|_{i,\Omega, r}^2 \right)^{1/2}, \]
where \( |u|_{i,\Omega, r} = \sum_{|s|=i} |D^s u|_{i,\Omega, r}^2, \ |u|_{0,\Omega, r} = |u|_{\Omega, r}. \)

By \( C^\infty(\overline{\Omega}) \) we denote the set of real-valued functions \( u(x) \) defined on \( \overline{\Omega} \) such that the derivatives \( D^s u \) can be continuously extended to \( \overline{\Omega} \) for all multindices \( s \). The following theorem is valid (see, e.g., [56], p. 10; [65], Theorem 3.1).
Theorem 1.2. If \( r \in L_{1, \text{loc}}(\Omega) \) and \( r^{-1} \in L_{1, \text{loc}}(\Omega) \), then \( W^k_2(\Omega, r) \), \( k = 0, 1, 2, \ldots \), is a Banach space and \( C^\infty(\overline{\Omega}) \) is dense in it.

By \( c, c_1, c_2, \ldots \), and so on, we denote constants which may be different in different formulas.

Under the belonging of a vector-function (or a matrix) to the space \( W^k_2 \) we mean that every component of the vector (element of the matrix) belongs to that space.

The imbedding theorems are of great importance in the theory of Sobolev spaces.

Theorem 1.3. Let \( \Omega \) be an open domain in \( \mathbb{R}^2 \) with the Lipschitz-continuous boundary. Then the following imbeddings hold:

(a) \( W^{m_1}_{p_2}(\Omega) \subset W^{m_2}_{p_1}(\Omega) \) for \( 0 \leq m_1 \leq m_2 < \infty, 1 < p_2 \leq p_1 < \infty \) and \( 2/p_2 - m_2 \leq 2/p_1 - m_1 \);

(b) \( W^m_p(\Omega) \subset C^k(\Omega) \) for \( mp > 2 \), where \( k \) is the least integer larger than or equal to \( (m - 2) \).

Let \( \pi_k = \{ P(x) : P(x) = \sum_{|\alpha| \leq k} c_{\alpha} x_1^{\alpha_1} x_2^{\alpha_2} \} \) denote the set of polynomials of two variables \( x_1, x_2 \) of degree \( \leq k \).

The obtained by us estimates of the convergence rate of the difference solution are based mainly on the following facts.

First of all, we present here the result which follows from the Dupont–Scott approximation theorem ([38]) and is generalization of the Bramble–Hilbert lemma ([33]).

Theorem 1.4 (The Bramble–Hilbert lemma). Let \( E \) be an open convex bounded domain in \( \mathbb{R}^2 \) with piecewise smooth boundary, and let a linear functional \( \ell(u) \) be bounded in \( W^m_p(E) \), where \( m > 0, m = \overline{m} + \lambda, \overline{m} \) is an integer and \( 0 < \lambda \leq 1 \). If \( \ell(u) \) vanishes in \( \pi_{\overline{m}} \), then there exists a constant \( c > 0 \), depending on \( E \) but independent of \( u(x) \), such that the estimate \( |\eta(u)| \leq c|u|_{W^m_p(E)} \) holds.

In the sequel, we will need the inequality that provides an estimate for the \( L_2 \)-norm of a function in a strip near the boundary in terms of the \( W^m_p \)-norm in the domain \( \Omega \) (see [66], p. 20; [71], p. 26).

Theorem 1.5. Let the boundary \( \Gamma \) of the domain \( \Omega \) belong to the class \( C^3 \). Then for every function \( u(x) \in W^m_p(\Omega) \), the estimate

\[
\|u\|_{L_2(\Omega_\delta)} \leq c_1 c(\delta) \|u\|_{W^m_p(\Omega)}
\]

is valid, where

\[
c_1 = \text{const} > 0, \quad c(\delta) = \begin{cases} \delta^m, & 0 \leq m \leq 1/2, \\ \delta^{1/2} \ln \delta, & m = 1/2, \\ \delta^{1/2}, & 1/2 < m \leq 1 \end{cases}
\]
A defined on $\Omega$ function $g$ is said to be a pointwise multiplicator (or simply, a multiplicator) for the space $W_p^m(\Omega)$, if $gu \in W_p^m(\Omega)$ for all $u \in W_p^m(\Omega)$; the set of all multiplicators for $W_p^m(\Omega)$ is denoted by $M(W_p^m(\Omega))$.

**Lemma 1.1.** Let $u, v \in W_p^m(\Omega)$, $m > 1$. Then
\[
\|uv\|_{m,\Omega} \leq c\|u\|_{m,\Omega}\|v\|_{m,\Omega},
\]
where the constant $c > 0$ does not depend on $u(x), v(x)$.

The inequality (1.1) is an obvious consequence of Peetre’s lemma ([67]).

**Lemma 1.2.** Let $u \in W_p^m(\Omega)$, $v \in W_p^{m+1}(\Omega)$, $0 < m \leq 1$. Then
\[
\|uv\|_{m,\Omega} \leq c\|u\|_{m,\Omega}\|v\|_{m+1,\Omega},
\]
where the constant $c > 0$ does not depend on $u(x), v(x)$.

**Proof.** Taking into account the imbedding $W_2^2(\Omega) \subset C(\Omega)$, we can see that
\[
\|uv\|_{1,\Omega}^2 \leq (\|v\|_{2,\Omega}^2 + 2\|D_1 u\|_{2,\Omega}^2 + 2\|D_2 u\|_{2,\Omega}^2)\|v\|_{C(\Omega)}^2 + 2I_1,
\]
that is,
\[
\|uv\|_{1,\Omega}^2 \leq c_1\|u\|_{1,\Omega}\|v\|_{2,\Omega}^2 + 2I_1,
\]
where
\[
I_1 = \int \int \frac{|u(x) - u(y)|^2}{|x - y|^{2+2m}} \, dx \, dy.
\]

Using Hölder’s inequality and the imbedding $W_2^2(\Omega) \subset L_4(\Omega)$, we obtain
\[
I_1 \leq 2\|u\|_{L_4(\Omega)}^2 (\|D_1 v\|_{L_4(\Omega)}^2 + \|D_2 v\|_{L_4(\Omega)}^2) \leq c_2\|u\|_{1,\Omega}^2\|v\|_{2,\Omega}^2,
\]
which together with (1.3) proves the estimate (1.2) for $m = 1$.

Let now $0 < m < 1$. Then it is easy to show that
\[
\|uv\|_{m,\Omega}^2 \leq \|u\|_{2,\Omega}^2\|v\|_{C(\Omega)}^2 + 2I(u, v) + 2I(v, u) \leq c_3\|u\|_{m,\Omega}^2\|v\|_{m+1,\Omega}^2 + 2I(u, v),
\]
where
\[
I(u, v) = \int \int \frac{|u(x) - v(y)|^2}{|x - y|^{2+2m}} \, dx \, dy.
\]

We estimate this integral by using Hölder’s inequality
\[
I(u, v) \leq \left( \int \int \frac{|u(x)|^{2/(1-m)}}{|x - y|^{2+2m}/(1-m)} \, dx \, dy \right)^{1-m} \times
\]
\[
\times \left( \int \int \frac{|v(y)|^{2/m}}{|x - y|^{(2+2m-2m)/m}} \, dx \, dy \right)^m.
\]

Let the parameter $\varepsilon$ be chosen from the interval $\max(0; 1 - 2m) < \varepsilon < 1 - m$. Then
\[
I(u, v) \leq c_4\|u\|_{L_2/(1-m)(\Omega)}^2\|v\|_{L_2/m(\Omega)}^2 \leq c\|u\|_{m,\Omega}^2\|v\|_{m+1,\Omega}^2
\]
(1.5)
since \( W_{2}(\Omega) \subset L_{2}(\Omega) \), \( W_{2}^{m+1}(\Omega) \subset W_{2/m}^{1-\varepsilon}(\Omega) \).

Thus the inequalities (1.4) and (1.5) complete the proof of the lemma. \( \square \)

**Lemma 1.3.** Let \( u \in W_{2}^{1}(\Omega) \) and \( a \in W_{2+\varepsilon}(\Omega) \), where \( \varepsilon > 0 \) is an arbitrary number. Then \( \| au \|_{1,\Omega} \leq c \| a \|_{W_{2+\varepsilon}(\Omega)} \| u \|_{1,\Omega} \), where \( c > 0 \) does not depend on \( u(x) \), \( a(x) \).

**Proof.** We have

\[
\| au \|_{1,\Omega}^{2} = \| au \|_{0,\Omega}^{2} + \| D_{1}(au) \|_{0,\Omega}^{2} + \| D_{2}(au) \|_{0,\Omega}^{2}. \tag{1.6}
\]

But

\[
\| D_{1}(au) \|_{0,\Omega}^{2} \leq \| D_{a}a \|_{L_{2\infty}(\Omega)} \| u \|_{L_{2\infty}(\Omega)} + \| a \|_{C(\overline{\Omega})} \| D_{1}u \|_{0,\Omega}, \quad i = 1, 2,
\]

where \( p = (\varepsilon + 2)/2 \), \( q = (\varepsilon + 2)/\varepsilon \).

By the imbedding theorem, \( W_{2}^{1}(\Omega) \subset L_{2\infty}(\Omega) \) for \( q < \infty \). Consequently,

\[
\| D_{1}(au) \|_{0,\Omega} \leq c \| a \|_{W_{2+\varepsilon}(\Omega)} \| u \|_{1,\Omega},
\]

which together with (1.6) proves the lemma. \( \square \)

**Lemma 1.4.** If \( a, u \in W_{2}^{1}(\Omega), 0 < \lambda < 1 \), then \( au \in L_{p}(\Omega), 1 \leq p \leq 1/(1 - \lambda) \). If \( a, u \in W_{2}^{2}(\Omega) \), then \( au \in L_{p}(\Omega), 1 \leq p < \infty \).

Here we introduce the mesh domains \( \overline{\omega} = \{ x_{\alpha} = i_{\alpha}h_{\alpha} : i_{\alpha} = 0, 1, \ldots, N_{\alpha}, h_{\alpha} = \ell_{\alpha}/N_{\alpha} \} \), \( \omega_{0} = \omega_{\overline{\omega}} \cap (0, \ell_{0}), \omega_{1} = \omega_{\overline{\omega}} \cap \Omega, \gamma = \omega_{\overline{\omega}} \setminus \omega_{1}, \omega_{\alpha} = \omega_{0} \cap (0, \ell_{\alpha}), \omega_{\alpha}^{+} = \omega_{\overline{\omega}} \cap (0, \ell_{\alpha}), \omega_{\alpha}^{-} = \omega_{\overline{\omega}} \cap (0, \ell_{\alpha}), \omega_{\alpha}^{+} = \omega_{\alpha}^{+} \times \omega_2, \omega_{\alpha}^{-} = \omega_{\alpha}^{-} \times \omega_2, \omega_{(\alpha)} = \omega_{1} \times \omega_2, \omega_{(\alpha+)} = \omega_{1} \times \omega_2, \gamma_{\alpha} = \Gamma_{\alpha} \cap \overline{\omega}, \omega_{(\alpha+)} = \omega_{1} \cup \gamma_{\alpha}, \gamma = \{ (-h_{1}, x_{2}), (h_{1} + h_{2}, x_{2}), (x_{1} - h_{2}, x_{2}), (x_{1}, \ell_{2} + h_{2}) : x_{1} \in \omega_{1}, x_{2} \in \omega_{2} \} \), \( h_{\alpha} = h_{\alpha}, x_{\alpha} \in \omega_{\alpha}; h_{\alpha} = h_{\alpha}/2, x_{\alpha} = 0, \ell_{\alpha}, |h| = (h_{1}^{2} + h_{2}^{2})^{1/2}, \alpha = 1, 2 \).

A function \( y = y(x) \) of the discrete argument is called a mesh function.

The value of the mesh function \( y(x) \) at the nod \( (ih_{1}, jh_{2}) \) is denoted by \( y_{ij} \), i.e. \( y(ih_{1}, jh_{2}) = y_{ij} \). In the cases where the nod number \( (ij) \) is not of importance, it will be omitted.

Denote by \( H = H(\overline{\omega}) \) the set of mesh functions defined on \( \overline{\omega} \) and introduce on it the inner product and the norm \( (y, v) = \sum h_{1}h_{2}yv, \| y \| = (y, y)^{1/2} \), transforming thus \( H \) into a finite-dimensional Hilbert space of mesh functions.

Let for the mesh functions

\[
(y, v)_{(\alpha)} = \sum_{\omega_{(\alpha)}} h_{\alpha}h_{3-\alpha}yv, \quad \| y \|_{(\alpha)}^{2} = (y, y)_{(\alpha)}^{1/2}, \quad \alpha = 1, 2,
\]

\[
\| v \|_{(\alpha+)}^{2} = \sum_{\omega_{(\alpha+)}} h_{\alpha}h_{3-\alpha}v^{2}, \quad (y, v)_{(\overline{\omega})} = \sum_{\omega} h_{1}h_{2}yv, \quad \| y \|_{(\overline{\omega})}^{2} = (y, y)_{(\overline{\omega})}^{1/2},
\]

\[
\| y \|_{L_{p}(\overline{\omega})} = \left( \sum_{\omega} h_{1}h_{2}|y|^{p} \right)^{1/p}, \quad p \geq 1, \quad \omega \subset \overline{\omega}.
\]
For the mesh functions and difference ratios we will use the following notation:
\[ y^{(\pm 0.5)}(x) = y(x_1 \pm 0.5h_1, x_2), \quad y^{(\pm 0.5)}_2(x) = y(x_1, x_2 \pm 0.5h_2), \]
\[ y^{(\pm 1)}(x) = y^{(\pm)}_1(x) = y(x_1 \pm h_1, x_2), \quad y^{(\pm 1)}_2(x) = y^{(\pm)}_2(x) = y(x_1, x_2 \pm h_2), \]
\[ y_{x_\alpha} = (y^{(1+\alpha)} - y)/h_\alpha, \quad y_{x_\alpha} = (y - y^{(-1+\alpha)})/h_\alpha, \]
\[ y_{x_\alpha} = (y^{(1+\alpha)} - y^{(-1+\alpha)})/(2h_\alpha), \quad \alpha = 1, 2. \]

The second difference derivative in the direction of \( x_\alpha \) is defined by the formula
\[ y_{x_\alpha x_\alpha} = (y^{(1+\alpha)}) - 2y + y^{(-1+\alpha)}/h_\alpha^2, \quad \alpha = 1, 2. \]

Here we introduce the Sobolev mesh spaces \( W^k_{2, x_\alpha} (\omega) \), \( k = 1, 2 \), in which the norm is defined by the formulas where \( \|y\|^2_{W^k_{2, x_\alpha} (\omega)} = \|y\|^2_{W^k_{2, x_\alpha} (\omega)} + \|y\|^2_{W^k_{2, x_\alpha} (\omega)} \), where \( |y|^2_{W^k_{2, x_\alpha} (\omega)} = \|\nabla y\|^2 = \|y\|^2_{W^k_{2, x_\alpha} (\omega)} \) + \|y\|^2_{W^k_{2, x_\alpha} (\omega)}, \] and \( |y|^2_{W^k_{2, x_\alpha} (\omega)} = \|\Delta h y\|^2 = \|y_{x_\alpha x_\alpha}\|^2 + 2\|y_{x_\alpha x_\alpha}\|^2_{a\omega}, \] in different problems, depending on the boundary conditions, a type of the mesh inner product as well as of the norm can be defined concretely. Thus, for example, in the case of homogeneous Dirichlet conditions we have
\[ (y, v) = \sum_\omega h_1 h_2 y v, \quad |y|^2_{W^2_{2, x_\alpha} (\omega)} = \sum_{\omega} h_1 h_2 (y_{x_\alpha})^2 + \sum_{\omega} h_1 h_2 (y_{x_\alpha})^2, \]
\[ |y|^2_{W^2_{2, x_\alpha} (\omega)} = \sum_\omega h_1 h_2 ((y_{x_\alpha x_\alpha})^2 + (y_{x_\alpha x_\alpha})^2) + 2\sum_{\omega} h_1 h_2 (y_{x_\alpha x_\alpha})^2. \]

Let \( S_\alpha \) be the averaging Steklov’s operator in the direction of \( x_\alpha \) (\( \alpha = 1, 2 \)):
\[ S_1 u(x) = \frac{1}{h_1} \int_{x_1-h_1/2}^{x_1+h_1/2} u(\xi, x_2) d\xi_1, \quad S_2 u(x) = \frac{1}{h_2} \int_{x_2-h_2/2}^{x_2+h_2/2} u(x_1, \xi_2) d\xi_2. \]

The classical averaging Steklov’s operator in \( \mathbb{R}^2 \) is defined by the equality \( S = S_1 S_2 \).

We will also need the following averaging operators:
\[ S^+ _1 u(x) = \frac{1}{h_1} \int_{x_1-h_1}^{x_1+h_1} u(\xi, x_2) d\xi_1, \quad S^+ _2 u(x) = \frac{1}{h_1} \int_{x_1}^{x_1+h_2} u(\xi, x_2) d\xi_1, \]
\[ S^- _1 u(x) = \frac{2}{h_1} \int_{x_1-h_1/2}^{x_1+h_1/2} u(\xi, x_2) d\xi_1, \quad S^- _2 u(x) = \frac{2}{h_1} \int_{x_1}^{x_1+h_2/2} u(\xi, x_2) d\xi_1, \]
and the operator
\[ T_1 u(x) = \frac{1 + \delta_0 + \delta_1}{h_1^2} \int_{x_1-h_1(1-\delta_0)}^{x_1+h_1(1-\delta_0)} (h_1 - |x_1 - \xi_1|) u(\xi, x_2) d\xi_1, \]
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introduced in [71] (pp. 58 and 156), where \( \delta_0 = \delta(0, x_1), \delta_1 = \delta(\ell_1, x_1), \delta(\cdot, \cdot) \) is the Kronecker symbol.

Let

\[
T_1^- u(x) = \frac{2}{h_1^2} \int_{x_1 - h_1}^{x_1} (h_1 - x_1 + \xi_1) u(\xi_1, x_2) d\xi_1,
\]

\[
T_1^+ u(x) = \frac{2}{h_1^2} \int_{x_1}^{x_1 + h_1} (h_1 + x_1 - \xi_1) u(\xi_1, x_2) d\xi_1.
\]

The operators \( S_2^\pm, S_2, \hat{S}_2, T_2^\pm \) and \( T_2 \) are defined analogously.

It can be easily verified that for the averaging operators \( T_1 \) and \( T_2 \),

\[
T_\alpha = S_\alpha^2 = S_\alpha^+ S_\alpha^- = S_\alpha^- S_\alpha^+, \quad T_\alpha = \begin{cases} 
T_\alpha^+, & x_\alpha = 0, \\
0.5(T_\alpha^- + T_\alpha^+), & x_\alpha \in \omega_\alpha, \\
T_\alpha^-, & x_\alpha = \ell_\alpha.
\end{cases}
\]

We denote

\[
S_\alpha = \begin{cases} 
S_\alpha^+, & x_\alpha = 0, \\
0.5(S_\alpha^+ + S_\alpha^-), & x_\alpha \in \omega_\alpha, \quad \alpha = 1, 2, \\
S_\alpha^-, & x_\alpha = \ell_\alpha.
\end{cases}
\]

2. The Dirichlet Problem. Convergence in the Norm \( W_{2}^1 \)

History of the matter. Results of Section 2 have been published in [7]. The estimate (2.23) has been obtained: in [83] for the constants \( a_{ij} \) and the variable \( a_0 \in L_\infty(\Omega) \); in [52] and [53] for \( a_{ij} \in W_{2}^{m-1}(\Omega), a_{ij} = a_{ji}, a_0 \in W_{2}^{m-2}(\Omega) \); in [55] for \( a_{ij} \in W_{2}^{m-1}(\Omega), a_0 \in W_{2}^{m-2}(\Omega) \).

1°. Statement of the problem. Difference scheme. We consider the difference approximation of the boundary value problem

\[
Lu \equiv - \sum_{i,j=1}^{2} \frac{\partial}{\partial x_i} \left( a_{ij} \frac{\partial u}{\partial x_j} \right) + a_0 u = f, \quad x \in \Omega, \quad u(x) = 0, \quad x \in \Gamma. \quad (2.1)
\]

The conditions of uniform ellipticity

\[
\sum_{i,j=1}^{2} a_{ij}(x) \xi_i \xi_j \geq \nu (\xi_1^2 + \xi_2^2), \quad 0 < \nu = \text{const}, \quad x \in \Omega, \quad (2.2)
\]

are assumed to be fulfilled. Let there exist a unique solution \( u(x) \in W_{2}^{m}(\Omega), 2 < m \leq 3 \), of the problem (2.1) and the conditions

\[
a_{ij}(x) \in W_{2}^{m-1}(\Omega), \quad i, j = 1, 2, \quad 0 \leq a_0(x) \in W_{2}^{m-2}(\Omega),
\]

\[
f(x) \in W_{2}^{m-2}(\Omega), \quad 2 < m \leq 3, \quad (2.3)
\]

be fulfilled.
We approximate the problem (2.1) by the difference scheme
\[ Ay = \varphi(x), \quad \varphi(x) = S_1S_2f, \quad x \in \omega, \quad y(x) = 0, \quad x \in \gamma, \]
where
\[ Ay \equiv -\frac{1}{2} \sum_{i,j=1}^{2} \left( (a_{ij}y_x)_{x_i} + (a_{ij}y_x)_{x_j} \right) + ay = S_1S_2a_0(x). \]  

Let \( H \) be the space of mesh functions defined on \( \omega \) and equal to zero on \( \gamma \), with the inner product \( (y, v) = (y, v)_\omega \) and with the norm \( \|y\| = \|y\|_\omega \). The notation \( \| \cdot \|_{(\omega)} \) takes the form
\[ \|v\|^2_{(1+)} = \sum_{\omega_1 \times \omega_2} h_1 h_2 v^2, \quad \|v\|^2_{(2+)} = \sum_{\omega_1 \times \omega_2} h_1 h_2 v^2. \]

The operator \( A \) is positive definite in the space \( H \) ([70], p. 262), and hence there exists the unique solution of the problem (2.5).

2. A priori estimate of error of the method. In this subsection we investigate the convergence rate of the difference scheme (2.4). For the error \( z = y - u \) we obtain the problem
\[ Az = \psi, \quad x \in \omega, \quad z(x) = 0, \quad x \in \gamma, \]
where \( \psi = \varphi - Au = S_1S_2f - Au. \)

Taking into account the properties of the operators \( S_1 \) and \( S_2 \):
\[ S_1 \frac{\partial u}{\partial x_1} = u_{x_1} \left( x_1 - \frac{h_1}{2}, x_2 \right), \quad S_2 \frac{\partial u}{\partial x_2} = u_{x_2} \left( x_1, x_2 - \frac{h_2}{2} \right), \]
from the equation (2.1) we find that
\[ S_1S_2f = -S_2 \left( a_{11} \frac{\partial u}{\partial x_1} \right)_{x_1} \left( x_1 - \frac{h_1}{2}, x_2 \right) - S_2 \left( a_{12} \frac{\partial u}{\partial x_2} \right)_{x_1} \left( x_1, x_2 - \frac{h_2}{2} \right) - S_1 \left( a_{21} \frac{\partial u}{\partial x_1} \right)_{x_2} \left( x_1, x_2 - \frac{h_2}{2} \right) + S_1S_2(a_0u). \]

Therefore the expression for the error \( \psi \) can be reduced to the form
\[ \psi = (\eta_{11} + \eta_{12})_{x_1} + (\eta_{21} + \eta_{22})_{x_2} + \eta, \]
where
\[ \eta_{11} = \frac{1}{2} \left( a_{11}u_{x_1} + (a_{11}u_{x_1})(x_1 - h_1, x_2) \right) - S_1 \left( a_{11} \frac{\partial u}{\partial x_1} \right) \left( x_1 - \frac{h_1}{2}, x_2 \right), \]
\[ \eta_{12} = \frac{1}{2} \left( a_{12}u_{x_2} + (a_{12}u_{x_2})(x_1 - h_1, x_2) \right) - S_2 \left( a_{12} \frac{\partial u}{\partial x_2} \right) \left( x_1 - \frac{h_1}{2}, x_2 \right), \]
\[ \eta_{21} = \frac{1}{2} \left( a_{21}u_{x_1} + (a_{21}u_{x_1})(x_1, x_2 - h_2) \right) - S_1 \left( a_{21} \frac{\partial u}{\partial x_1} \right) \left( x_1, x_2 - \frac{h_2}{2} \right), \]
\[ \eta_{22} = \frac{1}{2} \left( a_{22}u_{x_2} + (a_{22}u_{x_2})(x_1, x_2 - h_2) \right) - S_2 \left( a_{22} \frac{\partial u}{\partial x_2} \right) \left( x_1, x_2 - \frac{h_2}{2} \right), \]
\[ \eta = S_1S_2(a_0u) - S_1S_2a_0u. \]
Using the equality (2.7), from (2.6) we find that

\[(A\tilde{z}, z) = (\psi, z) = ((\eta_{11} + \eta_{12})x, + (\eta_{22} + \eta_{21})x, + \eta, z) \leq \|\eta_{11} + \eta_{12}\|_{(1+)} \|\nabla z\| + \|\eta_{22} + \eta_{21}\|_{(2+)} \|\nabla z\| + \|\eta\| \|z\|]. \tag{2.8}\]

On the basis of (2.2), we arrive at the inequality

\[\nu \|\nabla z\|^2 \leq (Az, z). \tag{2.9}\]

Using the estimate (2.9) and the difference analogue of Friedrichs inequality ([70], p. 309)

\[\|y\| \leq \frac{\ell_0}{4} \|\nabla y\|, \quad \ell_0 = \max(\ell_1; \ell_2), \tag{2.10}\]

from (2.8) we obtain

\[\nu \|\nabla z\|^2 \leq \|\nabla z\| \left(\|\eta_{11} + \eta_{12}\|_{(1+)} + \|\eta_{22} + \eta_{21}\|_{(2+)} + \ell_0 \|\eta\|\right),\]

that is,

\[\|z\|_{W^1,\nu} \leq \frac{1}{\nu} \left(\|\eta_{11}\|_{(1+)} + \|\eta_{12}\|_{(1+)} + \|\eta_{21}\|_{(2+)} + \|\eta_{22}\|_{(2+)} + \ell_0 \|\eta\|\right). \tag{2.11}\]

3\textsuperscript{o}. Estimation of the convergence rate. Estimation of functionals \(\eta_{11}\) and \(\eta_{22}\). We rewrite the expression \(\eta_{11}\) in the form

\[\eta_{11}(x) = -\frac{1}{2} \left(a_{11} + a_{11}(x_1 - h_1, x_2)\right)\ell_{11}^{(1)}(u) + \frac{\partial u}{\partial x_1} \left(x_1 - \frac{h_1}{2}, x_2\right)\ell_{11}^{(2)}(a_{11}) + \ell_{11}^{(3)}(a_{11} \frac{\partial u}{\partial x_1}), \tag{2.12}\]

where

\[\ell_{11}^{(1)}(u) = \frac{\partial u}{\partial x_1} \left(x_1 - \frac{h_1}{2}, x_2\right) - u\sigma_1,\]

\[\ell_{11}^{(2)}(a) = \frac{1}{2} \left(a(x) + a(x_1 - h_1, x_2)\right) - a \left(x_1 - \frac{h_1}{2}, x_2\right),\]

\[\ell_{11}^{(3)}(v) = (E - S_2)v(x_1 - 0.5h_1, x_2), \quad Eu \equiv u.\]

Let \(e = e(x) = \{\xi = (\xi_1, \xi_2) : |\xi_\alpha - x_\alpha| \leq h_\alpha, \alpha = 1, 2\} \cap \Omega.\) By \(\tilde{u}(t)\) we denote the function obtained from \(u(\xi)\) by the substitution of variables \(\xi_\alpha = x_\alpha + t_\alpha h_\alpha, \alpha = 1, 2,\) which maps the domain \(e(x)\) into \(\tilde{e} = \{t = (t_1, t_2) : |t_\alpha| \leq 1, \alpha = 1, 2\}\).

Since \(u(\xi) = u(x_1 + t_1 h_1, x_2 + t_2 h_2) \equiv \tilde{u}(t), a_{11}(\xi) \equiv \tilde{a}_{11}(t),\) therefore

\[\frac{\partial \tilde{u}(t)}{\partial t_\alpha} = \frac{\partial u(\xi)}{\partial t_\alpha} = h_\alpha \frac{\partial u(\xi)}{\partial \xi_\alpha}, \quad \alpha = 1, 2.\]
Using the imbedding $W_2^m \subset C^n$ for $m > n + 1$, we obtain

$$|\ell_{11}^{(1)}(u)| = \left| \frac{1}{h_1} \left( \frac{\partial \tilde{u}(-0.5; 0)}{\partial x} - \tilde{u}(0; 0) + \tilde{u}(-1; 0) \right) \right| \leq \frac{c}{h_1} \|\tilde{u}\|_{c^{(1)}} \leq \frac{c}{h_1} \|\tilde{u}\|_{W_2^m(\omega)}, \quad m > 2. \tag{2.12}$$

Taking into account the fact that the expression under consideration (as a functional of $\tilde{u}$) vanishes on $\pi_2$, by the Bramble–Hilbert lemma we have $|\ell_{11}^{(1)}(u)| \leq \frac{\pi}{h_1} \|\tilde{u}\|_{W_2^m(\omega)}$, $2 < m \leq 3$, or, getting back to our previous variables,

$$|\ell_{11}^{(1)}(u)| \leq \frac{c|\omega^{m-1}}{(h_1 h_2)^{1/2}} |u|_{W_2^m(\omega)}, \quad x \in \omega, \quad 2 < m \leq 3. \tag{2.13}$$

Analogously,

$$|\ell_{11}^{(2)}(a_{11})| = \left| 0.5 \left( \tilde{a}_{11}(0; 0) + \tilde{a}_{11}(-1; 0) \right) - \tilde{a}_{11}(-0.5; 0) \right| \leq c\|\tilde{a}_{11}\|_{c^{(1)}} \leq c\|\tilde{a}_{11}\|_{W_2^m(\omega)}, \quad \alpha > 1. \tag{2.14}$$

Since $\ell_{11}^{(2)}$ vanishes on $\pi_1$, by the Bramble–Hilbert lemma we obtain

$$|\ell_{11}^{(2)}(a_{11})| \leq c|a_{11}|_{W_2^m(\omega)}, \quad 1 < \alpha \leq 2, \quad \text{or, passing again to the previous variables,}$$

$$|\ell_{11}^{(2)}(a_{11})| \leq \frac{c|\omega^{\alpha}}{(h_1 h_2)^{1/2}} |a_{11}|_{W_2^m(\omega)}, \quad 1 < \alpha \leq 2. \tag{2.15}$$

Next,

$$|\ell_{11}^{(3)}(a_{11} D_1 u)| \equiv |(E - S_2) v| \leq \frac{c|\omega^{\alpha}}{(h_1 h_2)^{1/2}} |v|_{W_2^m(\omega)}, \quad v = a_{11} D_1 u, \quad 1 < \alpha \leq 2,$$

that is,

$$|\ell_{11}^{(3)}(a_{11} D_1 u)| \leq |a_{11} D_1 u|_{W_2^m(\omega)}, \quad 1 < \alpha \leq 2. \tag{2.16}$$

By means of the estimates (2.13)–(2.15), from (2.12) we get

$$|\eta_{11}| \leq \frac{c|\omega^{m-1}}{(h_1 h_2)^{1/2}} \left( |a_{11}|_{c^{(1)}} |u|_{W_2^m(\omega)} + |a_{11}|_{W_2^{m-1}(\omega)} |D_1 u|_{c^{(1)}} + |a_{11} D_1 u|_{W_2^{m-1}(\omega)} \right), \quad 2 < m \leq 3, \quad x \in \omega_1^+ \times \omega_2. \tag{2.17}$$

For the estimate $\eta_{22}$ we analogously obtain

$$|\eta_{22}| \leq \frac{c|\omega^{m-1}}{(h_1 h_2)^{1/2}} \left( |a_{22}|_{c^{(1)}} |u|_{W_2^m(\omega)} + |a_{22}|_{W_2^{m-1}(\omega)} |D_2 u|_{c^{(1)}} + |a_{22} D_2 u|_{W_2^{m-1}(\omega)} \right), \quad 2 < m \leq 3, \quad x \in \omega_1 \times \omega_2^+. \tag{2.18}$$
Estimation of the functionals $\eta_{12}$ and $\eta_{21}$. We represent the expression $\eta_{12}$ in the form

$$
\eta_{12} = \ell_{12}^{(1)}(a_{12}D_2u) + \frac{h_2}{4} \ell_{12}^{(2)}(a_{12})S_1S_2(D_2^2u) + 0.5a_{12} \frac{h_2}{2} \ell_{12}^{(4)}(u) + \ell_{12}^{(5)}(u) + 0.5a_{12}(x_1 - h_1, x_2) \ell_{12}^{(6)}(u),
$$
(2.18)

where

$$
\ell_{12}^{(1)}(v) = 0.5(v + v(x_1 - h_1, x_2)) - S_2v(x_1 - 0.5h_1, x_2),
$$
$$
\ell_{12}^{(2)}(a) = h_1S_1S_2(D_1a) - a + a(x_1 - h_1, x_2),
$$
$$
\ell_{12}^{(3)}(u) = u_{x_2} - D_2u + \frac{h_2}{2} S_1S_2(D_2^2u),
$$
$$
\ell_{12}^{(4)}(u) = \frac{h_1h_2}{4} \left( S_1S_2(D_1a_{12}D_2^2u) - S_1S_2(D_1a_{12})S_1S_2(D_2^2u) \right),
$$
$$
\ell_{12}^{(5)} = -\frac{h_1h_2}{4} S_1S_2(D_1a_{12}D_2^2u),
$$
$$
\ell_{12}^{(6)}(u) = u_{x_2}(x_1 - h_1, x_2) - D_2u(x_1 - h_1, x_2) - \frac{h_2}{2} S_1S_2(D_2^2u).
$$

To estimate the summands of the equality (2.18), we apply the same method as we have used for the estimation (2.16), $|\ell_{12}^{(1)}(v)| \leq c||v||_{C(\alpha)} \leq c||\tilde{v}||_{W_{2}(\alpha)}, \quad \alpha > 1$.

Since $\ell_{12}^{(1)}(v)$ vanishes on $\pi_1$, using the Bramble–Hilbert lemma, we obtain

$$
|\ell_{12}^{(1)}(v)| \leq c||\tilde{v}||_{W_{2}(\alpha)} \leq \frac{c|h|^\alpha}{\sqrt{h_1h_2}} |v|_{W_{2}(\alpha)}, \quad 1 < \alpha \leq 2,
$$

that is,

$$
|\ell_{12}^{(1)}(a_{12}D_2u)| \leq \frac{c|h|^\alpha}{\sqrt{h_1h_2}} ||a_{12}D_2u||_{W_{2}(\alpha)}, \quad 1 < \alpha \leq 2.
$$

Next,

$$
|\ell_{12}^{(2)}(a_{12})| = \left| \int_{-1/2}^{1/2} \int_{-1/2}^{1/2} \frac{\partial \tilde{a}_{12}}{\partial t_2} dt_1 dt_2 - \tilde{a}_{12}(0, 0) + \tilde{a}_{12}(-1, 0) \right| \leq c||\tilde{a}_{12}||_{W_{2}(\alpha)}, \quad \alpha > 1.
$$

Since $\ell_{12}^{(2)}(a_{12})$ vanishes on $\pi_1$, we obtain

$$
|\ell_{12}^{(2)}(a_{12})| \leq c||\tilde{a}_{12}||_{W_{2}(\alpha)} \leq \frac{c|h|^\alpha}{\sqrt{h_1h_2}} ||a_{12}||_{W_{2}(\alpha)}, \quad 1 < \alpha \leq 2.
$$
It can be easily seen that
\[
|\psi^{(1)}_{12}(u)| \leq \frac{1}{h_2} \left| \tilde{u}(0,0) - \tilde{u}(0,1) - \frac{\partial \tilde{u}}{\partial t_2}(0,0) + \frac{1}{2} \int_{-1/2}^{1/2} \int_{-1/2}^{1/2} \partial^2 \tilde{u}(t) \ dt_1 \ dt_2 \right| \\
\leq \frac{c}{h_2} ||\tilde{u}||_{W^{m}_{2}(\Omega)}, \quad m > 2,
\]
and hence
\[
|\psi^{(3)}_{12}(u)| \leq \frac{c}{h_2} ||\tilde{u}||_{W^{m}_{2}(\Omega)} \leq \frac{|h|^{m-1}}{\sqrt{h_1 h_2}} |u|_{W^{m}_{2}(\Omega)}, \quad 2 < m \leq 3.
\]

Using Cauchy–Buniakowski’s inequality, we get
\[
|\psi^{(4)}_{12}(u)| \leq c ||D_1 a_{12}||_{L^2(\omega)} ||D^2 u||_{L^2(\omega)} \leq \frac{c}{h_2} ||a_{12}||_{W^{1/2}_{1}(\Omega)} ||\tilde{u}||_{W^{m}_{2}(\Omega)}, \quad m > 2,
\]
and since \(\psi^{(4)}_{12}(u)\) vanishes on \(u \in \pi_2\), therefore
\[
|\psi^{(4)}_{12}(u)| \leq \frac{c}{h} ||a_{12}||_{W^{1/2}_{1}(\Omega)} ||\tilde{u}||_{W^{m}_{2}(\Omega)} \leq \frac{|h|^{m-1}}{\sqrt{h_1 h_2}} ||a_{12}||_{W^{1/2}_{1}(\Omega)} |u|_{W^{m}_{2}(\Omega)}, \quad 2 < m \leq 3.
\]

Applying Hölder’s inequality with \(p = 2/(m-2)\), \(q = 2/(4-m)\), we obtain
\[
|\psi^{(5)}_{12}| \leq \frac{1}{4} \left( \int \int d\zeta \right)^{1/p} \left( \int \left| \frac{\partial a_{12}}{\partial \xi_1} \frac{\partial^2 u}{\partial \xi_2^q} \right| \ d\zeta \right)^{1/q} \\
\leq c \frac{|h|^{m-1}}{\sqrt{h_1 h_2}} ||\partial a_{12}||_{L^2(\omega)} ||\tilde{u}||_{L^{2,q}(\omega)}^{1/q}, \quad 2 < m \leq 3.
\]

Finally, for \(\eta_{12}\) we obtain the estimate
\[
|\eta_{12}| \leq \frac{|h|^{m-1}}{(h_1 h_2)^{1/2}} \left( ||a_{12} D_2 u||_{W^{m-1}_{2}(\omega)} + ||D_1 a_{12} D^2 u||_{L^{m}_{2}(\omega)} + \right) \\
\quad + ||a_{12}||_{W^{m-1}_{2}(\Omega)} |u|_{W^{m}_{2}(\Omega)}^{m}, \quad 2 < m \leq 3, \quad x \in \omega_1 \times \omega_2. \quad (2.19)
\]

Similarly,
\[
|\eta_{21}| \leq \frac{|h|^{m-1}}{(h_1 h_2)^{1/2}} \left( ||a_{21} D_1 u||_{W^{m-1}_{2}(\omega)} + ||D_2 a_{21} D^2 u||_{L^{m}_{2}(\omega)} + \right) \\
\quad + ||a_{21}||_{W^{m-1}_{2}(\Omega)} |u|_{W^{m}_{2}(\Omega)}^{m}, \quad 2 < m \leq 3, \quad x \in \omega_1 \times \omega_2. \quad (2.20)
\]

**Estimation of the functional \(\eta(x)\).** Let \(R^{(i)}(v) = S_1 S_2((\xi_i - x_i) v), \quad R^{(i+2)}(v) = -0.5 S_1 S_2((\xi_i - x_i)^2 v), \quad i = 1, 2, \quad R^{(5)}(v) = -S_1 S_2((\xi_1 - x_1)(\xi_2 - x_2)) \).
\[ R = \sum_{i=1}^{2} \left[ R^{(i)} \left( a_0 \frac{\partial u}{\partial \xi_i} \right) + R^{(i+2)} \left( a_0 \frac{\partial^2 u}{\partial \xi_i^2} \right) + R^{(5)} \left( a_0 \frac{\partial^2 u}{\partial \xi_1 \partial \xi_2} \right) \right], \]

\[ Q = S_1 S_2(a_0 u) - S_1 S_2 a_0 u - R. \]

Using the above-mentioned transformation of variables, we obtain

\[ |R^{(i)}(v)| = \left| \frac{1}{h_i} \int_t t_i \tilde{v}(t) \, dt \right| \leq ch_i \|\tilde{v}\|_{L^2(x)}, \quad i = 1, 2, \]

and since \( R^{(i)} \), \( i = 1, 2 \), vanishes for \( v \in \pi_0 \),

\[ |R^{(i)}(v)| \leq c |h|^{m-1} \sqrt{h_1 h_2} \|v\|_{W^{m-2}(x)}, \quad 2 < m \leq 3, \quad i = 1, 2. \]

Using Hölder’s inequality with \( p = 2/(m - 2) \), \( q = 2/(4 - m) \), we obtain

\[ |R^{(i+2)}(v)| \leq \frac{1}{h_1 h_2} \left( \int_{\widetilde{\omega}} |\xi_i - \chi_i|^{2p} \, d\xi \right)^{1/p} \left( \int_{\widetilde{\omega}} |v(\xi)|^{q} \, d\xi \right)^{1/q} \leq \]

\[ \leq \frac{c |h|^{m-1}}{\sqrt{h_1 h_2}} \|v\|_{L^{2}(\xi)} , \quad 2 < m \leq 3, \quad i = 1, 2. \]

Further,

\[ |R^{(5)}(v)| \leq \frac{c |h|^{m-1}}{\sqrt{h_1 h_2}} \|v\|_{L^{2}(\xi)}, \quad 2 < m \leq 3. \]

Finally, for \( R \) we obtain the estimate

\[ |R| \leq \frac{c |h|^{m-1}}{\sqrt{h_1 h_2}} \left| |a_0 D_1 u|_{W^{m-2}(x)} + |a_0 D_2 u|_{W^{m-2}(x)} + \right| + \|a_0 D_1 D_2 u\|_{L^{2}(\xi)} + \|a_0 D_1^2 u\|_{L^{2}(\xi)} + \|a_0 D_2^2 u\|_{L^{2}(\xi)}, \quad 2 < m \leq 3. \]

We now proceed to obtaining an estimate for \( Q \). First of all, it should be noted that \( Q = Q(u) \) vanishes on \( u \in \pi_2 \). We will have to estimate anew the summands of the functional \( R \) so that the norm of the function \( u(x) \) would emerge. We have

\[ |R^{(i)}\left( a_0 \frac{\partial u}{\partial \xi_i} \right)| = \left| \frac{1}{2} \int_{\widetilde{\omega}} \tilde{a}_0(t) \frac{\partial u}{\partial \xi_i} \, dt \right| \leq \frac{1}{4} \int_{\widetilde{\omega}} \tilde{a}_0(t) \frac{\partial \tilde{u}_i}{\partial t_i} \, dt \leq \]

\[ \leq \frac{1}{4} \left( \int_{\widetilde{\omega}} \left| \tilde{a}_0(t) \right|^2 \, dt \right)^{1/2} \left( \int_{\widetilde{\omega}} \left| \frac{\partial \tilde{u}_i}{\partial t_i} \right|^2 \, dt \right)^{1/2} = \]

\[ = \frac{1}{4 \sqrt{h_1 h_2}} \left( \int_{\widetilde{\omega}} \left| a_0(t) \right|^2 \, dt \right)^{1/2} \left( \int_{\widetilde{\omega}} \left| \frac{\partial \tilde{u}}{\partial t_i} \right|^2 \, dt \right)^{1/2} = \]
the Bramble–Hilbert lemma, we obtain (2.11). By (2.16), we have
\[
\|a_0\|_{L^2(\Sigma)} \left\| \frac{\partial^2 u}{\partial \xi^2} \right\|_{L^2(\Sigma)} \leq \frac{c}{\sqrt{h_1 h_2}} \|a_0\|_{L^2(\Omega)} \|\tilde{u}\|_{W^{2,0}(\Omega)}, \quad i = 1, 2.
\]

Next,
\[
|R(i+2)(a_0 \frac{\partial^2 u}{\partial \xi^2})| \leq \max(\xi_i - x_i)^2 \frac{1}{h_1 h_2} \int_\varepsilon |a_0 \frac{\partial^2 u}{\partial \xi^2}| \, d\xi = \frac{h_1}{4h_2} \int_\varepsilon |a_0 \frac{\partial^2 u}{\partial \xi^2}| \, d\xi \leq \frac{h_1}{4h_2} \|a_0\|_{L^2(\Sigma)} \left\| \frac{\partial^2 u}{\partial \xi^2} \right\|_{L^2(\Sigma)} \leq \frac{c}{\sqrt{h_1 h_2}} \|a_0\|_{L^2(\Sigma)} \left\| \frac{\partial^2 u}{\partial \xi^2} \right\|_{L^2(\Sigma)}, \quad i = 1, 2.
\]

Finally, we obtain
\[
|\tilde{u}| \leq \frac{c}{\sqrt{h_1 h_2}} \|a_0\|_{L^2(\Sigma)} \|\tilde{u}\|_{W^{2,0}(\Omega)}. \quad (2.21)
\]

Now we estimate the remaining summands of the functional $Q$. We have
\[
|S_1 S_2(a_0 u)| \leq \|u\|_{C(\alpha)} \frac{1}{h_1 h_2} \int_{\varepsilon} |a_0(\xi)| \, d\xi \leq \frac{1}{\sqrt{h_1 h_2}} \|\tilde{u}\|_{C(\alpha)} \|a_0\|_{L^2(\Sigma)} \leq \frac{c}{\sqrt{h_1 h_2}} \|a_0\|_{L^2(\Sigma)} \|\tilde{u}\|_{W^{2,0}(\Omega)},
\]

Finally, we obtain
\[
|Q| \leq \frac{c}{\sqrt{h_1 h_2}} \|a_0\|_{L^2(\Sigma)} \|\tilde{u}\|_{W^{2,0}(\Omega)}. \quad (2.21)
\]

Estimate several summands in the right-hand side of the inequality (2.11). By (2.16), we have
\[
|\tilde{u}| \leq \frac{c}{\sqrt{h_1 h_2}} \left( |u|_{W^{2,0}(\Omega)} + |a_0 D_1 u|_{W^{2,0}(\Omega)} + |a_0 D_2 u|_{W^{2,0}(\Omega)} + \|a_0 D_1 D_2 u\|_{L^\frac{1}{m}(\Omega)} \right) + \frac{c}{h_1 h_2} \left( |a_0 D_1 u|_{L^2(\Omega)} + |a_0 D_2 u|_{L^2(\Omega)} \right), \quad 2 < m \leq 3.
\]

Note that by virtue of Lemma 1.1,
\[
|a_{11} D_1 u|_{W^{2,0}(\Omega)} \leq c \|a_{11}\|_{W^{2,0}(\Omega)} \|\tilde{u}\|_{W^{2,0}(\Omega)}, \quad 2 < m \leq 3.
\]
Therefore form (2.22) it follows that \( ||\eta_{11}||_{(1+)} \leq c|h|^{m-1}\|u\|_{W^m_2(\Omega)} \), \( 2 < m \leq 3 \).

The rest of the summands in the right-hand side of (2.11) are estimated analogously. Note that upon summation of the summands of the type \( |v|_{L^\infty_{x}}(\omega) \), by virtue of the fact (see [48], p. 43, Theorem 22) that
\[
\sum_\omega |v|_{L^\infty_{x}}(\omega)^2 \leq \left( \sum_\omega |v|_{L^\infty_{x}}(\omega) \right)^2 \leq \left( \sum_\omega \left( \frac{2}{\omega} \right)^2 \right) \leq \left( \sum_\omega \left( \frac{2}{\omega} \right)^2 \right) = 2.
\]

Using now Cauchy–Buniakowski’s inequality \( ||av||_{L^\frac{2}{2-m}(\omega)} \leq ||a||_{L^\frac{2}{2-m}(\omega)} ||v||_{L^\frac{2}{2-m}(\omega)} \) and the imbedding \( W^{m-2}_2(\Omega) \subset L^\frac{4}{2-m} \), we can see that the inequalities
\[
\|a_0D_iD_ju\|_{L^\frac{2}{2-m}(\omega)} \leq c\|a_0\|_{W^{m-2}_2(\Omega)} \|u\|_{W^m_2(\Omega)}, \quad 2 < m \leq 3, \quad i, j = 1, 2,
\]
\[
\|D_i\alpha_{i,3-i}D^{2}_{3-i}u\|_{L^\frac{2}{2-m}(\omega)} \leq c\|\alpha_{i,3-i}\|_{W^{m-1}_2(\Omega)} \|u\|_{W^m_2(\Omega)}, \quad 2 < m \leq 3, \quad i = 1, 2,
\]
are valid. Consequently, form (2.21) we finally obtain the estimate
\[
\|u\|_{w^\frac{2}{2-m}_2(\omega)} \leq c|h|^{m-1}\|u\|_{W^m_2(\Omega)}, \quad 2 < m \leq 3.
\]  
(2.23)

Thus we have proved the following

**Theorem 2.1.** Let the solution of the problem (2.1) \( u \in W^{m}_2(\Omega) \), \( 2 < m \leq 3 \), and let the conditions (2.2) and (2.3) be fulfilled. Then the convergence of the difference scheme in the norm \( W^{\frac{2}{2-m}}_2(\omega) \) is characterized by the estimate (2.23).

3. Difference Schemes with Averaged Coefficients

**History of the matter.** The results of this section have been published in [12]. The estimate (3.7) has been obtained in [76] for \( a_{12} = a_{21} = 0 \), \( a_0 \in W_{L}^1(\omega) \); in [79] for \( a_{ij} \in W_{L}^1(\omega) \), \( a_{12} = a_{21} = 0 \), \( a_0 \in L_{\infty}(\omega) \); in [52], [53] for \( a_{ij} \in W_{L}^1(\omega) \), \( a_{12} = a_{21} = 0 \), \( a_0 \in L_{\infty}(\omega) \); in [55] for \( a_{ij} \in W_{L}^1+\delta(\omega) \), \( \delta > 0 \), \( a_{12} = a_{21} \), \( a_0 \in L_{2+\epsilon}(\omega) \), \( \epsilon > 0 \).

**1. Statement of the problem.** Difference scheme. In this subsection we consider difference schemes which approximate the problem (2.1), (2.2), where the functions \( f, a_{ij}, a_0 \) satisfy the following restrictions:
\[
f(x) \in L_2(\Omega), \quad a_{ij} \in W^{1}_{2+\epsilon}(\Omega), \quad i, j = 1, 2, \quad 0 \leq a_0(x) \in L_2(\Omega), \quad \forall \epsilon > 0.
\]  
(3.1)

As is known [58], there exists a unique generalized solution \( u(x) \in W^{2}_{2}(\Omega) \) of the problem (2.1), (2.2), (3.1) for which the estimate \( \|u\|_{W^{2}_{2}(\Omega)} \leq c\|f\|_{L_2(\Omega)} \).
is valid. We approximate the problem (2.1) by the difference scheme

\[ Ay \equiv -\frac{1}{2} \sum_{\alpha,\beta=1,2} [a_{\alpha,\beta}^+ y_{\alpha,\beta}^+]_{x_1} + (a_{\alpha,\beta}^- y_{\alpha,\beta}^-)_{x_1} + ay = \varphi, \quad x \in \omega, \quad y(x) = 0, \quad x \in \gamma, \tag{3.2} \]

where \( a_{\alpha,\beta}^+ (x) = S_1^+ S_2^+ k_{\alpha,\beta}, \quad a_{\alpha,\beta}^- (x) = a_{\alpha,\beta}^+ (x_1 - h_1, x_2 - h_2), \quad a(x) = T_1 T_2 a_0, \quad \varphi(x) = T_1 T_2 f. \)

\( H \) is assumed to be the space of mesh functions defined on \( \mathbb{R} \) and equal to zero on \( \gamma \), with the inner product \((y, v) = (y, v)_{\omega}\) and the norm \( \|y\| = \|y\|_{\omega} \).

The notation \( \| \cdot \|_{(\alpha+)} \) takes the form \( \|v\|_{(1+)} = \sum_{\omega_1 \times \omega_2} h_1 h_2 v^2, \quad \|v\|_{(2+)} = \sum_{\omega_1 \times \omega_2} h_1 h_2 v^2 \).

Using the formulas of summation by parts, it is not difficult to show that

\[ (Ay, y) = \frac{1}{2} \sum_{\omega} h_1 h_2 \left( \sum_{\alpha,\beta=1}^2 a_{\alpha,\beta}^+ y_{\alpha,\beta} y_{\alpha,\beta} + \sum_{\alpha,\beta=1}^2 a_{\alpha,\beta}^- y_{\alpha,\beta} y_{\alpha,\beta} \right) + \frac{1}{2} \sum_{\omega_1} h_1 h_2 (a_{11}^+ y_{11}^+ (x_1, 0) + a_{22}^+ y_{22}^+ (x_1, \ell_2)) + \frac{1}{2} \sum_{\omega_2} h_1 h_2 (a_{11}^- y_{11}^- (0, x_2) + a_{22}^- y_{22}^- (\ell_1, x_2)). \]

Taking here into account implications from the ellipticity condition (2.2)

\[ \sum_{\alpha,\beta=1}^2 a_{\alpha,\beta}^\pm (x) \xi_\alpha \xi_\beta \geq \nu (\xi_1^2 + \xi_2^2), \quad x \in \omega, \]

\[ a_{11}^- (0, x_2) \geq \nu, \quad a_{11}^+ (\ell_1, x_2) \geq \nu, \quad x_2 \in \omega_2, \]

\[ a_{22}^+ (x_1, 0) \geq \nu, \quad a_{22}^- (x_1, \ell_2) \geq \nu, \quad x_1 \in \omega_1, \]

we obtain

\[ (Ay, y) \geq \frac{\nu}{2} \sum_{\omega} h_1 h_2 (y_{11}^2 + y_{22}^2 + y_{11}^2 + y_{22}^2) + \frac{\nu}{2} \sum_{\omega_1} h_1 h_2 (y_{11}^2 (x_1, 0) + y_{22}^2 (x_1, \ell_2)) + \frac{\nu}{2} \sum_{\omega_2} h_1 h_2 (y_{11}^2 (0, x_2) + y_{22}^2 (\ell_1, x_2)), \]

so \( (Ay, y) \geq \nu \|\nabla y\|^2 \), \( \forall y \in H \). This estimate together with the difference analogue of the Friedrichs inequality ([70], p. 309)

\[ \left( \frac{8}{\ell_1^2} + \frac{8}{\ell_2^2} \right) \|y\|^2 \leq \|\nabla y\|^2 \tag{3.3} \]

yields

\[ \|y\|^2_{W^{1,2}(\omega)} \leq \frac{1}{\nu} \left( 1 + \frac{\ell_1^2 \ell_2^2}{8(\ell_1^2 + \ell_2^2)} \right) (Ay, y), \quad \forall y \in H. \tag{3.4} \]
Thus the operator $A$ is positive definite in $H$, and hence the problem (3.2) is uniquely solvable.

Remark 3.1. For $a_{12} \equiv a_{21}$, the operator $A$ is self-adjoint in $H$.

2°. A priori estimate of error. The error $z = y - u$ of the scheme (3.2) is a solution of the problem

$$Az = \psi, \quad x \in \omega, \quad z(x) = 0, \quad x \in \gamma, \quad (3.5)$$

where the approximation error $\psi = T_1T_2f - Au$ can be reduced to the form

$$\psi = (\psi_{11} + \psi_{12})x_1 + (\psi_{21} + \psi_{22})x_2 + \psi_0,$$

$$\psi_0 = T_1T_2(a_0u) - T_1T_2a_0u, \quad \psi_{\alpha\alpha} = S_\alpha^- S_\beta^- a_{\alpha\alpha} u_{\tau_\alpha} - S_\alpha^- T_\beta^- \left( a_{\alpha\alpha} \frac{\partial u}{\partial \zeta_\alpha} \right),$$

$$\psi_{\alpha\beta} = 0.5 \left[ S_\alpha^- S_\beta^- a_{\alpha\beta} u_{\tau_\alpha} + S_\alpha^- S_\beta^- a_{\alpha\beta} u_{\tau_\beta} \right] - S_\alpha^- T_\beta^- \left( a_{\alpha\beta} \frac{\partial u}{\partial \zeta_\beta} \right),$$

$$\beta = 3 - \alpha, \quad \alpha = 1, 2.$$

Using H"older’s inequality and the imbedding of $L_p(\omega), p > 1, \text{in} \ W_{1/2}^{1/2}(\omega)$, we find that

$$||z, \psi_0|| \leq ||\psi_0||_{L_p(\omega)} ||z||_{L_p(\omega)} \leq ||\psi_0||_{L_p(\omega)} ||z||_{W_{1/2}^{1/2}(\omega)}, \quad \left( \frac{1}{p} \right) + \left( \frac{1}{q} \right) = 1, \quad q > 1.$$

Consequently, on the basis of (3.4), for the solution of the problem (3.5) we obtain an a priori estimate

$$||z||_{W_{1/2}^{1/2}(\omega)} \leq c \left( \sum_{\alpha, \beta = 1}^{2} ||\psi_{\alpha\beta}||_{(\alpha + 1)} + ||\psi_0||_{L_p(\omega)} \right), \quad \forall q > 1. \quad (3.6)$$

3°. Estimation of the convergence rate. In this subsection we will investigate the convergence rate of the difference scheme (3.2). Towards this end, it suffices to estimate the summands in the right-hand side of the inequality (3.6). The operators $S_\alpha^+, S_\alpha^-, T_\alpha$ are assumed to act with respect to the variable $\zeta_\alpha$, and let $\zeta = (\zeta_1, \zeta_2)$. Let $e_\alpha \equiv e_\alpha(x) = (x_1 - h_1, x_1 + (\alpha - 1)h_1) \times (x_2 - h_2, x_2 + (2 - \alpha)h_2), \alpha = 1, 2, e \equiv e(x) = (x_1 - h_1, x_1 + h_1) \times (x_2 - h_2, x_2 + h_2), |h|^2 = h_1^2 + h_2^2$. We rewrite the mesh functions $\psi_{\alpha\beta}, \psi_0$ in the form

$$\psi_{\alpha\alpha} = \eta_{\alpha\alpha}^{(1)} + \eta_{\alpha\alpha}^{(2)}, \quad \psi_{\alpha\beta} = \eta_{\alpha\beta}^{(1)} + \eta_{\alpha\beta}^{(2)} + \eta_{\alpha\beta}^{(3)}, \quad \psi_0 = \eta_0^{(1)} + \eta_0^{(2)} + \eta_0^{(3)},$$

where

$$\eta_{\alpha\alpha}^{(1)} = S_\alpha^- S_\beta^- \left( a_{\alpha\alpha} \frac{\partial u}{\partial \zeta_\alpha} \right) - S_\alpha^- T_\beta^- \left( a_{\alpha\alpha} \frac{\partial u}{\partial \zeta_\alpha} \right),$$

$$\eta_{\alpha\alpha}^{(2)} = S_\alpha^- S_\beta^- \left( a_{\alpha\alpha}(\zeta) u_{\tau_\alpha}(x) - a_{\alpha\alpha}(\zeta) \frac{\partial u(\zeta)}{\partial \zeta_\alpha} \right),$$

$$\eta_{\alpha\beta}^{(1)} = \frac{1}{2} S_\alpha^- S_\beta^- \left( a_{\alpha\beta}(\zeta) u_{\tau_\beta}(x) - a_{\alpha\beta}(\zeta) \frac{\partial u(\zeta)}{\partial \zeta_\beta} \right),$$

$$\eta_{\alpha\beta}^{(2)} = S_\alpha^- S_\beta^- \left( a_{\alpha\beta} u_{\tau_\alpha}(x) - a_{\alpha\beta} u_{\tau_\beta}(x) \right),$$

$$\eta_{\alpha\beta}^{(3)} = S_\alpha^- S_\beta^- \left( a_{\alpha\beta}(\zeta) u_{\tau_\beta}(x) - a_{\alpha\beta}(\zeta) \frac{\partial u(\zeta)}{\partial \zeta_\beta} \right).$$
\[
\eta_{\alpha\beta}^{(2)} = \frac{1}{2} S_\alpha^* S_\beta^* \left( a_{\alpha\beta}(\zeta) u_x(x, \zeta) - a_{\alpha\beta}(\zeta) \frac{\partial u(\zeta)}{\partial \zeta} \right),
\]

\[
\eta_{\alpha\beta}^{(3)} = S_\alpha^* \beta \left( a_{\alpha\beta} \frac{\partial u}{\partial \zeta} \right) - S_\alpha^* T_\beta \left( a_{\alpha\beta} \frac{\partial u}{\partial \zeta} \right),
\]

\( \beta = 3 - \alpha, \quad \alpha = 1, 2, \)

\[
\eta_0^{(1)} = T_1 T_2 \left( a_0(\zeta) u(\zeta) - a_0(\zeta) u(x) - a_0(\zeta) \frac{\partial u(\zeta)}{\partial \zeta_1} (\zeta_1 - x_1) - a_0(\zeta) \frac{\partial u(\zeta)}{\partial \zeta_2} (\zeta_2 - x_2) \right),
\]

\[
\eta_0^{(2)} = T_1 T_2 \left( a_0(\zeta) \frac{\partial u(\zeta)}{\partial \zeta_1} (\zeta_1 - x_1) \right),
\]

\[
\eta_0^{(3)} = T_1 T_2 \left( a_0(\zeta) \frac{\partial u(\zeta)}{\partial \zeta_2} (\zeta_2 - x_2) \right).
\]

To estimate each group of summands, we apply the well-known method of investigation [83] which uses the Bramble–Hilbert lemma. As a result, we obtain

\[
|\eta_0^{(1)}| \leq \frac{c|h|^{m-1}}{(h_1 h_2)^{1/2}} |a_{\alpha\alpha} D_\alpha u|_{W^{m-1}_2}, \quad 1 < m \leq 3,
\]

\[
|\eta_0^{(2)}| \leq \frac{c|h|^{m-1}}{(h_1 h_2)^{1/2}} \|a_{\alpha\alpha}\|_{L_\infty} \|u|_{W^{m}_2}, \quad 1 < m \leq 2,
\]

The functions \( \eta_{\alpha\alpha}^{(1)}, \eta_{\alpha\alpha}^{(2)} \) are estimated analogously to \( \eta_{\alpha\alpha}^{(2)} \), and the function \( \eta_{\alpha\alpha}^{(3)} \) is estimated analogously to \( \eta_{\alpha\alpha}^{(1)} \).

For \( \eta_0^{(1)}, \eta_0^{(2)} \) we obtain

\[
|\eta_0^{(\alpha)}| \leq \frac{1}{h_{3-\alpha}} \int_{\mathbb{R}} |a_0 \frac{\partial u}{\partial \xi_\alpha}| \, d\xi \leq \frac{|h|}{(h_1 h_2)^{1/2}} \|a_0 D_\alpha u\|_{L_q},
\]

\( q = 3/2, \quad \alpha = 1, 2. \)

For the estimation of \( \eta_0^{(3)} \), we note that it vanishes for \( u(x) \in \pi_1 \). Moreover,

\[
|T_1 T_2 a_0 u| \leq T_1 T_2 a_0 |\tilde{u}|_{L_\infty} \leq (h_1 h_2)^{-1/2} \|a_0\|_{L_q} \|\tilde{u}\|_{W^{1}_2},
\]

\[
|T_1 T_2 (a_0 u)| \leq T_1 T_2 a_0 |\tilde{u}|_{L_\infty} \leq (h_1 h_2)^{-1/2} \|a_0\|_{L_q} \|\tilde{u}\|_{W^{1}_2},
\]

\[
\left| T_1 T_2 \left( a_0(\zeta) \frac{\partial u}{\partial \xi_\alpha} (\xi_\alpha - x_\alpha) \right) \right| \leq \frac{1}{h_{3-\alpha}} \|a_0\|_{L_q} \left\| \frac{\partial u}{\partial \xi_\alpha} \right\|_{L_p} \leq (h_1 h_2)^{-1/2} \|a_0\|_{L_q} \left\| \frac{\partial u}{\partial \xi_\alpha} \right\|_{L_p},
\]

and hence

\[
|\eta_0^{(3)}| \leq \frac{c}{(h_1 h_2)^{1/2}} \|a_0\|_{L_q} \|\tilde{u}\|_{W^{1}_2} \leq \frac{c}{(h_1 h_2)^{1/2}} \|a_0\|_{L_q} \|\tilde{u}\|_{W^{1}_2} \leq
\]
The expressions $\tilde{u}$ and $\tilde{e}$ are of the same sense as in Section 2.

Relying on the above inequalities, we can see that the following lemma is valid.

**Lemma 3.1.** For the functionals $\psi_{\alpha\beta}$, $\alpha, \beta = 1, 2$, and $\psi_0$ the estimates

$$|\psi_{\alpha\beta}| \leq \frac{c|h|}{(h_1h_2)^{1/q}} (\|a_{\alpha\beta}\|_{L_q(\omega)}|u|_{W^2_2(\omega)} + \|a_{\alpha\beta}D_\beta u\|_{W^2_2(\omega)})^\alpha \beta = 1, 2,$$

$$|\psi_0| \leq \frac{c|h|}{(h_1h_2)^{1/q}} (\|a_0\|_{L_q(\omega)}|u|_{W^2_2(\omega)} + \sum_{\alpha=1}^2 \|a_0D_\alpha u\|_{L_q(\omega)})^q > 1,$$

hold.

Using Lemma 3.1, from (3.6) it follows

**Lemma 3.2.** For the solution of the problem (3.5) the estimate

$$\|z\|_{W^1_2(\omega)} \leq c|h| \left( \left( \sum_{\alpha,\beta=1}^2 \|a_{\alpha\beta}\|_{L_\infty(\omega)} + \|a_0\|_{L_q(\omega)} \right)|u|_{W^2_2(\omega)}^\alpha \beta = 1, 2,$$

$$+ \sum_{\alpha,\beta=1}^2 \|a_{\alpha\beta}D_\beta u\|_{W^2_2(\omega)} + \sum_{\alpha=1}^2 \|a_0D_\alpha u\|_{L_q(\omega)}) \right) \|f\|_{L_2(\omega)}$$

is valid.

In this subsection we have so far assumed that $q > 1$ was an arbitrary number. Now we will choose it from the interval $(1, 2)$. Let $q = 3/2$. We can show that

$$\|a_{\alpha\beta}D_\beta u\|_{W^2_2(\omega)} \leq c\|a_{\alpha\beta}\|_{W^{2+\epsilon}_2(\omega)} \|u\|_{W^2_2(\omega)};$$

$$\|a_0D_\alpha u\|_{L_2(\omega)} \leq c\|a_0\|_{L_2(\omega)} \|u\|_{W^2_2(\omega)}, \forall \epsilon > 0, \alpha, \beta = 1, 2.$$

These inequalities together with Lemma 3.2 prove the following

**Theorem 3.1.** Let the assumptions (2.2) and (3.1) be fulfilled. Then the difference scheme (3.2) converges in the mesh norm $W^1_2(\omega)$. Moreover, the estimate

$$\|y - u\|_{W^1_2(\omega)} \leq c|h| \|f\|_{L_2(\omega)} \quad (3.7)$$

is valid.

The following statement holds.

**Theorem 3.2.** Let the condition (2.2) be fulfilled,

$$a_{\alpha\beta} \in W^{1}_\infty(\Omega), \quad a_0 \in W^{1}_{2+\epsilon}(\Omega), \forall \epsilon > 0, \quad f \in L_2(\Omega),$$
and the corresponding coefficients of the scheme (3.2) be calculated by the formulas

\[ a_{\alpha\beta}^\pm(x) = a_{\alpha\beta}(x_1 \pm h_1/2, x_2 \pm h_2/2), \quad \alpha, \beta = 1, 2, \quad a(x) = a_0(x), \]

\[ \varphi(x) = T_1T_2f. \]

Then the difference scheme (3.2) converges in the mesh norm, and the estimate (3.7) is valid.

**Proof.** If in (3.2) we choose \( a = a_0 \), then the corresponding summand \( \psi_0 \) in the approximation error has the form

\[ \psi_0 = T_1T_2(a_0u) - a_0u = a_0(x)(T_1T_2u - u) + T_1T_2(u(\zeta)(a_0(\zeta) - a_0(x))), \]

whence

\[ |\psi_0| \leq c|h| \|a_0\|_{C(\Omega)} \|u\|_{W^{2,2}(\Omega)}, \]

\[ \|\psi_0\| \leq c|h| \|u\|_{W^{2,2}(\Omega)} \|a_0\|_{W^{1,2}_{\alpha,\beta}(\Omega)}, \]

which proves a part of the theorem dealing with the coefficient \( a \).

The validity of the theorem regarding to the coefficients \( a_{\alpha\beta}^\pm \) is proved analogously [76]. \( \square \)

### 4. The Dirichlet Problem. Convergence in the Norm \( W^2_2 \)

**History of the matter.** The questions of stability of the difference solution of the Dirichlet problem for elliptic equations in the mesh metric \( W^2_2 \) were investigated by many authors. An analogue of the estimate (4.9) has been obtained in [64] for the elliptic nondivergent operator containing no lowest terms; in [4], [37] and [39] this estimate is obtained only for sufficiently small \( h \).

In this section, the estimate (4.9) is proved without restriction to the mesh step. A consistent estimate of the convergence rate (4.17) is obtained. The results of the present section have been published in [6] for the equation containing no lowest terms, and also in [13]. Analogous results have been obtained in [52], where relying on [37] a consistent estimate has been obtained in case \( a_{ij} \in W^{m-1}_\infty, \ a_0 \in W^{m-2}_\infty, \ a_1 = a_2 = 0 \).

1°. Consider in a rectangle \( \Omega \) the boundary value problem

\[ Lu = f, \quad x \in \Omega, \quad u(x) = 0, \quad x \in \Gamma, \quad (4.1) \]

where

\[ Lu = -\sum_{\alpha,\beta=1}^2 \frac{\partial}{\partial x_\alpha} \left( a_{\alpha\beta}(x) \frac{\partial u}{\partial x_\beta} \right) + \sum_{\alpha=1}^2 a_\alpha(x) \frac{\partial u}{\partial x_\alpha} + a_0(x)u. \]
The condition of uniform ellipticity
\[ \sum_{\alpha,\beta=1}^{2} a_{\alpha\beta}(x) \xi_\alpha \xi_\beta \geq \nu (\xi_1^2 + \xi_2^2), \quad \nu = \text{const} > 0, \quad x \in \Omega, \] (4.2)
is assumed to be fulfilled. Let, moreover,
\[ a_{\alpha} \in C(\Omega), \quad \alpha = 0, 1, 2, \quad a_{\alpha\beta} \in W_2^{m-1}(\Omega), \quad f \in W_2^{m-2}(\Omega), \quad m \in (3, 4), \]
\[ a_{\alpha\alpha} \leq \mu_0, \quad |a_\alpha| \leq \mu_1, \quad |a_{\alpha\beta}| \leq \mu_2, \quad \alpha, \beta = 1, 2, \] (4.3)
where \( \mu_0 > 0, \mu_\alpha \geq 0, \alpha = 1, 2, 3, 4 \), are constants.

The problem (4.1)–(4.3) is assumed to be uniquely solvable in the class \( W_2^m(\Omega), \ 3 < m \leq 4 \). We approximate the problem (4.1) by the difference scheme \[ \Lambda y = f, \quad x \in \omega, \quad y(x) = 0, \quad x \in \gamma, \] (4.4)
where
\[ \Lambda = A + B, \quad By = \sum_{\alpha=1}^{2} \alpha y_{\alpha x}, \]
\[ Ay = -\frac{1}{2} \sum_{\alpha,\beta=1}^{2} \left[ (a_{\alpha\beta} y_{\alpha x})_{\alpha} + (a_{\alpha\beta} y_{\beta x})_{\beta} \right] + a_0 y. \]

By \( H \) we denote the space of mesh functions defined on \( \omega \) and equal to \( \gamma \), with the inner product \( (y, v) = (y, v)_\omega \) and the norm \( \| y \| = \| y \|_\omega \).

In the space \( H \), the notations \( \| \cdot \|_{(1+)} \) and \( \| \cdot \|_{(\alpha)} \) take the form
\[ \| v \|_{(1+)}^2 = \sum_{\omega_1^2 \times \omega_2} h_1 h_2 v^2, \quad \| v \|_{(2+)}^2 = \sum_{\omega_1 \times \omega_2^2} h_1 h_2 v^2, \quad \| v \|_{(\alpha)} = \| v \|. \]

2°. Find sufficient conditions for which the operator \( \Lambda \) is positive definite, and hence the problem (4.4) is uniquely solvable. Let
\[ \tilde{\alpha} = \max_{x \in \Omega} \sum_{\alpha=1}^{2} |a_\alpha - \tilde{a}_\alpha|^2, \]
where the independent of \( x_\alpha \) functions \( \tilde{a}_\alpha = \tilde{a}_\alpha(x_1, \ldots, x_\alpha) \) are chosen in such a way that the value \( \tilde{\alpha} \) is minimal. If it is difficult to find such \( \tilde{a}_\alpha \), we can use anyone with the property (conf. [37], p. 116)
\[ \max_{x \in \Omega} \sum_{\alpha=1}^{2} |a_\alpha - \tilde{a}_\alpha|^2 \leq \max_{x \in \Omega} \sum_{\alpha=1}^{2} a_\alpha^2. \]

It is not difficult to notice that
\[ \left| \sum_{x \in \omega} h_1 h_2 a_\alpha y_{\alpha x} \right| = \left| \sum_{x \in \omega} h_1 h_2 (a_\alpha - \tilde{a}_\alpha) y_{\alpha x} \right| \leq \frac{c_1}{2} \| y_{\alpha x} \|^2 + \frac{1}{2c_1} \| (a_\alpha - \tilde{a}_\alpha) y \|^2, \] (4.5)

where $\varepsilon > 0$ is an arbitrary number, and $c_1$ is the constant from Friedrich’s inequality
\[
\|y\| \leq c_1 \|\nabla y\|, \quad c_1 = (\ell_1 \ell_2)^{1/2}/4. \tag{4.6}
\]
Taking into account $\|y_{x_\alpha}\| \leq \|y_{x_\alpha}^{(\alpha+)}\|$, from (4.5) we obtain
\[
|(By, y)| \leq (\varepsilon c_1/2) \|\nabla y\|^2 + \frac{\tilde{a}}{2\varepsilon c_1} \|y\|^2,
\]
and since on the basis of (4.2), we have $(Ay, y) \geq \nu \|\nabla y\|^2 + \mu_2 \|y\|^2$, therefore
\[
(\Lambda y, y) \geq (\nu - c_1 \varepsilon) \|\nabla y\|^2 + \left(\mu_2 - \frac{\tilde{a}}{2\varepsilon c_1}\right) \|y\|^2 + \frac{c_1 \varepsilon}{2} \|\nabla y\|^2. \tag{4.7}
\]
Applying the inequality (4.6) to the last summand, we find that
\[
(\Lambda y, y) \geq c_2 \|\nabla y\|^2, \quad c_2 = \nu + c_1 \mu_2 - (c_1^4 \mu_2^2 + c_1^2 \tilde{a})^{1/2}. \tag{4.8}
\]
We choose $\varepsilon$ basing on the condition that the coefficient is equal to zero. Then
\[
(\Lambda y, y) \geq c_2 \|\nabla y\|^2, \quad c_2 = \nu + c_1 \mu_2 - (c_1^4 \mu_2^2 + c_1^2 \tilde{a})^{1/2}. \tag{4.7}
\]
If the coefficients $a_{\alpha}$ do not depend on $x_\alpha$, then we assume that $\tilde{a}_{\alpha} \equiv a_{\alpha}$, and hence $\tilde{a} = 0$ and $c_2 = \nu > 0$. In the general case, for the coefficient $c_2$ to be positive, we assume
\[
\nu + c_1^2 \mu_2 > (c_1^4 \mu_2^2 + c_1^2 \tilde{a})^{1/2}. \tag{4.8}
\]
Thus the following lemma is valid.

**Lemma 4.1.** Let either the coefficients $a_{\alpha}$, $\alpha = 1, 2$ be independent of $x_\alpha$, or the condition (4.8) be fulfilled. Then the operator $\Lambda$ is positive definite in $H$, and the estimate (4.7) is valid.

30. To estimate the convergence rate of the difference scheme (4.4) in the mesh metric $W_2^2$, we will need

**Lemma 4.2.** Under the conditions of Lemma 4.1 the estimate
\[
|y|_{W_2^2(\omega)} \leq c_3 \|\Lambda y\|, \quad \forall y \in H, \tag{4.9}
\]
is fulfilled with
\[
c_3 = (2\mu_0/\nu^2) \left(1 + \frac{(c_1 \mu_3 + 2^{1/2} \mu_4 + 2^{3/2} \mu_1) c_1}{c_2}\right).
\]

**Proof.** Using the formula for differencing a product ([70], p. 255), we obtain
\[
a_{11} y_{x_1 x_1} + \frac{(a_{12} + a_{21})(y_{x_1 x_2} + y_{x_2 x_1})}{2} + a_{22} y_{x_2 x_2} = F, \tag{4.10}
\]
where
\[ F(x) = ay - Ay - \frac{1}{2} \left(a_{11}x, y_x + a_{11}y, x + a_{22}x, y_\omega + a_{22}y, x + a_{12}x, \tilde{y}_{12} + a_{12}y, x + a_{21}x, \tilde{y}_{21} + a_{21}y, x \right), \quad (4.11) \]

Multiplying the equality (4.9) by \( y_{\xi, x}/a_{22} \), we have
\[ a_{22}^{-1} \left[a_{11}y^2_{\xi, x} + (a_{12} + a_{21})y_{\xi, x, \omega} \left(\frac{y_{\xi, x} + y_{x, \omega}}{2} + a_{22} \left(\frac{y_{\xi, x} + y_{x, \omega}}{2}\right)^2\right)\right] = F \left(\frac{y_{\xi, x}}{a_{22}} + I(y)\right), \]

where \( I(y) = \left(\frac{y_{\xi, x} + y_{x, \omega}}{2}\right)^2 - y_{\xi, x}y_{x, \omega} \). Whence by virtue of (4.2), we obtain
\[ \frac{\nu}{2\mu_0} y^2_{\xi, x} \leq \frac{\mu_0}{2\nu} \|F\|^2 + I(y). \quad (4.12) \]

Let us now show that \( \sum_{x \in \omega} h_1 h_2 I(y) \leq 0, \forall y \in H \).

Indeed, this follows from
\[ \sum_{x \in \omega} h_1 h_2 I(y) \leq \frac{1}{2} \sum_{x \in \omega} h_1 h_2 \left(y^2_{\xi, x} + y^2_{x, \omega}\right) - \sum_{x \in \omega} h_1 h_2 y_{\xi, x}y_{x, \omega}, \]

with regard for the identities
\[ \sum_{x \in \omega} h_1 h_2 y^2_{\xi, x, \omega} = \sum_{\omega_1} h_1 h_2 y_{\xi, x, \omega}y_{x, \omega} - \sum_{\omega_1} h_1 h_2 y^2_{\xi, x, \omega}(x_1, 0) - h_1 h_2 y^2_{\xi, x, \omega}(x_1, 0), \]
\[ \sum_{x \in \omega} h_1 h_2 y^2_{x, \omega, \omega} = \sum_{\omega_1} h_1 h_2 y_{x, \omega, \omega}y_{\xi, \omega} - \sum_{\omega_1} h_1 h_2 y^2_{x, \omega, \omega}(x_1, \ell_2) - h_1 h_2 y^2_{x, \omega, \omega}(x_1, \ell_2). \]

Summing (4.12) over the mesh \( \omega \), we find that
\[ \|y_{\xi, x}\| \leq (\mu_0/\nu^2)\|F\|. \]

The estimate \( \|y_{\xi, x}\| \leq (\mu_0/\nu^2)\|F\| \) is obtained analogously. Consequently,
\[ \|y_{\xi, x} + y_{x, \omega}\|^2 \leq 2(\|y_{\xi, x}\|^2 + \|y_{x, \omega}\|^2) \leq (4\mu_0^2/\nu^2)\|F\|^2, \]

that is,
\[ |y|_{\omega, \frac{2}{\nu^2}} \leq \frac{2\mu_0}{\nu^2} \|F\|. \quad (4.13) \]
Estimate now the right-hand side of the inequality (4.13). It follows from (4.11) that \( \|F\| \leq \mu_3 \|y\| + \|Ay\| + 2\mu_1 (\|y_{\Gamma_1}\|_{(1+)} + \|y_{\Gamma_2}\|_{(2+)}), \) so

\[
\|F\| \leq \mu_3 \|y\| + \|Ay\| + 2^{3/2} \mu_1 \|\nabla y\|. \tag{4.14}
\]

On the basis of the easily verifiable estimate \( \|B y\| \leq 2^{1/2} \mu_4 \|\nabla y\| \) and the inequality (4.6), from (4.14) we get

\[
\|F\| \leq \|Ay\| + \left(c_1 \mu_3 + 2^{1/2} \mu_4 + 2^{3/2} \mu_1\right) \|\nabla y\|. \tag{4.15}
\]

From (4.6) and (4.7) we obtain the estimate \( \|\nabla y\| \leq \frac{\mu}{2} \|\Lambda y\| \), which together with (4.13) and (4.15) completes the proof of Lemma 4.2.

**Corollary 4.1.** Note that \( \|\cdot\|_{W_2^2(\omega)} \) and \( \|\cdot\|_{W_2^3(\omega)} \) are equivalent. Therefore in the conditions of Lemma 4.2 the difference scheme (4.4) is stable in the mesh metric \( W_2^2 \).

4°. We now investigate the convergence rate of the difference scheme (4.4). For the error \( z = y - u \) we have the problem

\[
\Lambda z = \psi, \quad x \in \omega, \quad z(x) = 0, \quad x \in \gamma, \tag{4.16}
\]

where the approximation error \( \psi = f - \Lambda u \) is represented by the sum

\[
\psi = \sum_{\alpha, \beta = 1}^{2} \eta_{\alpha\beta} + \sum_{\alpha = 1}^{2} \eta_{\alpha}, \quad \eta_{\alpha\beta} = \sum_{k=0}^{3} \eta_{\alpha\beta}^{(k)}, \quad \eta_{\alpha} = a_{\alpha} \left( \frac{\partial u}{\partial x_{\alpha}} - u_{x_{\alpha}} \right),
\]

\[
\eta_{\alpha\beta}^{(0)} = a_{\alpha\beta} \left( \frac{u_{x_{\alpha} x_{\beta}} + u_{x_{\beta} x_{\alpha}}}{2} - \frac{\partial^2 u}{\partial x_{\alpha} \partial x_{\beta}} \right), \quad \eta_{\alpha\beta}^{(1)} = a_{\alpha\beta} \left( \frac{\partial u}{\partial x_{\alpha} x_{\beta}} - \frac{\partial u}{\partial x_{\beta} x_{\alpha}} \right),
\]

\[
\eta_{\alpha\beta}^{(2)} = \frac{\partial u}{\partial x_{\beta}} \left( \frac{a_{\alpha\beta} x_{\alpha}}{2} - \frac{\partial a_{\alpha\beta}}{\partial x_{\alpha}} \right), \quad \eta_{\alpha\beta}^{(3)} = \frac{h}{4} a_{\alpha\beta} x_{\alpha} \left( \frac{\partial u}{\partial x_{\beta}} - \frac{\partial u}{\partial x_{\alpha}} \right).
\]

**Lemma 4.3.** Let the solution of the problem (4.1)–(4.3) belong to the space \( W_2^m(\Omega) \). Then for the components of the approximation error the estimate

\[
\sum_{\alpha, \beta = 1}^{2} \|\eta_{\alpha\beta}\| + \sum_{\alpha = 1}^{2} \|\eta_{\alpha}\| \leq c \|h\|^{m-2} \|u\|_{W_2^m(\Omega)}, \quad m \in (3, 4],
\]

is valid.

**Proof.** Here, to estimate the values \( \eta_{\alpha\beta}^{(k)}, \eta_{\alpha} \) we use the well-known method based on the Bramble-Hilbert lemma. As a result we obtain

\[
|\eta_{\alpha\beta}^{(k)}| \leq c \|h\|^{m-2} (h_1 h_2)^{-1/2} \|a_{\alpha\beta}\| c_{k(1\alpha)} \|u\|_{W_2^{m-k(1\alpha)}}, \quad k = 0, 1,
\]

\[
|\eta_{\alpha\beta}^{(k+1)}| \leq c \|h\|^{m-2} (h_1 h_2)^{-1/2} \|a_{\alpha\beta}\| c_{k(2\alpha)} \|u\|_{W_2^{m-k(2\alpha)}}, \quad k = 1, 2,
\]

\[
|\eta_{\alpha}| \leq c \|h\|^{m-2} (h_1 h_2)^{-1/2} \|a_{\alpha}\| c_{1(\alpha)} \|u\|_{W_2^{m-1(\alpha)}}, \quad \alpha, \beta = 1, 2, \quad m \in (3, 4],
\]
where \( e \equiv e(x) = (x_1 - h_1, x_1 + h_1) \times (x_2 - h_2, x_2 + h_2) \). Consequently,
\[
|\eta_{ij}| \leq c|h|^{m-2}(h_1 h_2)^{-1/2} \left( \|u\|_{W^{m}(\Omega)} + \|a_\alpha \beta\|_{W^{m-1}(\Omega)} \right),
\]
\[
|\eta_0| \leq c|h|^{m-2}(h_1 h_2)^{-1/2} \|u\|_{W^{m}(\Omega)}, \quad m \in (3, 4], \quad \alpha, \beta = 1, 2,
\]
which proves our lemma.

On the basis of Lemmas 4.2 and 4.3, from (4.16) we have the following

**Theorem 4.1.** Let the solution of the problem (4.1)–(4.3) belong to the space \( W^{m}(\Omega) \), \( m \in [3, 4] \), and let the condition (4.8) be fulfilled. Then the convergence rate of the difference scheme (4.4) is characterized by the estimate
\[
\|y - u\|_{W^{m}(\Omega)} \leq c|h|^{m-2} \|u\|_{W^{m}(\Omega)}, \quad m \in (3, 4],
\]
where the constant \( c > 0 \) does not depend on \( h \) and \( u(x) \).

5. The Mixed Boundary Value problem

**History of the matter.** The results of this section have been published in [24]. Analogous results have been obtained in [71] for the Poisson equation, in [10] for the elliptic equation in the case of constant coefficients, and in [35] in case \( s = 1, m \in (2, 3) \).

### 1. Suppose that in \( \Omega \) we seek for a solution of equation (2.1) satisfying the boundary conditions

\[
Lu \equiv - \sum_{i,j=1}^{2} \frac{\partial}{\partial x_i} \left( a_{ij}(x) \frac{\partial u}{\partial x_j} \right) + a_0(x)u = f, \quad x \in \Omega,
\]
\[
a_{11} \frac{\partial u}{\partial x_1} + a_{12} \frac{\partial u}{\partial x_2} = \sigma u - g, \quad x \in \Gamma_{-1}, \quad u = 0, \quad x \in \Gamma_0, \quad \Gamma_0 = \Gamma \setminus \Gamma_{-1}.
\]

Let the conditions
\[
\sum_{i,j=1}^{2} a_{ij}(x) \chi_i \chi_j \geq \nu (\chi_1^2 + \chi_2^2), \quad \nu = \text{const} > 0, \quad a_0(x), \sigma(x_2) \geq 0, \quad x \in \Omega,
\]
be fulfilled, and the problem (5.1) with the right-hand side \( f \in W^{m}(\Omega), \ g \in W^{m-3/2}(\Gamma_{-1}) \) is assumed to be uniquely solvable in \( W^{m}(\Omega), \ 1 < m \leq 3 \). Consequently, the coefficients of the problem must belong to the following classes of multiplicators: \( a_{ij} \in M(W^{m-1}(\Omega)), \ a_0 \in M(W^{m}(\Omega) \rightarrow W^{2m-2}(\Omega)), \ \sigma \in M(W^{2m-1/2}(\Gamma_{-1}) \rightarrow W^{2m-3/2}(\Gamma_{-1})) \) for which we have the following sufficient conditions: \( a_{ij} \in W^{m-1}(\Omega) \) for \( 2 < m \leq 3, \ a_{ij} \in W^{2m+1}(\Omega) \) for \( m = 2, \ a_{ij} \in W^{m-1/2}(\Omega) \) for \( 1 < m < 2, \ \varepsilon > 0, \ a_{12} = 2, \ a_0 \in W^{m-2}(\Omega) \) for \( 2 \leq m \leq 3, \ a_0 \in L^{2/(3-m)}(\Omega) \) for \( 1 < m < 2, \ \sigma \in W^{2m-3/2}(\Gamma_{-1}) \) for \( 3/2 < m \leq 3, \ \sigma \in L^{1/(2-m)}(\Gamma_{-1}) \) for \( 1 < m \leq 3/2 \).
2. Let \( \gamma_0 = \gamma \setminus \gamma_{-1} \). We approximate the problem (5.1) by the difference scheme

\[
Ay = \varphi, \quad x \in \omega \cup \gamma_{-1}, \quad y(x) = 0, \quad x \in \gamma_0,
\]

where

\[
A = \sum_{i,j=1}^{2} A_{ij} + aE + \delta(\gamma_1)\delta E, \quad Ey \equiv y,
\]

\[
A_{11} = -\left\{ \begin{array}{l}
\frac{1}{2}(a_{11}y_{x_1}x_1) + \frac{1}{2}(a_{11}y_{x_1}x_1), \quad x \in \omega, \\
\frac{2}{h_1}a_{11}(0, x_2) + a_{11}(h_1, x_2) \quad y_{x_1}(0, x_2), \quad x \in \gamma_{-1},
\end{array} \right.
\]

\[
A_{12} = -\left\{ \begin{array}{l}
\frac{1}{2}(a_{12}y_{x_2}x_1) + \frac{1}{2}(a_{12}y_{x_2}x_1), \quad x \in \omega, \\
a_{12}(0, x_2) \quad y_{x_2}(0, x_2) + \frac{2}{h_1}a_{12}(h_1, x_2) \quad y_{x_2}(h_1, x_2), \quad x \in \gamma_{-1},
\end{array} \right.
\]

\[
A_{21} = -\left\{ \begin{array}{l}
\frac{1}{2}(a_{21}y_{x_1}x_1) + \frac{1}{2}(a_{21}y_{x_1}x_1), \quad x \in \omega, \\
(2a_{21}y_{x_1}x_1) \quad x \in \gamma_{-1},
\end{array} \right.
\]

\[
A_{22} = -\left\{ \begin{array}{l}
\frac{1}{2}(a_{22}y_{x_2}x_1) + \frac{1}{2}(a_{22}y_{x_2}x_1), \quad x \in \omega, \\
(2a_{22}y_{x_2}x_1) \quad x \in \gamma_{-1},
\end{array} \right.
\]

\[\varphi(x) = \begin{cases} 
T_1T_2f, & x \in \omega, \\
T_{1+}T_2f + \frac{2}{h_1}T_2g, & x \in \gamma_{-1},
\end{cases}\]

\[\delta(\gamma_{-1}) = \begin{cases} 
\frac{2}{h_1}, & x \in \gamma_{-1}, \\
0, & x \notin \gamma_{-1}.
\end{cases}\]

By \( H \) we denote the space of mesh functions defined on \( \omega \) and equal to \( \gamma_0 \), with the inner product and the norm \( (y, v) = \sum_{\omega^+} h_1h_2y(x)v(x), \)

\[||y|| = (y, y)^{1/2}. \]

In the space \( H \), the notation \( || \cdot ||_{(a+)} \) takes the form

\[||v||^2_{(a+)} = \sum_{\omega^+} h_1h_2v^2, \quad ||v||_{(a+)}^2 = \sum_{\omega^+} h_1h_2v^2. \]

Denote also

\[(y, v)_{\gamma_{-1}} = \sum_{\gamma_{-1}} h_2y(x)v(x), \quad ||y||_{L_p(\gamma_{-1})} = \left( \sum_{\gamma_{-1}} h_2|y(x)|^p \right)^{1/p}.\]

**Lemma 5.1.** The operator \( A \) is positive definite in the space \( H \) and the estimate

\[||y||^2_{w^1(\omega)} \leq c_1(Ay, y), \quad c_1 = (1 + \ell_1 \ell_2^2)/\nu, \quad \forall y \in H, \quad (5.4)\]

is valid.

**Proof.** Using the formula of summation by parts, it is not difficult to verify that

\[\langle A_{ij}y, y \rangle = \frac{1}{2} \sum_{\omega^-} h_1h_2a_{ij}y_{x_i}y_{x_j} + \frac{1}{2} \sum_{\omega^+} h_1h_2a_{ij}y_{x_i}y_{x_j}, \quad i, j = 1, 2.\]
Therefore taking into account the conditions (5.2), we obtain \((Ay, y) \geq \nu \|\nabla y\|^2\), \(\forall y \in H\), which together with the difference analogue of Friedrichs inequality
\[
\|y\| \leq \sqrt{\frac{\ell_1 \ell_2}{8}} \|\nabla y\| \quad (5.5)
\]
results in (5.4).

By Lemma 5.1, a solution of the problem (5.3) exists and is unique.

**Remark 5.1.** For \(a_{12}(x) = a_{21}(x)\), the operator \(A\) is self-adjoint in the space \(H\).

### 5.0. The error of the solution of the difference scheme (5.3), \(z = y - u\), is a solution of the problem

\[
Az = \psi(x), \quad x \in \omega \cup \gamma_{-1}, \quad z \in H, \quad (5.6)
\]

where \(\psi = \varphi - Au\) is the approximation error.

Let
\[
\eta_{\alpha\beta} = 0.5(a_{\alpha\beta} u_{x_\alpha} + (a_{\alpha\beta} u_{x_\alpha})^{(-1)}) - S_\alpha T_1 a_{\alpha\beta} \frac{\partial u}{\partial x_\beta}, \quad \alpha, \beta = 1, 2,
\]
\[
\eta_{2\beta} = \frac{h_1}{2} \left( a_{2\beta} u_{x_\beta} - T_1^+ S_2^+ (a_{2\beta} \frac{\partial u}{\partial x_\beta})^2 \right), \quad \beta = 1, 2, \quad \eta = T_1 T_2 (a_0 u) - T_1 T_2 a_0 u,
\]
\[
\eta = \frac{h_1}{2} \left( T_1^+ T_2 (a_0 u) - T_1^+ T_2 a_0 u \right), \quad \eta_\sigma = T_2 (\sigma u) - T_2 \sigma u.
\]

It is not difficult to verify that
\[
T_1 T_2 \frac{\partial}{\partial x_\alpha} \left( a_{\alpha\beta} \frac{\partial u}{\partial x_\beta} \right) = -A_{\alpha\beta} u - \eta_{\alpha\beta x_\alpha}, \quad x \in \omega,
\]
\[
T_1^+ T_2 \frac{\partial}{\partial x_\beta} \left( a_{2\beta} \frac{\partial u}{\partial x_\beta} \right) = -A_{2\beta} u - \frac{2}{h_1} \eta_{2\beta x_\beta}, \quad x \in \gamma_{-1},
\]
\[
T_1^+ T_2 \frac{\partial}{\partial x_1} \left( a_{1\beta} \frac{\partial u}{\partial x_\beta} \right) = -A_{1\beta} u - \frac{2}{h_1} \eta_{1\beta} \eta^{(+1)},
\]
\[
- \frac{2}{h_1} T_2 \left( a_{1\beta} \frac{\partial u}{\partial x_\beta} \right), \quad x \in \gamma_{-1}.
\]

Therefore the approximation error can be reduced to the form
\[
\psi = \begin{cases} 
\eta_{11} x_1 + \eta_{12} x_2 + \eta_{21} x_2 + \eta_{22} x_2 + \eta, & x \in \omega, \\
\frac{2}{h_1} ((\eta_{11} + \eta_{21})(+1) + \eta_{21} x_2 + \eta_{22} x_2 + \eta + \eta), & x \in \gamma_{-1}.
\end{cases}
\]

**Lemma 5.2.** For every mesh function \(\eta(x)\) given on the mesh \(\omega^\gamma\), and for every \(z \in H\) the inequality \(\|\eta_{x_2, z}\|_{\gamma_{-1}} \leq \|\nabla x\| \|\eta_{x_1, z}\|_{\omega^{\gamma_{-2}}} + \|\eta_{x_1, z}\|_{\omega^{\gamma_{-1}}}\) is valid.
Proof. Taking into account that \( z(t_1, x_2) = 0 \), we write \( (\eta \pi_\sigma, z)_{\gamma-1} = -\sum h_1 \sum h_2 (\pi_\sigma z)_{\pi_1} \). Using here the formula for differencing a product, we find that \( (\eta \pi_\sigma, z)_{\gamma-1} = -\sum h_1 h_2 \eta_2 \pi_\sigma z - \sum h_1 h_2 \eta_2 \pi_\sigma z_{x_1} \), so using the formula of summation by parts we obtain \( (\eta \pi_\sigma, z)_{\gamma-1} = -\sum h_1 h_2 \eta_2 \pi_\sigma z_{x_2} - \sum h_1 h_2 \eta_2 \pi_\sigma z_{x_1} \). This implies that

\[
\begin{align*}
|\eta \pi_\sigma, z|_{\gamma-1} &\leq \left( \sum_{\omega_1 \times \omega_2} h_1 h_2 \eta_2 \pi_\sigma_1 \right)^{1/2} \left( \sum_{\omega_1 \times \omega_2} h_1 h_2 \pi_\sigma_2 \right)^{1/2} \\
&+ \left( \sum_{\omega_1 \times \omega_2} h_1 h_2 \eta_2 \pi_\sigma_1 \right)^{1/2} \left( \sum_{\omega_1 \times \omega_2} h_1 h_2 \pi_\sigma_2 \right)^{1/2}.
\end{align*}
\]

Taking into account that

\[
\sum_{\omega_1 \times \omega_2} h_1 h_2 \pi_\sigma_2 \leq \sum_{\omega_1 \times \omega_2} h_1 h_2 \pi_\sigma_2 \leq \|\nabla z\|^2, \quad \sum_{\omega_1 \times \omega_2} h_1 h_2 \pi_\sigma_1 = \sum_{\omega_1 \times \omega_2} h_1 h_2 \pi_\sigma_1 \leq \|\nabla z\|^2,
\]

we obtain the inequality of the lemma. \(\square\)

Now we multiply scalarly both parts of (5.6) by \( z \) and apply the estimate (5.4). Next, for the summands with \( \eta_{\alpha \beta \omega} \) we use both the summation by parts and the Cauchy inequality, for the summands with \( \eta_2 \pi_\sigma \) we apply Lemma 5.2 and the Cauchy inequality, and for the summands with \( \eta, \pi, \eta_\sigma \) we apply Hölder’s inequality and embeddings \( W^2_1(\omega) \subset L_q(\omega) \), \( W^2_1(\omega) \subset L_q(\gamma-1) \), \( \forall q > 1 \). As a result, we arrive at the following statement.

**Lemma 5.3.** For the solution \( z \) of the problem (5.6) the estimate \( \|z\|_{W^1_2(\omega)} \leq cJ(\eta) \) is valid, where

\[
\begin{align*}
J(\eta) &= \sum_{\alpha, \beta = 1}^2 \|\eta_{\alpha \beta}\|_{\omega_{\gamma+\omega}} + \|\eta\|_{L^p(\omega)} + \\
&+ \|\eta\|_{L^p(\gamma-1)} + \|\eta_\sigma\|_{L^p(\gamma-1)} + \sum_{\alpha, \beta = 1}^2 \|\eta_{\alpha \beta \gamma-\omega}\|_{\omega_{\gamma-\omega}}, \quad p > 1. \quad (5.7)
\end{align*}
\]

4\(^\circ \). To obtain an estimate for the convergence rate, it is sufficient to estimate the error functionals appearing in (5.7).

For \( \eta \) and \( \eta_{\alpha \beta} \), the estimates

\[
\begin{align*}
\|\eta\|_{L^p(\omega)} &\leq c|\omega|^{m-1}\|u\|_{W^m_2(\omega)}, \quad 1 < m \leq 3, \quad (5.8) \\
\|\eta_{\alpha \beta}\|_{\omega_{\gamma+\omega}} &\leq c|\omega|^{m-1}\|u\|_{W^m_2(\omega)}, \quad 1 < m \leq 3, \quad (5.9)
\end{align*}
\]

where \( 1 < p < 2/(3 - m) \) for \( 1 < m \leq 2 \), and \( p = 2 \) for \( m > 3 \), are valid.
To obtain the estimate (5.8) for $2 < m \leq 3$, we write
\[
\eta = \frac{1}{2} T_{\xi_1} T_{\xi_2} T_{\xi_3} \left( (ao(\xi) - ao(\zeta))(u(\xi) - u(\zeta)) + T_1 T_2 a_0 (T_1 T_2 u - u), \right)
\]
where the subscripts $\xi_o$ and $\zeta_o$ indicate the variable of integration in the operators $T_o$.

This easily results in the inequality $|\eta| \leq c|h| \left( \|u\|_{C^1(m)} |a|_{W^2(m)} + \|a|_{C^m(m)} \right)$, which proves (5.8) for $2 < m \leq 3$.

In case $1 < m \leq 2$, we choose $t = 2p/(2 - (3 - m)p)$ and by the Bramble–Hilbert lemma we find that $|\eta| \leq c|h|^{m-1} \left( h_1 h_2 \right)^{-1/p} |a_0|_{L^2((3-m)(\alpha))} |u|_{W^m(\alpha)}$, where $e = e(x) = \{ \xi \in (\xi_1, \xi_2): |\xi_j - \xi_j| \leq h_j, j = 1, 2 \}$. Summation along with Hölder’s inequality provides us with $|\eta| \leq c|h|^{m-1} |a_0|_{L^2((3-m)(\alpha))} |u|_{W^m(\alpha)}$, and since $W^m(\alpha) \subset W^{m-1}(\alpha)$, we arrive at (5.8).

The inequality (5.9) is proved analogously.

Estimation of the functional $\eta$. Let us show that
\[
|\eta|_{L^p(\gamma, -1)} \leq c|h|^{m-1} |u|_{W^m(\alpha)}, \quad 1 < m \leq 3,
\]
where $1 < p < 2/(3 - m)$ for $1 < m \leq 2$, and $p = 2$ for $m > 2$.

Let
\[
e_h = \{ \xi = (\xi_1, \xi_2): 0 \leq \xi_1 \leq h_1, |\xi_2 - x_2| \leq h_2 \},
\]
\[
\Omega_h = \{ x = (x_1, x_2): 0 < x_1 < \frac{h_1}{2}, 0 < x_2 < \ell_2 \}.
\]

For $1 < m \leq 2$, just as in the foregoing case for $\eta$, we have $|\eta| \leq c|h|^{m-1} (h_1 h_2)^{-1/p} |a_0|_{L^2((3-m)(\alpha))} |u|_{W^m(\alpha)}$, from which it follows that
\[
|\eta|_{L^p(\gamma, -1)} \leq c|h|^{m-1} |a_0|_{L^2((3-m)(\alpha))} |u|_{W^m(\alpha)}, \quad 1 < m \leq 2.
\]

Using the imbedding $W^m(\Omega) \subset C^1(\bar{\Omega})$, $m > 2$, we obtain $|\eta| \leq c|h|^{m} |a_0|_{L^2(\alpha)} |u|_{W^m(\alpha)}$, $m > 2$. Consequently, $|\eta|_{L^p(\gamma, -1)} \leq c|h|^{5/2} \times |a_0|_{L^2(\alpha)} |u|_{W^m(\alpha)}$, $m > 2$, which means that the estimate (5.10) is valid for $2 < m \leq 5/2$. For $5/2 < m \leq 3$ we apply Theorem 1.4: $|a_0|_{L^2(\alpha)} \leq c|h|^{1/2} |u|_{W^{m-2}}$, and arrive again at (5.10).

Estimation of the functional $\eta_o$. Let us show that
\[
|\eta_o|_{L^p(\gamma, -1)} \leq c|h|^{m-1} |u|_{W^m(\alpha)}, \quad 1 < m \leq 3,
\]
where $2/(3 - m) < p < 1/(2 - m)$ for $1 < m \leq 3/2$, and $p = 2$ for $m > 3/2$.

$\eta_o$, being a linear functional with respect to $u(x)$, is bounded for $u \in W^m(\Omega), \quad 1 < m < 2$ and vanishes on $\pi_0$. Hence
\[
|\eta_o| \leq c|h|^{m-1} h_2^{-1/p} |u|_{W^m(\alpha)},
\]
where $t = p/(1 - (2 - m)p), \quad 2/(3 - m) < p < 1/(2 - m), \quad e = e(x) = \{ \xi : |\xi_2 - x_2| \leq h_2 \}$. 

Further, for $T W$ where $c$ and is bounded in $W^{m}_2$, $m > 1$. Consequently, 
\[
|\eta'_m| \leq c|h|^{1/2}||\sigma||_{L^{2}(\gamma)} |u|_{W^{2/3}_{2}(\gamma)} |u|_{W^{2}_{2}(\gamma)} \leq c|h|^{1/2}||\sigma||_{L^{2}(\gamma)} \|u\|_{L^{2}_{2}(\gamma)}.
\]

Further, for $\eta''_m$ we have
\[
|\eta''_m| \leq c|h|^{-1} \int_{\gamma} \int_{\gamma} |\sigma(\zeta) - \sigma(\tau)| d\zeta d\tau \int_{\gamma} \left| \frac{\partial u(0, \tau)}{\partial \tau} \right| d\tau,
\]
so, using the Cauchy inequality, we obtain
\[
|\eta''_m| \leq c|h|^{1/2}||\sigma||_{L^{2}(\gamma)} |u|_{W^{2/3}_{2}(\gamma)} |u|_{W^{2}_{2}(\gamma)}.
\]

The above estimates result in (5.11) for $m = 2$. For $2 < m \leq 3$, the estimate (5.11) follows from
\[
|\eta'_m| \leq c|h|^{m-2/3}||\sigma||_{L^{2}(\gamma)} |u|_{W^{m-1}_{2}(\gamma)} |u|_{W^{m}_{2}(\gamma)}.
\]

with regard for the imbeddings $W^{m}_{2}(\Omega) \subset W^{m-1}_{2}(\Gamma_{-1}), W^{m}_{2}(\Omega) \subset W^{1}_{\infty}(\Omega), W^{m-3/2}_{2}(\Gamma_{-1}) \subset L^{\infty}(\Gamma_{-1})$.

**Estimation of the functional $\tilde{\pi}_{2\beta\pi_{3\gamma}}$.** Let us prove that
\[
|\tilde{\pi}_{2\beta\pi_{3\gamma}}|_{W^{1}_{\gamma}(\gamma)} \leq c|h|^{m-1} |u|_{W^{m}_{2}(\gamma), 1 < m \leq 3. (5.12)}
\]

For $1 < m \leq 2$ we write
\[
\tilde{\pi}_{2\beta\pi_{3\gamma}} = \eta' + \eta'' + \eta''',
\]
where
\[
\eta' = \frac{h_{1}}{2} a_{2\beta\pi_{3\gamma}} u_{x_3}, \quad \eta'' = \frac{h_{1}}{2} (a_{2\beta})^{(-13\gamma)} u_{x_3},
\]
\[
\eta''' = - \frac{h_{1}}{2} T_{\beta} S_{\gamma}^{+} (a_{2\beta} \frac{\partial u}{\partial x_3}) \pi_{3\gamma}.
\]

It is not difficult to notice that
\[
||\eta'''||_{L^{0}_{\gamma}(\gamma)} \leq c|h|^{m-1} |a_{2\beta} \frac{\partial u}{\partial x_3}|_{W^{m-1}_{2}(\gamma)}.
\]

Let $e_{i} = e_{i}(x) = \{\xi = (\xi_{i}, \xi_{\Omega}) : x \leq \xi_{i} < x_{i + h_{i}}, |\xi_{3-i} - x_{3-i}| \leq h_{3-i}, i = 1, 2$. Using the Bramble–Hilbert lemma, we obtain
\[
|\eta'| \leq c|h|^{r+1-1}(h_{1} h_{2})^{-1/2} |u|_{W^{1}_{2}(\gamma)} |a_{2\beta}|_{W^{2}_{2}(\gamma)} |c_{3\gamma}|.
\]
and hence \( \| \eta \|_{\omega \cup \gamma - \alpha} \leq c|\eta|^{r' + t' - 1}|u|_{W^r_{2} (1)} |a_{2 \beta} |_{W^{r)/(q-2) (1)} \), where \( 2/q < t \leq m + 2/q - 1 \), \((q-2)/q < r \leq (q-2)/q + \varepsilon \) for \( 1 < m < 2 \), and \((q-2)/q < r \leq (q-2)/q + \varepsilon/(\varepsilon + 2) \) for \( m = 2 \), \( q > 2 \), \( \varepsilon > 0 \).

Since in the case under consideration \( W^m_{2} \subset W^{r}_{q/2} \), \( W^{m+1}_{2+\varepsilon} \subset W^{r}_{2/q/(q-2)} \), choosing \( r + t = m \) we have

\[
\| \eta \|_{\omega \cup \gamma - \alpha} \leq c|\eta|^{m-1}\|u\|_{W^r_{2} (1)} |a_{2 \beta} |_{W^{r/(m-1) (1)}} , \quad 1 < m < 2 ,
\]

\[
\| \eta \|_{\omega \cup \gamma - \alpha} \leq c|\eta|\|u\|_{W^r_{2} (1)} |a_{2 \beta} |_{W^{r/(m-1) (1)}} .
\]

From (5.13)–(5.15) it follows that the estimate (5.12) is valid for \( 1 < m \leq 2 \).

For \( 2 < m \leq 3 \) we write \( \eta \beta = \eta' + \eta'' + \eta''' \), where

\[
\eta' = \frac{h_1}{2} a_{2 \beta} \left( u_{x_\beta} - \frac{\partial u}{\partial x_\beta} \right), \quad \eta'' = \frac{h_1}{2} (a_{2 \beta})^{-(1-\alpha)} \left( u_{x_\beta} - \frac{\partial u}{\partial x_\beta} \right)_{\gamma - \alpha},
\]

\[
\eta''' = \frac{h_1}{2} \left( a_{2 \beta} \frac{\partial u}{\partial x_\beta} - T_1 S_{2} (a_{2 \beta} \frac{\partial u}{\partial x_\beta}) \right)_{\gamma - \alpha}.
\]

For \( \eta', \eta'' \), \( \eta''' \) we obtain the analogous inequalities (5.14) and (5.15), and hence the proof of (5.13) is complete. The inequalities (5.8)–(5.12) together with Lemma 5.3 prove the following

**Theorem 5.1.** The difference scheme (5.3) converges, and the a priori estimate

\[
\| y - u \|_{W^1_{2} (1)} \leq c|\eta|^{m-1}\|u\|_{W^r_{2} (1)} , \quad 1 < m \leq 3 ,
\]

is valid.
CHAPTER 2

Difference Schemes for Elliptic Systems and Equations of Higher Order

This chapter deals with the difference schemes for approximate solution of:
- the Dirichlet problem for elliptic systems of general type (Section 6);
- mixed type boundary value problem for a system of the statical theory of elasticity (Section 7);
- the third boundary value problem of elasticity (Sections 8, 9);
- the first boundary value problem for the fourth order elliptic equation (Section 10). For the construction of difference schemes we use the Steklov averaging operators. The correctness of difference schemes in discrete Sobolev spaces is established by means of the energy method. Consistent estimates of the convergence rate are obtained.

A new approach of obtaining an a priori error estimate of the difference scheme is suggested which does not require for the solution of the fourth order equation to be continued outside the domain of integration.

6. The Dirichlet Problem for Systems

**History of the matter.** The results of the present section have been published in [7] and [12] (1987).

In [83], for the Lamé system with constant coefficients a difference scheme is constructed and a consistent estimate of the convergence rate is established for $s = 0$, $m = 1, 2$ and $s = 1$, $m = 2$; in [78] (1987) and [77] (1989), difference schemes are constructed for the system of equilibrium of an inhomogeneous anisotropic elastic rigidly fixed solid body. When the elastic coefficients belong to the spaces $W_1^1$ and $W_2^\infty$, consistent estimates with $s = 1$, $m = 2$ and $s = 1$, $2 < m \leq 3$ are respectively found.

1°. We consider a difference scheme with approximates the following problem:

$$
- \sum_{i,j=1}^{2} \frac{\partial}{\partial x_i} \left( K_{ij} \frac{\partial u}{\partial x_j} \right) + K_0 u = f, \quad x \in \Omega, \quad u(x) = 0, \quad x \in \Gamma. \quad (6.1)
$$

Here $u = (u_1(x), u_2(x), \ldots, u_n(x))$, $f = (f_1(x), f_2(x), \ldots, f_n(x))$, $K_{ij}$ and $K_0$ are matrices of the $n$-th order with the elements $K_{ij}(x)$, $K_0(x)$ ($\alpha = 1, 2, \ldots, n; \beta = 1, 2, \ldots, n$).
The conditions of strong ellipticity

\[
\frac{1}{2} \sum_{i,j=1}^{2} (K_{ij} + K_{ij}^T) t_i \cdot t_j \geq \nu \sum_{i=1}^{2} t_i \cdot t_i, \quad \forall x \in \Omega, \quad (6.2)
\]

are assumed to be fulfilled; here \( t_i = (t_{i1}, t_{i2}, \ldots, t_{in}) \), \( i = 1, 2 \), are arbitrary real vectors, and \( \nu > 0 \) is a constant number. In what follows, the symbol \( t_1 \cdot t_2 \) denotes the inner product of \( n \)-dimensional vectors, i.e. \( \sum_{i=1}^{n} t_{i1}t_{i2} \).

Let || \cdot ||_\ast be any norm of the function. Then by the norm ||v||_\ast of the vector-function \( v \) we mean the value ||v||_\ast = (\sum_{\alpha=1}^{n} ||v_\alpha||^2_\ast)^{1/2}, and by the norm \( ||K||_\ast \) of the variable matrix \( K(x) \) we mean the value \( ||K||_\ast = (\sum_{\alpha,\beta=1}^{n} ||K^{\alpha\beta}||^2_\ast) \).

On the mesh \( \Omega \) we consider mesh vector functions, for example, \( y = (y_1, y_2, \ldots, y_n) \), where \( y_i, i = 1, 2, \ldots, n \) are mesh functions defined on \( \Omega \).

Let there exist a unique solution \( u \in W^m_2(\Omega), 2 < m \leq 3 \) of the problem (6.1), and the conditions

\[
K_{ij}(x) \in W^{m-1}_2(\Omega), \quad i,j = 1, 2, \quad 0 \leq K_{00}(x) \in W^{m-2}_2(\Omega),
\]

\[
f(x) \in W^{m-2}_2(\Omega), \quad 2 < m \leq 3,
\]

be fulfilled. We approximate the problem (6.1) by the difference scheme

\[
Ay = \varphi, \quad \varphi = S_1S_2f, \quad x \in \omega, \quad y(x) = 0, \quad x \in \gamma, \quad (6.4)
\]

where \( Ay = -\frac{1}{2} \sum_{i,j=1}^{2} ((K_{ij}y_{\gamma x})_{x_i} + (K_{ij}y_{\gamma x})_{x_j}) + K\gamma y, \quad K = S_1S_2K_0(x) \).

Let \( H \) be the space of mesh vector-functions defined on \( \Omega \) and equal to zero on \( \gamma \), with the inner product and the norm \( (y,v) = \sum_{x \in \omega} h_1h_2y(x) \cdot v(x) \),

\[
||y|| = (y,y)^{1/2}, \quad y, v \in H.
\]

Define also the norms \( ||y||_{(1+)}^{2} = \sum_{x \in \omega} h_1h_2y \cdot y, \quad ||y||_{(2+)}^{2} = \sum_{x \in \omega} h_1h_2y \cdot y \),

\[
||y||_{W^1_2(\omega)} \equiv ||\nabla y||^2 = ||y_{\gamma x}||_{(1+)}^{2} + ||y_{\gamma x}||_{(2+)}^{2}.
\]

The operator \( A \) is positive definite in the space \( H \) ([37], Ch. IV, § 3) since there exists the unique solution of the problem (6.4).

2\textsuperscript{o}. Now we investigate the convergence rate of the difference scheme (6.4).

For the error \( z = y - u \) we obtain the problem

\[
Az = \psi, \quad x \in \omega, \quad z \in H. \quad (6.5)
\]

The approximation error \( \psi = \varphi - Au \) can be reduced to the form

\[
\psi = (\eta_{11} + \eta_{12})x_1 + (\eta_{21} + \eta_{22})x_2 + \eta, \quad (6.6)
\]

where \( \eta_{11} = \frac{1}{2} (K_{11}u_{\gamma x_1} + (K_{11}u_{\gamma x_1})(x_1 - h_1, x_2)) - S_2(K_{11}D_1u)(x_1 - h_1, x_2) \),
By virtue of (6.2) we arrive at the inequality

\[ \eta_{12} = \frac{1}{2} (K_{12}u_{x_2} + (K_{12}u_{x_2})(x_1 - h_1, x_2)) - S_2(K_{12}D_2u)(x_1 - \frac{h_1}{2}, x_2), \]

\[ \eta_{21} = \frac{1}{2} (K_{21}u_{x_1} + (K_{21}u_{x_1})(x_1, x_2 - h_2)) - S_1(K_{21}D_1u)(x_1, x_2 - \frac{h_2}{2}), \]

\[ \eta_{22} = \frac{1}{2} (K_{22}u_{x_1} + (K_{22}u_{x_1})(x_1, x_2 - h_2)) - S_1(K_{22}D_2u)(x_1, x_2 - \frac{h_2}{2}), \]

\[ \eta = S_1S_2(K_0\mathbf{u}) - S_1S_2K_0\mathbf{u}. \]

Using the equality (6.6), from the equation (6.5) we obtain

\[ (Az, z) \leq \|\eta_{11} + \eta_{12}\|_{(1+)}\|\nabla z\| + \|\eta_{22} + \eta_{21}\|_{(2+)}\|\nabla z\| + \|\eta\| \|z\|. \]  

(6.7)

By virtue of (6.2) we arrive at the inequality

\[ \nu\|\nabla z\|^2 \leq (Az, z). \]  

(6.8)

Using the estimate (6.8) and the difference analogue of Friedrichs inequality ([70], p. 309)

\[ \|z\| \leq \frac{\ell_0}{4} \|\nabla z\|, \quad \ell_0 = \max(\ell_1; \ell_2), \]  

(6.9)

from (6.7) we find that

\[ \|z\|_{W^2(\omega)} \leq \frac{1}{\nu} \left( \sum_{i,j=1}^{2} \|\eta_{ij}\|_{(i+)} + \frac{\ell_0}{4} \|\eta\| \right). \]  

(6.10)

3. We rewrite the expression \(\eta_{11}\) as follows:

\[ \eta_{11}(x) = -\frac{1}{2} (K_{11} + K_{11}(x_1 - h_1, x_2))\ell_1^{(1)}(\mathbf{u}) + \]

\[ + D_1\mathbf{u}\left(x_1 - \frac{h_1}{2}, x_2\right)\ell_1^{(2)}(K_{11}) + \ell_1^{(3)}(K_{11}D_1\mathbf{u}), \]  

(6.11)

where \(\ell_1^{(1)}, \ell_1^{(2)}, \ell_1^{(3)}\) have the same meaning as in Section 2. We will need the estimates of the type

\[ \|K_{ij}\mathbf{v}\|_{(i+)} \leq \|K_{ij}\|_{c(\mathbf{v})}\|\mathbf{v}\|_{(i)}, \quad i, j = 1, 2, \]  

(6.12)

\[ \|K_{ij}\mathbf{v}\|_{(i+)} \leq \|K_{ij}\|_{c(\mathbf{v})}\|\mathbf{v}\|_{c(\mathbf{v})}, \quad i, j = 1, 2. \]  

(6.13)

These estimates hold for any continuous vector-function \(\mathbf{v}(x)\).

Indeed,

\[ \|K_{ij}\mathbf{v}\|_{(1+)}^2 = \sum_{\alpha=1}^{n} \sum_{\omega_1 \times \omega_2} h_1 h_2 \left( \sum_{\beta=1}^{n} K_{ij}^{(\alpha\beta)} v_{\beta} \right)^2 \leq \]

\[ \leq \sum_{\alpha=1}^{n} \sum_{\omega_1 \times \omega_2} h_1 h_2 \left( \sum_{\beta=1}^{n} \max_{\Pi} |K_{ij}^{(\alpha\beta)}| |v_{\beta}| \right)^2 \leq \]

\[ \leq \sum_{\alpha=1}^{n} \sum_{\omega_1 \times \omega_2} h_1 h_2 \left( \max_{\Pi} |K_{ij}^{(\alpha\beta)}| \right)^2 \sum_{\beta=1}^{n} |v_{\beta}|^2 = \|K_{ij}\|_{c(\mathbf{v})}^2 \|\mathbf{v}\|_{(1+)}^2, \]
and hence the estimate (6.12) is valid for $i = 1$. The estimates (6.12) and (6.13) are proved similarly. Applying the estimates (6.12) and (6.13) ($i = j = 1$), from (6.11) we find that

$$
\|\eta_{11}\|_{(1+)} \leq \|K_{11}\| \|\ell^{(1)}_{11}(u)\|_{(1+)} + \\
+\|\ell^{(2)}_{11}(K_{11})\|_{(1+)}\|D_1 u\|_{C(\Omega)} + \|\ell^{(3)}_{11}(K_{11} D_1 u)\|_{(1+)}.
$$

(6.14)

Using the imbedding $W^m_0 \subset C^n$ for $m > n + 1$, on the basis of the Bramble–Hilbert lemma we obtain

$$
|\ell^{(1)}_{11}(u)| \leq \frac{c|\hbar|^{m-1}}{\sqrt{h_1 h_2}} |u|_{W^m_\infty}, \quad x \in \omega, \quad 2 < m \leq 3, \quad \alpha = 1, 2, \ldots, n, \quad (6.15)
$$

$$
|\ell^{(2)}_{11}(K_{11})| \leq \frac{c|\hbar|^{m-1}}{\sqrt{h_1 h_2}} |K_{11}\|_{W^{m-1}_\infty}, \quad x \in \omega, \quad 2 < m \leq 3, \quad \alpha, \beta = 1, 2, \ldots, n, \quad (6.16)
$$

where $e = e(x) = \{\xi = (\xi_1, \xi_2) : x_1 - h_1 \leq \xi_1 \leq x_1, \quad |x_2 - \xi_2| \leq h_2/2\}$.

By means of the estimates (6.15)–(6.17), from (6.14) we find the estimate

$$
\|\eta_{11}\|_{(1+)} \leq c|\hbar|^{m-1}(\|K_{11}\|_{C(\Omega)} |u|_{W^m_\infty} + \|K_{11} D_1 u\|_{W^{m-1}_\infty}), \quad 2 < m \leq 3. \quad (6.18)
$$

Analogously, for $\eta_{22}$ we obtain

$$
\|\eta_{22}\|_{(2+)} \leq c|\hbar|^{m-1}(\|K_{22}\|_{C(\Omega)} |u|_{W^m_\infty} + \|K_{22} D_2 u\|_{W^{m-1}_\infty}), \quad 2 < m \leq 3. \quad (6.19)
$$

We now represent $\eta_{12}$ in the form

$$
\eta_{12} = \ell^{(1)}_{12}(K_{12} D_2 u) + \frac{h_2}{4} \ell^{(2)}_{12}(K_{12}) S_2 D_2^2 u + \\
+ 0.5K_{12} \ell^{(3)}_{12}(u) + \ell^{(4)}_{12}(u) + \ell^{(5)}_{12} + 0.5K_{12}(x_1 - h_1, x_2) \ell^{(6)}_{12}(u),
$$

where

$$
\ell^{(4)}_{12}(u) = \frac{h_1 h_2}{4} [S_1 S_2 (D_2 K_{12} D_2^2 u) - S_1 S_2 D_2 K_{12} S_1 S_2 D_2^2 u],
$$

$$
\ell^{(5)}_{12} = -\frac{h_1 h_2}{4} S_1 S_2 (D_2 K_{12} D_2^2 u),
$$

and $\ell^{(1)}_{12}, \ell^{(2)}_{12}, \ell^{(3)}_{12}, \ell^{(6)}_{12}$ are defined in Section 2. In the same manner as in obtaining the estimate (6.18), we find that

$$
\|\eta_{12}\|_{(1+)} \leq c|\hbar|^{m-1}(\|K_{12} D_2 u\|_{W^{m-1}_\infty} + \|D_1 K_{12} D_2^2 u\|_{W^{m-1}_\infty}).
$$
\[ + \|K_{12}\|_{W_2^{m-1}(\Omega)} \|u\|_{W_2^{m}(\Omega)}, \quad 2 < m \leq 3. \]  

(6.20)

Analogously,
\[ \|\eta_{21}\|_{(2^*)} \leq c|h|^{m-1} \left( \|K_{21}D_1u\|_{W_2^{m-1}(\Omega)} + \|D_2K_{21}D_1^2u\|_{L^\infty (\Omega)} + \|K_{21}\|_{W_2^{m-1}(\Omega)} \|u\|_{W_2^{m}(\Omega)} \right), \quad 2 < m \leq 3. \]  

(6.21)

Next, in the same way as is done for \( \eta \) in Section 2, we obtain the estimate
\[ \|\eta\| \leq c|h|^{m-1} \left( \|u\|_{W_2^{m}(\Omega)} + \|K_0D_1u\|_{W_2^{m-2}(\Omega)} + \|K_0D_2u\|_{W_2^{m-2}(\Omega)} + \right. \]
\[ + \|K_0D_1D_2u\|_{L^\infty (\Omega)} + \|K_0D_1^2\|_{L^\infty (\Omega)} + \|K_0D_2^2\|_{L^\infty (\Omega)}, \]  

(6.22)

\[ 2 < m \leq 3. \]

Note that if for the elements \( K_{\alpha\beta} \) of a variable matrix \( K(x) \) and for the components \( v_\beta \) of a vector-function \( v(x) \) the inequalities \( \|K_{\alpha\beta}v_\beta\|_{\sigma_1} \leq c\|K_{\alpha\beta}\|_{\sigma_2} \|v_\beta\|_{\sigma_2} \) are valid, where \( \| \cdot \|_{\sigma_i}, i = 1, 2, 3, \) are some norms, then
\[ \|Kv\|_{\sigma_1} \leq c\|K\|_{\sigma_2} \|v\|_{\sigma_2}. \]  

(6.23)

Indeed,
\[ \|Kv\|_{\sigma_1}^2 = \sum_{\alpha=1}^n \|(Kv)_{\alpha}\|_{\sigma_1}^2 = \sum_{\alpha=1}^n \left( \sum_{\beta=1}^n \|K_{\alpha\beta}v_\beta\|_{\sigma_1}^2 \right) \leq \left( \sum_{\beta=1}^n \|K_{\alpha\beta}v_\beta\|_{\sigma_1} \right)^2 \]
\[ \leq c^2 \sum_{\alpha=1}^n \left( \sum_{\beta=1}^n \|K_{\alpha\beta}\|_{\sigma_2} \|v_\beta\|_{\sigma_2} \right)^2 \]
\[ \leq c^2 \sum_{\alpha=1}^n \sum_{\beta=1}^n \|K_{\alpha\beta}\|_{\sigma_2}^2 \ |v_\beta|_{\sigma_2}^2 = c^2 \|K\|_{\sigma_2}^2 \|v\|_{\sigma_2}^2, \]

which was to be demonstrated.

Since
\[ \|K_{ij}D_ju_\beta\|_{W_2^{m-1}(\Omega)} \leq c\|K_{ij}\|_{W_2^{m-1}(\Omega)} \|u_\beta\|_{W_2^{m}(\Omega)}, \quad 2 < m \leq 3, \]
\[ \|D_1K_{ij}D_j^2u_\beta\|_{L^\infty (\Omega)} \leq c\|K_{ij}\|_{W_2^{m-1}(\Omega)} \|u_\beta\|_{W_2^{m}(\Omega)}, \quad 2 < m \leq 3, \]
\[ \|K_{ij}\|_{W_2^{m-2}(\Omega)} \|u_\beta\|_{W_2^{m}(\Omega)}, \quad 2 < m \leq 3, \]
\[ \sum_p b_p^t \leq \left( \sum_p b_p \right)^t, \quad \forall b_p \geq 0, \quad t \geq 1, \]

using (6.18), (6.23) and the a priori estimate (6.10), and also taking into account the fact that \( \| \cdot \|_{W_2^{m}(\Omega)} \) and \( \| \cdot \|_{W_2^{m}(\Omega)} \) are equivalent, we can see that the following theorem is valid.
Theorem 6.1. Let \( u \in W_2^m(\Omega), \ 2 < m \leq 3, \) be the solution of the problem (6.1), and the conditions (6.2), (6.3) be fulfilled. Then the convergence of the difference scheme (6.4) in the norm \( W_2^1(\omega) \) is characterized by the estimate
\[
\| y - u \|_{W_2^1(\omega)} \leq c |h|^{m-1} \| u \|_{W_2^m(\Omega)}, \quad 2 < m \leq 3, \tag{6.24}
\]
with a constant \( c > 0 \) independent of \( h \) and \( u(x) \).

Consider now the first boundary value problem for the system of plane deformation of an inhomogeneous elastic body:
\[
\begin{align*}
\frac{\partial}{\partial x_1} \left( (2\mu + \lambda) \frac{\partial u^1}{\partial x_1} + \lambda \frac{\partial u^2}{\partial x_2} \right) + \frac{\partial}{\partial x_2} \left( \mu \frac{\partial u^1}{\partial x_2} + \mu \frac{\partial u^2}{\partial x_1} \right) &= -f^1, \\
\frac{\partial}{\partial x_1} \left( \mu \frac{\partial u^1}{\partial x_1} + \mu \frac{\partial u^2}{\partial x_2} \right) + \frac{\partial}{\partial x_2} \left( \lambda \frac{\partial u^1}{\partial x_2} + (2\mu + \lambda) \frac{\partial u^2}{\partial x_2} \right) &= -f^2, \tag{6.25}
\end{align*}
\]

Under the assumptions
\[
f = (f^1, f^2) \in L_2(\Omega), \quad \mu, \lambda \in W_2^1(\Omega), \quad \forall \varepsilon > 0, \quad \lambda(x) \geq 0, \quad \mu(x) \geq \mu_0 = \text{const} > 0,
\]
there exists a unique generalized solution \( u = (u^1, u^2) \) of the problem (6.25), belonging to the space \( W_2^2(\Omega) \) ([58]).

We approximate the problem (6.25) by the difference scheme
\[
\begin{align*}
\frac{\partial}{\partial x_1} \left( (2\mu^+ + \lambda^+) y^1_{x_1} + \lambda^+ y^2_{x_2} \right)_{x_1} + (2\mu^- + \lambda^-) y^1_{x_1} + \lambda^- y^2_{x_2} \right)_{x_2} + (\mu^+ y^2_{x_2} + \mu^+ y^2_{x_2} \right)_{x_2} + (\mu^- y^2_{x_2} + \mu^- y^2_{x_2} \right)_{x_2} &= -2\varphi^1, \\
(\mu^+ y^1_{x_1} + \mu^+ y^1_{x_1} \right)_{x_1} + (\mu^- y^1_{x_1} + \mu^- y^1_{x_1} \right)_{x_1} &= -2\varphi^2, \quad x \in \omega, \\
\varphi^\alpha = T_1 T_2 f^\alpha, \quad y^1|_\gamma = y^2|_\gamma = 0, \tag{6.27}
\end{align*}
\]
where
\[
\mu^\pm(x) = S_1^\pm S_2^\pm, \quad \lambda^\pm(x) = S_1^\pm S_2^\pm, \quad \lambda^\pm(x) = S_1^\pm S_2^\pm, \quad S_1^\pm, S_2^\pm \quad \lambda^\pm(x) = S_1^\pm S_2^\pm, \quad \lambda^\pm(x) = S_1^\pm S_2^\pm
\]

Let us now establish an a priori estimate of the solution of the problem (6.27). After some transformations we have
\[
2W_h = (\varphi^1, y^1) + (\varphi^2, y^2), \tag{6.29}
\]
where
\[
W_h \equiv \frac{1}{2} \left( |y^1_{x_1}|^2, \mu^+ \right)_{\omega_1 \times \omega_2} + \frac{1}{2} \left( |y^2_{x_2}|^2, \mu^- \right)_{\omega_1 \times \omega_2} + \frac{1}{2} \left( |y^1_{x_1}|^2, \mu^- \right)_{\omega_1 \times \omega_2} + \frac{1}{2} \left( |y^2_{x_2}|^2, \mu^+ \right)_{\omega_1 \times \omega_2}
\]
\begin{align*}
&\frac{1}{2} \left( |y_{x_2}^2|^2, \mu^+ \right)_{\omega_1 \times \omega_2} + \frac{1}{2} \left( |y_{\tau_1}^2|^2, \mu^- \right)_{\omega_1 \times \omega_2} + \\
&\frac{1}{4} \left( |y_{x_2} + y_{x_1}^2|^2, \mu^+ \right)_{\omega_1 \times \omega_2} + \frac{1}{4} \left( |y_{\tau_1} + y_{\tau_2}^2|^2, \mu^- \right)_{\omega_1 \times \omega_2} + \\
&\frac{1}{4} \left( |y_{x_1} + y_{\tau_2}^2|^2, \lambda^+ \right)_{\omega_1 \times \omega_2} + \frac{1}{4} \left( |y_{\tau_1} + y_{x_2}^2|^2, \lambda^- \right)_{\omega_1 \times \omega_2} \quad (6.30)
\end{align*}

is the mesh analogue of elastic deformation energy (cf. [70], p. 329).

Omitting in (6.30) the summands involving $\lambda^\pm$, replacing $\mu^\pm$ by $\mu_0$, and using the inequality $\left( |y_{x_2} + y_{x_1}^2|^2, 1 \right)_{\omega_1 \times \omega_2} + \left( |y_{\tau_1} + y_{\tau_2}^2|^2, 1 \right)_{\omega_1 \times \omega_2} \geq 2 \left( \|y_{x_2}^2\|_{W^2}^2 + \|y_{x_1}^2\|_{W^2}^2 \right) - \left( \|y_{\tau_1}^2\|_{W^2}^2 - \|y_{\tau_2}^2\|_{W^2}^2 \right) \geq 2 \|y_{x_2}^2\|_{W^2}^2 + \|y_{x_1}^2\|_{W^2}^2 - \|y_{\tau_1}^2\|_{W^2}^2 + \|y_{\tau_2}^2\|_{W^2}^2 \geq 2 \|y_{x_2}^2\|_{W^2}^2 + \|y_{x_1}^2\|_{W^2}^2 - \|y_{\tau_1}^2\|_{W^2}^2 + \|y_{\tau_2}^2\|_{W^2}^2$ we can conclude that $W_h \geq (\mu_0/2) \|\nabla y\|^2$, $y = (y^1, y^2)$. Taking into account the Friedrichs inequality (6.9) the latter results in

$$W_h \geq c_1 \|y\|_{W^2}^2, \quad c_1 = 8 \mu_0^2 (\lambda_0^2 + 16)^{-1}. \quad (6.31)$$

On the basis of the definition of the norm $\| \cdot \|_{-1}$, we have $2W_h \leq \|\varphi\|_{-1} \|y\|_{W^2}$, and hence from (6.29) and (6.31) we find that

$$\|y\|_{W^2} \leq c_2 \|\varphi\|_{-1}, \quad \varphi = (\varphi^1, \varphi^2), \quad c_2 = 1/(2c_1). \quad (6.32)$$

It follows from the estimate (6.32) that the problem (6.27) is uniquely solvable.

**Theorem 6.2.** The difference scheme (6.27), (6.28) converges in the norm $W^2$ ($\omega$), and the estimate

$$\|y - u\|_{W^2} \leq c|h| \|f\|_{L^2(\Omega)} \quad (6.33)$$

holds.

The proof of the above theorem does not, in fact, differ from that of Theorems 3.1 and 3.2.

Assume now that the coefficients $\lambda, \mu \in W^m_2(\Omega)$, $2 < m \leq 3$ are smoother, and the solution of the problem (6.25) belongs to the space $W^m_2(\Omega)$, $2 < m \leq 3$. We calculate the coefficients in (6.27) by the formulas

$$\lambda^\pm = \lambda, \quad \mu^\pm = \mu, \quad \varphi^\alpha = S_1 S_2 f^\alpha, \quad \alpha = 1, 2. \quad (6.34)$$

Analogously to Theorem 2.1 we prove the following

**Theorem 6.3.** The difference scheme (6.27), (6.34) converges in the mesh norm $W^2$ ($\omega$), and the estimate

$$\|y - u\|_{W^2} \leq c|h|^{m-1} \|f\|_{L^2(\Omega)}, \quad 2 < m \leq 3, \quad (6.35)$$

holds.

7. The Mixed Boundary Value Problem for Systems

**History of the matter.** In this section, for a system of statical theory of elasticity we consider the mixed boundary value problem. The results of Section 7 have been published in [24]. In the case of constant coefficients,
analogous results were obtained in [10]; the difference scheme converging with the rate $O(|h|^2)$ for $u \in C^4(\Omega)$ is studied in [70] (1976). In the case of variable coefficients, in [16] the difference schemes are verified and the consistent estimate of the convergence rate for $s = 1, m \in [2, 3]$ is established.

Let in a rectangle $\Omega$ we are required to find a solution of the following boundary value problem:

$$\sum_{i,j=1}^{2} \frac{\partial}{\partial x_i} \left( K_{ij}(x) \frac{\partial u}{\partial x_j} \right) = -f, \quad x \in \Omega,$$

(7.1)

$$K_{11} \frac{\partial u}{\partial x_1} + K_{12} \frac{\partial u}{\partial x_2} = -g, \quad x \in \Gamma_1, \quad u(x) = 0, \quad x \in \Gamma_0 = \Gamma \setminus \Gamma_{-1},$$

where $K_{11} = \begin{pmatrix} \lambda + 2\mu & 0 \\ 0 & \mu \end{pmatrix}$, $K_{12} = \begin{pmatrix} 0 & \lambda \\ \mu & 0 \end{pmatrix}$, $K_{21} = \begin{pmatrix} 0 & \mu \\ \lambda & 0 \end{pmatrix}$, $K_{22} = \begin{pmatrix} \mu & 0 \\ 0 & \lambda + 2\mu \end{pmatrix}$, $u = (u^1, u^2)$, $f = (f^1, f^2)$, $g = (g^1, g^2)$.

Assume that the Lamé coefficients satisfy the conditions $\lambda(x) \geq 0$, $\mu(x) \geq \mu_0 = \text{const} > 0$, $\lambda, \mu \in W_{2}^{m-1}(\Omega)$ for $2 < m \leq 3$, $\lambda, \mu \in W_{2+\varepsilon}^{1}(\Omega)$ for $m = 2$, $\lambda, \mu \in W_{2/(m-1)}^{m-1}(\Omega)$ for $1 < m < 2$, $i, j = 1, 2$, $\varepsilon > 0$ and the problem (7.1) with the right-hand side $f \in W_{2}^{m}(\Omega)$, $g \in W_{m-3/2}(\Gamma_{-1})$ is uniquely solvable in $W_{2}^{m}(\Omega)$, $1 < m \leq 3$. We approximate the problem (7.1) by the difference scheme

$$Ay = \sum_{i,j=1}^{2} A_{ij} y = \varphi, \quad x \in \omega \cup \gamma_{-1}, \quad y = 0, \quad x \in \gamma_{0},$$

(7.2)

where

$$A_{11} = -\frac{1}{2} \left( \frac{1}{h_1} (K_{11} y_{x_1})_{x_1} + \frac{1}{2} (K_{11} y_{x_1})_{x_1}, \quad x \in \omega, \right) y_{x_1}(0, x_2), \quad x \in \gamma_{-1},$$

$$A_{12} = -\frac{1}{2} \left( \frac{1}{h_1} (K_{12} y_{x_1})_{x_1} + \frac{1}{2} (K_{12} y_{x_1})_{x_1}, \quad x \in \omega, \right) y_{x_1}(0, x_2), \quad x \in \gamma_{-1},$$

$$A_{21} = -\frac{1}{2} \left( \frac{1}{h_1} (K_{21} y_{x_1})_{x_1} + \frac{1}{2} (K_{21} y_{x_1})_{x_1}, \quad x \in \omega, \right) y_{x_1}(h_1, x_2), \quad x \in \gamma_{-1},$$

$$A_{22} = -\frac{1}{2} \left( \frac{1}{h_1} (K_{22} y_{x_1})_{x_1} + \frac{1}{2} (K_{22} y_{x_1})_{x_1}, \quad x \in \omega, \right) y_{x_1}(h_1, x_2), \quad x \in \gamma_{-1},$$
where define the inner product and the norm ($\alpha(\_\_)$ for which the estimate \(\|y\| = (y^1, v^1) + (y^2, v^2), \|y\| = (y, y)^{1/2}\)

Lemma 7.1. The operator $A$ is self-adjoint and positive definite in $H$ for which the estimate \(\|y\|^2_{\omega_1} \leq c(Ay, y), c = (1 + \ell_1\ell_2/8)(2 - \sqrt{2})/\mu_0\) is valid.

Proof. Using the formulas of summation by parts, we find that for any $y, v \in H:\n
(A_{\alpha\alpha} y, v) = 0.5 \sum_{\omega^+} h_1 h_2 (\lambda + 2\mu) y^\alpha_{x^\alpha} v^\alpha_{x^\alpha} + 0.5 \sum_{\omega^-} h_1 h_2 (\lambda + 2\mu) y^\alpha_{x^\alpha} v^\alpha_{x^\alpha} + \alpha(\_\_\_\_\_) + 0.5 \sum_{\omega^-} h_1 h_2 \mu y^\beta_{x^\beta} v^\beta_{x^\beta}, \beta = 3 - \alpha, \alpha = 1, 2, (7.3)\n
(A_{\alpha\beta} y, v) = 0.5 \sum_{\omega^-} h_1 h_2 \lambda y^\alpha_{x^\alpha} v^\alpha_{x^\alpha} + 0.5 \sum_{\omega^-} h_1 h_2 \lambda y^\beta_{x^\beta} v^\beta_{x^\beta}, \beta = 3 - \alpha, \alpha = 1, 2, (7.4)\n
It follows from (7.3), (7.4) that $A_{\alpha\alpha} = A^*_{\alpha\alpha}, A_{\alpha\beta} = A^*_{\beta\alpha}, \beta = 3 - \alpha, \alpha = 1, 2$. Consequently, $A = A^*$ in $H$.

Substituting $\tilde{v} = y$ in (7.3), (7.4), we obtain

\[(Ay, y) = I_1 + I_2 + I_3, (7.5)\]

where $I_4 = (\mu, (y^1_{x_1})^2 + (y^2_{x_2})^2)_{\omega^+} + (\mu, (y^1_{x_1})^2 + (y^2_{x_2})^2)_{\omega^-}, I_2 = 0.5 (\lambda, (y^1_{x_1} + y^2_{x_2})^2)_{\omega^-} + 0.5 (\lambda, (y^1_{x_1} + y^2_{x_2})^2)_{\omega^-} \geq 0, I_4 = 0.5 (\mu, (y^1_{x_1} + y^2_{x_2})^2)_{\omega^+} + 0.5 (\lambda, (y^1_{x_1} + y^2_{x_2})^2)_{\omega^-} \geq 0.5 \mu_0 ((y^1_{x_2} + y^2_{x_2})^2, 1)_{\omega^+} + ((y^1_{x_2} + y^2_{x_2})^2, 1)_{\omega^-}$.\n
Obviously,

\[I_1 \geq 2\mu_0 (\|y^1_{x_1}\|^2_{\omega^+} + \|y^2_{x_2}\|^2_{\omega^+}), I_2 \geq 0, (7.6)\]

\[I_3 \geq \mu_0 (\|y^2_{x_2}\|^2_{\omega^+} + \|y^2_{x_2}\|^2_{\omega^+} - \|y^2_{x_2}\|^2_{\omega^+} - \|y^2_{x_2}\|^2_{\omega^-} + \mu_\tilde{I}_3, (7.7)\]

\[\tilde{I}_3 = \sum_{\omega^+} h_2 (y^1(0, x_2) + y^1(0, x_2 - h_2)) y^2_{x_2} (0, x_2)\]

since

\[(y^1_{x_2}, y^2_{x_2})_{\omega^+} = (y^1_{x_2}, y^2_{x_2})_{\omega^-} + \sum_{\omega^+} h_2 y^1(0, x_2 - h_2) y^2_{x_2} (0, x_2),\]
\[(y_{x}^{1}, y_{x}^{2})_{\omega} = (y_{x}^{1}, y_{x}^{2})_{\omega} + \sum_{\omega} h_{2} y_{x}^{1}(0, x_{2}) y_{x}^{2}(0, x_{2}).\]

Observing the proof of Theorem 6 in [70] (p. 342), we can conclude that for any \(y \in H\) the estimate
\[
\tilde{I}_{1} \leq 2(\varepsilon y_{x}^{1}||l_{2}||^{2} + (1/\varepsilon)||y_{x}^{1}||^{2}(1 + 1/\varepsilon))^{1/2} ((1/\varepsilon)||y_{x}^{2}||^{2}_{2} + \varepsilon||y_{x}^{1}||^{2}_{1} + \varepsilon||y_{x}^{2}||^{2}_{1})^{1/2} \quad (7.8)
\]
is valid.

Taking into account (7.8) from (7.7) it follows that
\[
I_{3} \geq (1 - \varepsilon) \mu_{0} (||y_{x}^{1}||^{2}_{2} + ||y_{x}^{2}||^{2}_{1}) - \left(1 + \frac{1}{\varepsilon}\right) \mu_{0} (||y_{x}^{1}||^{2}_{1} + ||y_{x}^{2}||^{2}_{1}). \quad (7.9)
\]
Since \(I_{3} \geq 0\), we have \(I_{3} \geq tI_{3}\) for any \(t \in [0, 1]\), and from (7.5), (7.6), (7.9) we find that
\[
(Ay, y) \geq \mu_{0} \left(2 - t\left(1 + \frac{1}{\varepsilon}\right)\right) (||y_{x}^{1}||^{2}_{1} + ||y_{x}^{2}||^{2}_{1}) + \mu_{0} t(1 - \varepsilon) (||y_{x}^{1}||^{2}_{1} + ||y_{x}^{2}||^{2}_{1}).
\]
Choosing \(t = 2\varepsilon/(2\varepsilon - \varepsilon + 1), \varepsilon = \sqrt{2} - 1\), we obtain the estimate
\[
(Ay, y) \geq \frac{2 - \sqrt{2}}{2 - \sqrt{2}} \mu_{0} ||\nabla y||^{2} \quad \text{which together with the Friedrichs inequality} \quad ||y|| \leq \sqrt{L_{\epsilon} ||\nabla y||} \quad \text{completes the proof of the lemma.} \quad \square
\]

On the basis of Lemma 7.1 we can conclude that the difference scheme (7.2) is uniquely solvable.

Let \(z = y - u\) be the error of the method. Substituting \(y = z + u\) in (7.2), we obtain for \(z\) the problem
\[
Az = \psi, \quad x \in \omega \cup \gamma_{-1}, \quad z \in H,
\]
where \(\psi = \varphi - Au\) is the approximation error. By analogy with Section 5, it can be represented as follows:
\[
\psi = \begin{cases} 
\eta_{1}x_{1}^{1} + \eta_{12}x_{2}^{1} + \eta_{21}x_{2}^{2} + \eta_{22}x_{2}^{2}, & x \in \omega, \\
\frac{1}{h_{1}} \left(\eta_{1}^{1} + \eta_{12}^{2}\right) + \left(\eta_{21}^{1} + \eta_{22}^{2}\right), & x \in \gamma_{-1},
\end{cases}
\]
where the components of the vectors \(\eta_{\alpha} = (\eta_{\alpha}^{1}, \eta_{\alpha}^{2})\) and \(\eta_{23} = (\eta_{23}^{1}, \eta_{23}^{2})\) are defined by the equalities
\[
\eta_{1}^{1} = \ell_{11}(\lambda, u^{1}), \quad \eta_{1}^{2} = \ell_{12}(\lambda, u^{2}), \quad \eta_{11}^{1} = \ell_{11}(\mu, u^{1}), \quad \eta_{11}^{2} = \ell_{12}(\mu, u^{2}), \quad \eta_{12}^{1} = \ell_{12}(\lambda, u^{1}), \quad \eta_{12}^{2} = \ell_{12}(\mu, u^{2}),
\]
and
\[
\eta_{2}^{1} = \ell_{21}(\lambda, u^{1}), \quad \eta_{2}^{2} = \ell_{22}(\mu, u^{2}), \quad \eta_{21}^{1} = \ell_{21}(\lambda, u^{1}), \quad \eta_{21}^{2} = \ell_{22}(\mu, u^{2}), \quad \eta_{22}^{1} = \ell_{22}(\lambda, u^{1}), \quad \eta_{22}^{2} = \ell_{22}(\mu, u^{2}).
\]

We multiply both parts of (7.5) scalarly by \(z\) and use the estimate (7.4).

Next, for the summands involving \(\eta_{\alpha}z_{\alpha}\), we use the summation by parts and the Cauchy inequality and for those involving \(\eta_{23}\), we apply Lemma 5.2
and the Cauchy inequality. Thus we see that the following a priori estimate
\[ \|z\|_{W^1_2(\omega)} \leq c \sum_{\alpha,\beta=1}^2 \left( \|\eta_{\alpha\beta}\|_{\omega \cup \gamma} + \|\eta_{2\beta3-\alpha}\|_{\omega \cup \gamma} \right) \] (7.11)
is valid.

To obtain an estimate of the convergence rate, it is sufficient to estimate
the norms of error functionals appearing in (7.6). It should only be noted
that the estimates of \(\ell_{\alpha,\beta}(a,v)\), \(\ell_{\beta}(a,v)\) differ in no way from those of \(\eta_{\alpha\beta}, \eta_{2\beta3}\) from Section 5.

As a result, we arrive to the following statement.

**Theorem 7.1.** The difference scheme (7.2) converges in the mesh norm
\[ W^1_2(\omega) \], and the estimate
\[ \|y - u\|_{W^1_2(\omega)} \leq c|h|^{m-1} \|u\|_{W^2_2(\Omega)}, \quad 1 < m \leq 3, \] (7.12)
is valid with a constant \(c > 0\) independent of \(h\) and \(u\).

8. The Third Boundary Value Problem of the Theory of
Elasticity (The Case of Constant Coefficients)

**History of the matter.** The aim of the present section is to inves-
tigate difference schemes approximating the third boundary value problem
of statical theory of elasticity (the problem on rigid contact) in a rectangle.
The results of this section have been published in [17].

Difference schemes for the above-mentioned problem were considered in [5] and [60]. In [5] the convergence in the mesh norm \(W^1_2(\omega)\) is proved with the rate \(O(|h|^2)\) to the exact solution from the class \(C^4(\Omega)\). In [60], a consistent estimate with \(s = 0\) and \(m = 1, 2\) is obtained for the difference scheme
which is constructed upon introduction of different meshes for components
of an unknown vector-function. Note that in this case the original problem
should be continued outside of the domain \(\Omega\).

1°. **Statement of the problem.** In the rectangle \(\Omega\) we consider the boundary value problem
\[ \sum_{\alpha=1}^2 \left( \lambda \frac{\partial^2 u^\alpha}{\partial x_\alpha \partial x_\beta} + \mu \frac{\partial}{\partial x_\alpha} \left( \frac{\partial u^\alpha}{\partial x_\beta} + \frac{\partial u^\beta}{\partial x_\alpha} \right) \right) + f^\beta(x) = 0, \quad x \in \Omega, \quad \beta = 1, 2, \] (8.1)
\[ u^\alpha(x) = 0, \quad \frac{\partial u^{3-\alpha}}{\partial x_\alpha} = 0, \quad x \in \Gamma, \quad x_\alpha = 0, \ell_\alpha, \quad \alpha = 1, 2. \] (8.2)

Here \(\lambda, \mu = \text{const}, \mu > 0, \lambda \geq -\mu\) are the Lamé coefficients, \(u = (u^1, u^2)\)
is an unknown displacement vector, and \(f = (f^1, f^2)\) is the given vector.

As is mentioned in [60], if \(f^\alpha(x) = f^\alpha_0(x) + \partial f^\alpha_k(x)/\partial x_\alpha, \ f^\alpha_k(x) \in L_2(\Omega), \alpha, k = 1, 2\), then in \(W^1_2(\Omega)\) there exists a unique solution of the problem
(8.1), (8.2); while if \(f^\alpha_k(x) \equiv 0, \alpha = 1, 2\), then this solution belongs to the
space $W^2_2(\Omega)$. We approximate the problem (8.1), (8.2) by the difference scheme

$$
\begin{align*}
(\lambda + 2\mu)\Lambda_{11}y^1 + (\lambda + \mu)\Lambda_{12}y^2 + \mu\Lambda_{22}y^1 + \varphi^1 &= 0, \quad x \in \overline{\omega} \setminus \gamma_1, \\
\mu\Lambda_{11}y^2 + (\lambda + \mu)\Lambda_{12}y^1 + (\lambda + 2\mu)\Lambda_{22}y^2 + \varphi^2 &= 0, \quad x \in \overline{\omega} \setminus \gamma_2, \\
y^\alpha(x) &= 0, \quad x \in \gamma_\alpha, \quad \varphi^\alpha(x) = T_1 T_2 f^\alpha(x), \quad \alpha = 1, 2,
\end{align*}
$$

where

$$
\Lambda_{11}v = \begin{cases} 
\frac{2}{h_y} v_{x_1}, & x \in \gamma_1, \\
-\frac{2}{h_y} v_{x}, & x \in \overline{\omega} \setminus \gamma_1,
\end{cases} \quad \Lambda_{12}v = \begin{cases} 
0, & x \in \gamma_1, \\
0, & x \in \overline{\omega} \setminus \gamma_1.
\end{cases}
$$

2’. Solvability of the scheme. By $H_h$ we denote the set of two-dimensional mesh vector-functions whose components are defined on $x \in \gamma_\alpha$, $\alpha = 1, 2$, and vanish on $\overline{\omega}$, respectively. Let $H_h$ be the set of two-dimensional mesh vector-functions whose components are defined on the meshes $\overline{\omega} \setminus \gamma_\alpha$, $\alpha = 1, 2$, respectively.

We write the difference scheme (8.3) in the operator form

$$
A y = \varphi, \quad y \in \hat{H}_h, \quad \varphi \in H_h,
$$

where $A = -\begin{pmatrix} (\lambda + 2\mu)\Lambda_{11} + \mu\Lambda_{22} & (\lambda + \mu)\Lambda_{12} \\ (\lambda + \mu)\Lambda_{12} & \mu\Lambda_{11} + (\lambda + 2\mu)\Lambda_{22} \end{pmatrix}$, $y = (y^1, y^2)^T$, $\varphi = (\varphi^1, \varphi^2)^T$.

Define in $\hat{H}_h$ the inner product and the norms:

$$
\begin{align*}
(y, y) &= (y^1, y^1)(1) + (y^2, y^2)(2), \\
\|y\|^2 &= \|\nabla y\|^2 = \|\nabla y_1\|^2 + \|\nabla y_2\|^2, \\
\|\nabla y_1\|^2 &= \sum_{\omega_1 \times \omega_2} h_1 h_2(y_{x_1})^2 + \sum_{\omega_1 \times \omega_2} h_1 h_2(y_{x_2})^2, \\
\|\nabla y_2\|^2 &= \sum_{\omega_1 \times \omega_2} h_1 h_2(y_{x_1})^2 + \sum_{\omega_1 \times \omega_2} h_1 h_2(y_{x_2})^2, \\
\|y\|^2_{\hat{H}} &= \sum_{\alpha=1}^2 (\|\Lambda_{11}y^\alpha\|^2_{\alpha} + \|\Lambda_{22}y^\alpha\|^2_{\alpha} + 2\|y^\alpha\|^2_{\alpha=2}).
\end{align*}
$$

Let us show the basic properties of the operator $A$.

**Lemma 8.1.** The operator $A : \hat{H}_h \to H_h$ is self-adjoint, positive definite and the estimates

$$
(A y, y) \geq c_1 \|y\|^2, \quad c_1 = \frac{8\mu}{\ell^2_1 + \ell^2_2},
$$

$$
(A y, y) \geq \mu \|\nabla y\|^2,
$$

(8.5, 8.6)
\[ \|Ay\| \geq \mu \|y\|_{W^2(\omega)} \]  

(8.7)

are valid.

Proof. The self-conjugacy follows from the identity

\[
(Ay, v) = \frac{\lambda + \mu}{4} \left( (y^2_{x_1}, y^2_{x_2}, v^1_{x_1}, v^2_{x_1})_{\omega^+} + (y^2_{x_2}, v^1_{x_2}, v^2_{x_2})_{\omega^+} + \right.
\]

\[
+ (y^1_{x_1}, v^1_{x_1}, v^2_{x_1})_{\omega} + (y^1_{x_2}, v^2_{x_2}, v^2_{x_2})_{\omega} + \left. \right) + \mu \left( \sum_{\omega^+} h_1 h_2 y^2_{x_1}, v^2_{x_2} + \sum_{\omega^+} h_1 h_2 y^2_{x_2}, v^2_{x_1} + \right.
\]

\[
+ \sum_{\omega^+} h_1 h_2 y^1_{x_1}, v^2_{x_2} + \sum_{\omega^+} h_1 h_2 y^2_{x_2}, v^1_{x_1} \right),
\]

which is verified by the summation by parts. From the above identity it follows that the estimate (8.6) is valid.

Since \( y^\alpha(x) \) vanishes for \( x_4 = 0, \ell_\alpha \), therefore ([69], p. 55) \( \sum h_\alpha(y^2_{x_4})^2 \geq \frac{\alpha}{\ell_\alpha^2} \sum h_\alpha(y^\alpha)^2, \alpha = 1, 2. \)

Consequently, \( \sum_{\omega^+} h_1 h_2 (y^2_{x_1})^2 + \sum_{\omega^+} h_1 h_2 (y^2_{x_2})^2 \geq \frac{\alpha}{\ell_\alpha^2} \|y\|^2, \) which together with (8.6) proves the estimate (8.5).

Let \( \tilde{A} = \begin{pmatrix} A_{11} + A_{22} & 0 \\ 0 & A_{11} + A_{22} \end{pmatrix} \).

Then

\[
(Ay, \tilde{A}y) = \mu \|\tilde{y}\|^2 + (\lambda + \mu)(I_1 + I_2),
\]

(8.8)

where \( I_\beta = \sum_{\alpha=1}^2 (A_{\beta\alpha}y^\alpha, A_{\alpha\beta}y^{3-\alpha}(\omega), \beta = 1, 2. \)

Let us show that \( I_\alpha \geq 0, \alpha = 1, 2. \) Indeed, using the formulas of summation by parts, we obtain

\[
4(A_{11}y^1, A_{12}y^2)_{(1)} = 4(A_{11}y^2, A_{12}y^1)_{(2)} =
\]

\[
= \sum_{x \in \omega^+} h_1 h_2 (y^1_{x_1}, y^2_{x_1, x_2} + y^1_{x_1}, y^2_{x_1, x_2} + \right)
\]

\[
+ \sum_{x \in \omega^+} h_1 h_2 (y^2_{x_2}, y^1_{x_1, x_2} + y^2_{x_2}, y^1_{x_1, x_2} + \right)
\]

\[
4(A_{22}y^2, A_{12}y^1)_{(2)} = 4(A_{22}y^1, A_{12}y^2)_{(1)} =
\]

\[
= \sum_{x \in \omega^+} h_1 h_2 (y^2_{x_2}, y^1_{x_1, x_2} + y^2_{x_2}, y^1_{x_1, x_2} + \right)
\]

\[
+ \sum_{x \in \omega^+} h_1 h_2 (y^1_{x_1, x_2}, y^2_{x_1, x_2} + y^1_{x_1, x_2}, y^2_{x_1, x_2} + \right)
\]

\[
\]
(Λ_{11} y^\alpha, Λ_{22} y^\alpha)_{(a)} = \|y_{x_1, x_2}^\alpha\|_{\omega^+}, \ a = 1, 2.

Consequently, we can reduce 4I_1 to the form
\[
4I_1 = \sum_{x \in \omega_1 \times \omega_2^+} h_1 h_2 (y_{x_1, x_2}^1 + y_{x_1, x_2}^2)^2 + \sum_{x \in \omega_1 \times \omega_2^+} h_1 h_2 (y_{x_1, x_2}^1 + y_{x_1, x_2}^2)^2 + \sum_{x \in \omega_1 \times \omega_2^+} h_1 h_2 (y_{x_1, x_2}^1 + y_{x_1, x_2}^2)^2 + 2 \sum_{x \in \omega_1 \times \omega_2^+} h_1 h_2 \left( (y_{x_1, x_2}^1 (0, x_2))^2 + (y_{x_1, x_2}^2 (1, x_2))^2 \right),
\]
whence \(I_1 \geq 0\). Analogously, \(I_2 \geq 0\), and from (8.8) we obtain
\[
(A y, \tilde{A} y) \geq \mu \|\tilde{A} y\|^2. \tag{8.9}
\]
Further, we have \(\|\tilde{A} y\|^2 = \sum_{a=1}^2 (\|A_1 y^a + A_2 y^a\|)^2, \ (A y, \tilde{A} y) = \|y\|_{W_2^2(\omega)}^2\). Therefore it follows from (8.9) that the estimate (8.7) is valid. \(\square\)

Due to the fact that the operator \(A\) is positive definite, it has the bounded inverse \(A^{-1}\), hence the solution of the equation (8.4) (or of the difference scheme (8.3)) exists and is unique.

3°. A priori error estimates. For the error vector \(z = y - u\) we have the problem
\[
Az = \psi, \ z \in \mathcal{H}_h, \ \psi = \varphi - Au. \tag{8.10}
\]
If we denote \(\eta_{12}^\beta = S_1 S_2^\beta u^\beta - \frac{1}{4} (u^\beta + u^\beta(-1_1) + u^\beta(-1_2) + u^\beta(-1_1, -1_2)), x \in \omega^+, \eta_{00}^\beta = T_{3, -\alpha} u^\beta - u^\beta, x \in \omega \setminus \gamma_\beta, \ a, \beta = 1, 2, \) and
\[
B_{12} y = \begin{cases}
\frac{2}{h_a} y_{x_1, x_2}^{1+\alpha}, & x \in \gamma_{-\alpha}, \\
\frac{2}{h_a} y_{x_1, x_2}^{2+\alpha}, & x \in \omega, \ a = 1, 2, \\
\frac{2}{h_a} y_{x_1, x_2}^{-\alpha}, & x \in \gamma_{\alpha}
\end{cases}
\]
then the approximation error \(\psi\) can be represented as
\[
\psi = (\lambda + 2\mu) \begin{pmatrix} A_{11} & A_{12} \\ 0 & A_{22} \end{pmatrix} \begin{pmatrix} \eta_{11}^1 \\ \eta_{22}^1 \end{pmatrix} + \mu \begin{pmatrix} A_{22} & 0 \\ 0 & A_{11} \end{pmatrix} \begin{pmatrix} \eta_{12}^1 \\ \eta_{22}^1 \end{pmatrix} + \lambda \begin{pmatrix} 0 \\ B_{12} \end{pmatrix} \begin{pmatrix} \eta_{12}^1 \\ \eta_{12}^2 \end{pmatrix}.
\]

Lemma 8.2. For the solution of the difference problem (8.10) the a priori estimates
\[
\|z\| \leq c_2 \sum_{a=1}^2 \left( \sum_{\beta=1}^2 \|\eta_{\beta}^{\alpha}\|(\alpha) + \|\eta_{\beta}^{2\alpha}\|_{\omega^+} \right), \tag{8.11}
\]
\[
\|\nabla z\| \leq c_2 \left( \|\eta_{11}^{\alpha}\|_{\omega_1^+ \times \omega_2^+} + \|\eta_{22}^{\alpha}\|_{\omega_1^+ \times \omega_2^+} + \|\eta_{22}^{2\alpha}\|_{\omega_1^+ \times \omega_2^+} + \|\eta_{22}^{2\alpha}\|_{\omega_1^+ \times \omega_2^+} \right)
\]
Proof. Sing the obtained from (8.7) inequalities \( \| A \| \geq \mu \| v \| \), \( i, j = 1, 2 \), we obtain
\[
\left\| A^{-1} \begin{pmatrix} \Lambda_{\alpha\alpha} & 0 \\ 0 & \Lambda_{\beta\beta} \end{pmatrix} \left( \eta_{a}^{1} \right) \right\| = \sup_{\| v \| \neq 0} \frac{|(\Lambda_{\alpha\alpha} v^{1}, v^{1})_{(1)} + (\Lambda_{\beta\beta} v^{2}, v^{2})_{(2)}|}{\| A \|} \leq \sup_{\| v \| \neq 0} \frac{\| \eta_{a} \|_{(1)} \| \Lambda_{\alpha\alpha} v^{1} \|_{(1)} + \| \eta_{b} \|_{(2)} \| \Lambda_{\beta\beta} v^{2} \|_{(2)}}{\| A \|} \leq \frac{1}{\mu} (\| \eta_{a} \|_{(1)} + \| \eta_{b} \|_{(2)}), \quad \beta = 3 - \alpha, \quad \alpha = 1, 2. \tag{8.14}
\]

Analogously, taking into account the equalities \( (B_{12} \eta_{a}^{2}, v^{3})_{(3)} = (\eta_{a}^{2}, v^{3})_{(3)}, \beta = 3 - \alpha, \alpha = 1, 2, \) and the obtained from (8.7) inequalities \( \| A \| \geq \mu \| v \| \), \( i = 1, 2 \), we get
\[
\left\| A^{-1} \begin{pmatrix} 0 & B_{12} \\ B_{12} & 0 \end{pmatrix} \left( \eta_{b}^{1} \right) \right\| = \sup_{\| v \| \neq 0} \frac{|(B_{12} \eta_{b}^{1}, v^{1})_{(1)} + (B_{12} \eta_{b}^{2}, v^{2})_{(2)}|}{\| A \|} \leq \sup_{\| v \| \neq 0} \frac{\| \eta_{b} \|_{(2)} \| v^{1} \|_{(1)} + \| \eta_{b} \|_{(2)} \| v^{2} \|_{(2)}}{\| A \|} \leq \frac{1}{\mu} (\| \eta_{b} \|_{(1)} + \| \eta_{b} \|_{(2)}). \tag{8.15}
\]
Finally, by virtue of (8.14), (8.15), from (8.10) it follows the inequality (8.11).

To obtain the inequality (8.12), we have to multiply scalarly both parts of (8.10) by \( z \) and make use of the estimate (8.6) and the formulas
\[
(A_{11} v_{1}, z^{1})_{(1)} = - \sum_{\omega_{1}^{1} \times \pi_{2}} h_{1} h_{2} v_{1}^{1}, \quad (A_{11} v_{1}, z^{1})_{(2)} = - \sum_{\omega_{1}^{1} \times \pi_{2}} h_{1} h_{2} v_{1}^{2}, \\
(A_{22} v_{2}, z^{2})_{(1)} = - \sum_{\omega_{1}^{2} \times \pi_{2}} h_{1} h_{2} v_{2}^{1}, \quad (A_{22} v_{2}, z^{2})_{(2)} = - \sum_{\omega_{1}^{2} \times \pi_{2}} h_{1} h_{2} v_{2}^{2}, \\
(B_{12} v_{1}, z^{1})_{(1)} = - \sum_{\omega_{1}^{1} \times \pi_{2}} h_{1} h_{2} v_{1}^{1}, \quad (B_{12} v_{1}, z^{1})_{(2)} = - \sum_{\omega_{1}^{1} \times \pi_{2}} h_{1} h_{2} v_{1}^{2}, \\
(B_{12} v_{1}, z^{1})_{(2)} = - \sum_{\omega_{1}^{2} \times \pi_{2}} h_{1} h_{2} v_{1}^{1}, \quad (B_{12} v_{1}, z^{1})_{(2)} = - \sum_{\omega_{1}^{2} \times \pi_{2}} h_{1} h_{2} v_{1}^{2}.
\]
The estimate (8.13) follows directly from (8.7). \( \square \)

4. **Accuracy of the scheme.** To estimate \( \eta_{12}^{1}, \eta_{12}^{2}, \alpha, \beta = 1, 2, \) and their difference ratios, we use the well-known method [71] involving the Bramble–Hilbert lemma. Here we indicate only some noteworthy points.
In order to estimate the expression $\eta_{11}^1 = T_2 u^1 - u^1$ at the points $x \in \gamma_{\pm 2}$ for $u \in W_2^m(\Omega)$, $1 < m < 1.5$, we write

$$|\eta_{11}^1|^2 \leq 2 \left( T_2 u^1 - u^1 + \frac{h_2}{3} S_1 S_2^1 D_2 u^1 \right)^2 + 2 \left( \frac{h_2}{3} S_1 S_2^1 D_2 u^1 \right)^2.$$  \hfill (8.16)

Next, by $\tilde{\Omega}$ we denote the domain which is obtained from the rectangle $\Omega$ by rounding its angles by the arcs of circumferences of radius $r = h_1/2$ circumscribed from the centers $O_1(r, r), O_2(\ell_1 - r, r), O_3(\ell_1 - r, \ell_2 - r), O_4(r, \ell_2 - r)$. Let $\Omega_2$ be the inner strip of width $\varepsilon = h_1/4$ along the boundary of the domain $\tilde{\Omega}$. Since the boundary of $\tilde{\Omega}$ belongs to the class $C^1$, for the second summand in the right-hand side of (8.15) we can use Theorem 1.4, while for the first one we use the Bramble–Hilbert lemma. For $u \in W_2^m(\Omega)$, $1.5 \leq m \leq 2$, in the boundary nodes $x \in \gamma_{\pm 2}$ we can write $\eta_{11}^1 = T_3 u^1 - u^1 = \frac{h_2}{3} T_2 u^1$. Since $D_2 u^1 \in W_2^{-1.5}(\Gamma)$, the averaging $T_1 D_2 u^1$ makes sense and is equal to zero for every node $x \in \gamma_{\pm 2}$. In this case we can again apply the Bramble–Hilbert lemma. $\eta_{22}^2$ for $x \in \gamma_{\pm 1}$ is estimated analogously.

To estimate $\eta_{\alpha \alpha}^1$ at the points $x \in \gamma_{\pm (3-\alpha)}$ for $u \in W_2^m(\Omega)$, $2 < m \leq 3$, we can write $\eta_{\alpha \alpha}^1 = (T_3 - a u^\alpha - u^\alpha + \frac{h_2}{3} D_3 u^\alpha)_{x_{\alpha \alpha}}, \alpha = 1, 2$. To estimate $\Lambda_{\alpha \alpha}^1 \eta_{\alpha \alpha}^1$ at the points $x \in \gamma_{\pm (3-\alpha)}$, we represent it in the form $\Lambda_{\alpha \alpha}^1 \eta_{\alpha \alpha}^1 = (T_3 - a u^\alpha - u^\alpha + \frac{h_2}{3} D_3 u^\alpha)_{x_{\alpha \alpha}}, \alpha = 1, 2, u \in W_2^m(\Omega), 2 < m \leq 4$. Moreover, it should be noted that $\Lambda_{\alpha \alpha}^1 \eta_{\alpha \alpha}^1 = (T_3 - a u^\alpha - u^\alpha + \frac{h_2}{3} D_3 u^\alpha)_{x_{\alpha \alpha}}, x \in \alpha \omega \cup \gamma - a \cup \gamma + a, B_{12} \eta_{12}^2 = T_3 T_2 D_1 D_2 u^\alpha - (S_4 D_1 u^\alpha)_{x_{\alpha \alpha}}, x \in \gamma_{\pm 1} \gamma_{\pm 2}.$

It can be easily verified that $\Lambda_{\alpha \alpha}^1 \eta_{\alpha \alpha}^1 (\alpha, \beta = 1, 2)$ vanishes on polynomials of the third degree, while $B_{12} \eta_{12}^2$ for $x \in \gamma_{\pm 2}$ only on polynomials of the second degree. Therefore, for example, at the points $x \in \gamma_{\pm 2}$ for $u \in W_2^m(\Omega), 3 < m < 3.5$, we write

$$|B_{12} \eta_{12}^2|^2 \leq 2 \left( B_{12} \eta_{12}^2 + \frac{h_2}{6} S_1 S_2^1 D_1 D_2^2 u^2 \right)^2 + 2 \left( \frac{h_2}{6} S_1 S_2^1 D_1 D_2^2 u^2 \right)^2$$

and perform estimation analogously to $\eta_{11}^1$.

As a result, we arrive at the following

**Theorem 8.1.** Let a solution $u(x)$ of the problem (8.1), (8.2) belong to the space $W_2^m(\Omega), m > 1$. Then the convergence rate of the difference scheme (8.3) in the mesh norm $W_2^s$ is determined by the estimate

$$\|y - u\|_{W_2^s(\Omega)} \leq c \|h^{m-s} \|u\|_{W_2^m(\Omega)}, \quad s = 0, 1, 2, \quad \max(1; s) < m \leq s + 2,$$  \hfill (8.17)

where the constant $c > 0$ is independent of $h$ and $u(x)$.

When $u(x) \in W_2^m(\Omega)$, we compare the mesh solution $y(x)$ with some averaging $\overline{x}(x) = (\overline{x}, \overline{y})$ of the exact solution $u(x)$ in the vicinity of the
mesh nodes, for example,
\[
\varpi^\alpha(x) = \begin{cases} 
0, & x \in \gamma_\alpha, \\
T_\alpha u^\alpha, & x \in \gamma_{k(3-\alpha)}, \quad \alpha = 1, 2, \\
T_1 T_2 u^\alpha, & x \in \omega. 
\end{cases}
\]

In this case there takes place the following

**Theorem 8.2.** Let the solution of the problem (8.1), (8.2) belong to the space \( W^2_1(\Omega) \). Then the solution of the difference scheme (8.3) converges in the mesh norm \( L_2(\omega) \) to the averaging \( \varpi(x) \) of the exact solution with the rate \( O(|h|) \), and hence the estimate \( \|\varpi - u\|_{L_2(\omega)} \leq c|h|\|u\|_{W^2_1(\Omega)} \), where the constant \( h \) is independent of \( u(x) \), is fulfilled.

9. The Third Boundary Value Problem of the Theory of Elasticity (the Case of Variable Coefficients)

**History of the matter.** The goal of this section is to investigate difference schemes which approximate the third boundary value problem of the statical theory of elasticity (the problem on rigid contact) with variable coefficients, and also to obtain consistent estimates of the convergence rate in the mesh norm \( W^2_1(\omega) \). The results of Section 9 have been published in [22], [28] and [27].

1\(^0\). Statement of the problem. In the rectangle \( \overline{\Omega} = \Omega \cup \Gamma \) we consider the boundary value problem (here and in the sequel, \( \beta = 3 - \alpha \))

\[
L^\alpha_{\alpha\alpha} u^\alpha + L^\beta_{\alpha\beta} u^\beta + L^\gamma_{\beta\gamma} u^\gamma + L^\gamma_{\gamma\alpha} u^\alpha + f^\alpha = 0, ~ \alpha = 1, 2, \quad (9.1)
\]

\[
u^\alpha(x) = 0, \quad \frac{\partial u^\beta(x)}{\partial x_\alpha} = 0, \quad x \in \Gamma, \quad x_{\alpha} = 0, \ell_{\alpha}, \quad \alpha = 1, 2, \quad (9.2)
\]

where \( \lambda(x), \mu(x) \) are the Lamé coefficients, \( u = (u^1, u^2) \) is an unknown vector of displacements, \( f = (f^1, f^2) \) is the given vector,

\[
L^\alpha_{\alpha\alpha} u = \frac{\partial}{\partial x_\alpha} \left( (\lambda + 2\mu) \frac{\partial u}{\partial x_\alpha} \right), \quad L^\beta_{\beta\beta} u = \frac{\partial}{\partial x_\beta} \left( \mu \frac{\partial u}{\partial x_\beta} \right),
\]

\[
L^\gamma_{\gamma\alpha} u = \frac{\partial}{\partial x_\alpha} \left( \lambda \frac{\partial u}{\partial x_\alpha} \right), \quad L^\gamma_{\alpha\beta} u = \frac{\partial}{\partial x_\beta} \left( \mu \frac{\partial u}{\partial x_\beta} \right).
\]

Let the Lamé coefficients \( \lambda, \mu \in W^{m-1}_q(\Omega) \), where \( q = 2 \) for \( 2 < m \leq 3, \lambda > 2/(m-1) \) for \( 1 < m \leq 2, \mu(x) \geq \mu_0 = \text{const} > 0, \lambda(x) > -\mu(x) \).

We can show that if \( \mu(x) \geq \mu_0 = \text{const} > 0, \lambda(x) \geq -\mu(x) \), \( \lambda, \mu \in L_{\infty}(\Omega), f^\alpha(x) = f^\alpha_1(x) + \frac{\partial f^\alpha_k}{\partial x_\alpha}, \quad f^\alpha_k(x) \in L_2(\Omega), \alpha, k = 1, 2, \) then there exists in \( W^2_1(\Omega) \) a unique solution of the problem (9.1), (9.2); note that if \( f^\alpha_2(x) \equiv 0, \alpha = 1, 2, \lambda, \mu \in W^{2+\varepsilon}_2(\Omega), \forall \varepsilon > 0, \) then the solution belongs to the space \( W^2_2(\Omega) \). Under the imbedding \( u \in W^2_2 \) it is meant that every component of the vector belongs to that space.

Denote \( v^+ = S^1_1 S^2_2 v, v^- = v^+(x_1 - h_1, x_2 - h_2) \).
Let \( \hat{H}_\alpha = \hat{H}_\alpha(\omega) \) be the set of mesh functions defined on \( \omega \) and vanishing on \( \gamma_\alpha \), and \( \hat{H}_\alpha = \hat{H}_\alpha(\omega \setminus \gamma_\alpha) \) be the set of mesh functions defined on \( \omega \setminus \gamma_\alpha, \alpha = 1, 2 \). We introduce the spaces \( \hat{H} = \hat{H}_1 \times \hat{H}_2 \), and \( H = H_1 \times H_2 \) of vector mesh functions and define the inner product and norms just in the same way as in Section 8.

The problem (9.1), (9.2) is approximated by the difference scheme
\[
\Lambda y + \varphi(x) = 0, \quad y \in \hat{H}, \quad \varphi \in H,
\]
where
\[
(\Lambda y)^\alpha = \Lambda_{\alpha\alpha} y^\alpha + \Lambda_{\alpha\beta} y^\beta + \Lambda_{\beta\alpha} y^\alpha + \Lambda_{\beta\beta} y^\beta, \quad x \in \omega \setminus \gamma_\alpha,
\]
\[
\varphi^\alpha(x) = T_1 T_2 f^\alpha(x), \quad \alpha = 1, 2,
\]
\[
\Lambda_{\alpha\alpha} v = \begin{cases}
0.5((\lambda^+ + 2\mu^+)v_{x\alpha})_{\gamma_\alpha} + 0.5((\lambda^- + 2\mu^-)v_{\gamma_\alpha})_{\gamma_\alpha}, & x \in \omega, \\
(\lambda^+ + 2\mu^+)v_{\gamma_\alpha}, & x \in \gamma_\beta,
\end{cases}
\]
\[
\Lambda_{\alpha\beta} v = \begin{cases}
0.5(\mu^+ v_{x\beta})_{\gamma_\alpha} + 0.5(\mu^- v_{\gamma_\alpha})_{\gamma_\alpha}, & x \in \omega, \\
\frac{1}{h_{\beta}} (\mu^+ + I_{\beta}^+ \mu^-)v_{x\beta}, & x \in \gamma_\beta,
\end{cases}
\]
\[
\Lambda_{\beta\alpha} v = \begin{cases}
0.5(\lambda^+ v_{x\alpha})_{\gamma_\beta} + 0.5(\lambda^- v_{\gamma_\beta})_{\gamma_\beta}, & x \in \omega, \\
(\lambda^+ v_{\gamma_\beta})_{\gamma_\beta}, & x \in \gamma_\beta,
\end{cases}
\]
\[
\Lambda_{\beta\beta} v = \begin{cases}
0.5(\mu^+ v_{x\beta})_{\gamma_\beta} + 0.5(\mu^- v_{\gamma_\beta})_{\gamma_\beta}, & x \in \omega, \\
\frac{1}{h_{\beta}} I_{\beta}^+ (\mu^- v_{\gamma_\beta}), & x \in \gamma_\beta,
\end{cases}
\]
\[
2^a. \text{ The solvability of the scheme.} \quad \text{As is seen, the domain of definition and that of values of the operator } \Lambda (\Lambda : \hat{H} \rightarrow H) \text{ do not coincide. We define an operator } A \text{ and the vector mesh function } F \text{ as follows:}
\]
\[
(\Lambda y)^\alpha = \begin{cases}
-(\Lambda y)^\alpha, & x \in \omega \setminus \gamma_\alpha, \\
0, & x \in \gamma_\alpha,
\end{cases} \quad (F)^\alpha = \begin{cases}
(\varphi)^\alpha, & x \in \omega \setminus \gamma_\alpha, \\
0, & x \in \gamma_\alpha,
\end{cases} \quad \alpha = 1, 2.
\]

We write the difference scheme in the form of the operator equation
\[
Ay = F, \quad y, F \in \hat{H}.
\] (9.4)

The operator \( A \) maps \( \hat{H} \) onto \( \hat{H} \) and is linear. Here we indicate the basic properties of the operator \( A \).
Lemma 9.1. The operator $A : \mathcal{H} \to \mathcal{H}$ is self-adjoint, positive definite and the estimates

$$(Ay, y) \geq c_1 ||y||^2, \quad c_1 = \frac{8\mu_0}{\ell_1^2 + \ell_2^2}, \quad (9.5)$$

$$(Ay, y) \geq \mu_0 ||\nabla y||^2, \quad (9.6)$$

are valid.

Proof. By the definition of the inner product,

$$(Ay, v) = \sum_{\alpha=1}^2 \sum_{\omega \in \mathcal{C}_\alpha} h_\alpha h_\beta (A_\alpha^{\alpha\beta} y^\alpha + \Lambda_\alpha^{\beta\alpha} y^\beta + \Lambda_\beta^{\alpha\beta} y^\alpha + \Lambda_\beta^{\beta\alpha} y^\beta) v^\alpha. \quad (9.7)$$

Using the summation by parts, we can see that the equalities

$$(A_\alpha^{\alpha\alpha} y^\alpha, v^\alpha(\alpha) = -0.5 \left( (\lambda^- + 2\mu^-) y^\alpha_{x_1} + \sum_{\omega} y^\alpha_{x_2} \right)_{\omega^+} - 0.5 \left( (\lambda^+ + 2\mu^+) y^\alpha_{x_1} + \sum_{\omega} y^\alpha_{x_2} \right)_{\omega^-},$$

$$(A_\alpha^{\beta\alpha} y^\alpha, v^\alpha(\alpha) = -0.5 (\lambda^- y^\alpha_{x_1} + \sum_{\omega} y^\alpha_{x_2} )_{\omega^+} - 0.5 (\lambda^+ y^\alpha_{x_1} + \sum_{\omega} y^\alpha_{x_2} )_{\omega^-},$$

$$(A_\beta^{\alpha\alpha} y^\alpha, v^\alpha(\alpha) = -0.5 (\mu^- y^\alpha_{x_1} + \sum_{\omega} y^\alpha_{x_2} )_{\omega^+} - 0.5 (\mu^+ y^\alpha_{x_1} + \sum_{\omega} y^\alpha_{x_2} )_{\omega^-},$$

$$A_\beta^{\beta\alpha} y^\alpha, v^\alpha(\alpha) = -0.5 (\mu^- y^\alpha_{x_1} + \sum_{\omega} y^\alpha_{x_2} )_{\omega^+} - 0.5 (\mu^+ y^\alpha_{x_1} + \sum_{\omega} y^\alpha_{x_2} )_{\omega^-}$$

are valid. Consequently, after some transformations, from (9.7) we have

$$2(Ay, v) =$$

$$= \left( (\lambda^- + \mu^-) (y^1_{x_1} + y^2_{x_2}), v^1_{x_1} + v^2_{x_2} \right)_{\omega^+} + \left( (\lambda^+ + \mu^+) (y^1_{x_1} + y^2_{x_2}), v^1_{x_1} + v^2_{x_2} \right)_{\omega^-} +$$

$$+ \left( \mu^- (y^2_{x_1} + y^2_{x_2}), v^2_{x_1} + v^2_{x_2} \right)_{\omega^+} + \left( \mu^+ (y^2_{x_1} + y^2_{x_2}), v^2_{x_1} + v^2_{x_2} \right)_{\omega^-} +$$

$$+ \left( \mu^- (y^1_{x_1} - y^2_{x_2}), v^1_{x_1} - v^2_{x_2} \right)_{\omega^+} + \left( \mu^+ (y^1_{x_1} - y^2_{x_2}), v^1_{x_1} - v^2_{x_2} \right)_{\omega^-}. \quad (9.8)$$

The equality (9.8) implies that the operator $A$ is self-adjoint.

Assuming $v = y$ in (9.8), omitting the summands involving $(\lambda^+ + \mu^\pm)$ and replacing $\mu^\pm$ by $\mu_0$, we conclude that

$$\frac{2}{\mu_0} (Ay, y) \geq \left( 1, (y^2_{x_1} + y^1_{x_2})^2 \right)_{\omega^+} +$$

$$+ \left( 1, (y^2_{x_1} + y^1_{x_2})^2 \right)_{\omega^-} + \left( 1, (y^1_{x_1} - y^2_{x_2})^2 \right)_{\omega^+} + \left( 1, (y^1_{x_1} - y^2_{x_2})^2 \right)_{\omega^-}.$$

Taking into account the equalities $(y^2_{x_1}, y^2_{x_2})_{\omega^+} = (y^2_{x_1}, y^2_{x_2})_{\omega^-}, (y^1_{x_1}, y^1_{x_2})_{\omega^-} = (y^1_{x_1}, y^1_{x_2})_{\omega^-}$, we obtain

$$(Ay, y) \geq \mu_0 \|y\|^2_{W^1_2(\omega)}. \quad (9.9)$$

Since $y^\alpha(x)$ vanishes for $x_\alpha = 0, \ell_\alpha$, therefore ([69], p. 120)

$$\sum_{\omega \alpha} h_\alpha (y^\alpha_{x_\alpha})^2 \geq \frac{8}{\ell_{\alpha}^2} \sum_{\omega \alpha} h_\alpha (y^\alpha)^2, \quad \alpha = 1, 2.$$
Consequently,
\[
\sum_{\omega_1^i \times \pi_2} h_1 h_2 (y^1_{x_1})^2 + \sum_{\pi_1 \times \omega_2^j} h_1 h_2 (y^2_{x_2})^2 \geq \frac{8}{\ell_1^2 + \ell_2^2} \| y \|^2,
\]
which together with (9.6) proves the estimate (9.5). \(\square\)

Since the operator \(A\) is positive definite, it has its inverse \(A^{-1}\), and hence the solution of the equation (9.4) (and of the difference scheme (9.3)) exists and is unique.

3\textsuperscript{o}. A priori estimate of error. Let \(n_\beta = 1\) for \(x_\beta = 0\), \(n_\beta = -1\) for \(x_\beta = \ell_\beta\), \(n_\beta = 0\), for \(0 < x_\beta < \ell_\beta\), \(\beta = 1, 2\). First of all, we note that the following relations are valid:

\[
T_1 T_2 L_{\alpha \alpha}^\alpha u^\alpha = \Lambda_{\alpha \alpha}^\alpha u^\alpha - (\psi_{\alpha \alpha}^\alpha)_{x_\alpha} + \frac{2n_\beta}{h_\beta} \eta_{x_\alpha}, \quad x_\alpha \in \omega_\alpha, \quad x_\beta \in \overline{\omega}_\beta, \tag{9.10}
\]

where

\[
\psi_{\alpha \alpha}^\alpha = S_\alpha \overline{S}_\beta (2\mu + \lambda) u^\alpha_{x_\alpha} - S_\alpha T_\beta \left( (2\mu + \lambda) \frac{\partial u^\alpha}{\partial x_\alpha} \right) + \frac{2n_\beta}{h_\beta} \eta^\beta,
\]

\[
T_1 T_2 L_{\alpha \beta}^\beta u^\beta = \Lambda_{\alpha \beta}^\beta u^\beta - (\psi_{\alpha \beta}^\beta)_{x_\alpha} + \frac{2n_\beta}{h_\beta} \lambda_{x_\alpha}, \quad x_\alpha \in \omega_\alpha, \quad x_\beta \in \overline{\omega}_\beta, \tag{9.11}
\]

where

\[
\psi_{\alpha \beta}^\beta = \frac{1 - n_\beta}{2} S_\alpha S_\beta \lambda I_{x_\beta} u^\beta_{x_\beta} + \frac{1 + n_\beta}{2} S_1 S_2 \lambda u^\beta_{x_\beta} - S_\alpha T_\beta \left( \lambda \frac{\partial u^\beta}{\partial x_\beta} \right) + \frac{2n_\beta}{h_\beta} \eta^\beta,
\]

\[
T_1 T_2 L_{\beta \alpha}^\alpha u^\alpha = \Lambda_{\beta \alpha}^\alpha u^\alpha - (\psi_{\beta \alpha}^\alpha)_{x_\beta} - B_{\beta \alpha} v_{x_\alpha} - B_{\beta \alpha} v_{x_\alpha}, \quad x_\alpha \in \omega_\alpha, \quad x_\beta \in \overline{\omega}_\beta, \tag{9.12}
\]

\[
T_1 T_2 L_{\beta \beta}^\beta u^\beta = \Lambda_{\beta \beta}^\beta u^\beta - (\psi_{\beta \beta}^\beta)_{x_\beta} - B_{\beta \beta} v_{x_\alpha}, \quad x_\alpha \in \omega_\alpha, \quad x_\beta \in \overline{\omega}_\beta, \tag{9.13}
\]

where

\[
\psi_{\beta \alpha}^\beta = 0.5 S_\alpha^+ S_\beta^+ \mu I_\beta^+ u^\beta_{x_\alpha} + 0.5 S_1^2 S_2^+ \mu u^\beta_{x_\alpha} - S_\beta^+ T_\alpha \left( \mu \frac{\partial u^\beta}{\partial x_\beta} \right), \quad x_\alpha \in \omega_\alpha, \quad x_\beta \in \omega_\beta^+, \n\]

\[
\psi_{\beta \beta}^\beta = S_\alpha S_\beta \mu u^\alpha_{x_\alpha} - S_\beta^+ T_\alpha \left( \mu \frac{\partial u^\alpha}{\partial x_\beta} \right), \quad x_\alpha \in \omega_\alpha, \quad x_\beta \in \omega_\beta^+, \n\]

\[
B_{\alpha} v = \begin{cases} \frac{2}{h_\alpha} I_{x_\alpha}^+ v, & x_\alpha = 0, \\ v_{x_\alpha}, & x_\alpha \in \omega_\alpha, \quad \alpha = 1, 2. \end{cases}
\]

\[
B_{\alpha} v = \begin{cases} \frac{2}{h_\alpha} I_{x_\alpha} v, & x_\alpha = 0, \\ -\frac{2}{h_\alpha} v, & x_\alpha = \ell_\alpha. \end{cases}
\]
Depending on the smoothness of the exact solution $u \in W^m_2(\Omega)$, we define concretely the functions $\eta^\beta, \chi^\beta$ appearing in (9.10) and (9.11) as follows:

$$
\eta^\beta = \begin{cases} 
\frac{h_2^2}{2} \overline{\nabla}_\beta \frac{\partial}{\partial x_\beta} \left( \lambda + 2\mu \right) \frac{\partial u^\alpha}{\partial x_\alpha}, & m \in \{2, 3\}, \\
0, & m \in \{1, 2\},
\end{cases}
$$

$$
\chi^\beta = \begin{cases} 
\frac{h_2^2}{2} \overline{\nabla}_\beta \frac{\partial}{\partial x_\beta} \left( \lambda \frac{\partial u^\beta}{\partial x_\beta} \right) - \frac{h_1 h_2}{4} s_\alpha s_\beta \lambda \overline{\nabla}_\beta \frac{\partial^2 u^\beta}{\partial x_\beta \partial x_2}, & m \in \{2, 3\}, \\
0, & m \in \{1, 2\}.
\end{cases}
$$

To study the question on the convergence and accuracy of the scheme (9.3), we consider the error of the method $z = y - u$, where $y$ is a solution of the problem (9.3), and $u = u(x)$ is a solution of the problem (9.1), (9.2).

Substituting $y = u + z$ in (9.3) and taking into account the equalities (9.10)–(9.13), for the error $z$ we obtain the problem

$$
Az + \psi = 0, \quad z \in \mathcal{H}, \quad \psi \in \mathcal{H},
$$

where $\psi = (\psi_1, \psi_2), \psi^\alpha = (\psi^\alpha, \psi^\alpha)_{x_\alpha} + B_\beta (\psi^\beta, \psi^\beta) - \frac{2\alpha_\beta}{h_3^2} (\eta^\beta + \chi^\beta)_{x_\alpha}$.

The lemma below is of importance for obtaining a needed estimate for the error $z$.

**Lemma 9.2.** For any mesh function $g^\beta$ defined on the mesh $\omega_\alpha^+ \times \mathcal{W}_\beta$, and for any $z^\alpha \in \mathcal{H}_\alpha$, the inequalities

$$
\left| \sum_{\gamma_\beta} h_\alpha g^\alpha_{x_\alpha} z^\alpha \right| \leq J_\alpha^- (g^\beta) \left\| \nabla z^\alpha \right\|, \quad \left| \sum_{\gamma_\beta} h_{\gamma_\beta} g^\beta_{x_\alpha} z^\alpha \right| \leq J_\alpha^+ (g^\beta) \left\| \nabla z^\alpha \right\|,
$$

\[\alpha = 1, 2,\]

are valid, where

$$
J_\alpha^\beta (g) = \left\| g_{x_\alpha} \right\|_{\omega_\alpha^+ \times \mathcal{W}_\beta} + \left\| \partial_\beta^\gamma g \right\|_{\omega_\alpha^+ \times \mathcal{W}_\beta} + \frac{1}{\ell_\beta^2} \left\| g \right\|_{\omega_\alpha^+ \times \mathcal{W}_\beta}, \quad \partial_\beta^\gamma g = g_{x_\beta}, \quad \partial_\beta^- g = g_{x_\beta}.
$$

**Proof.** Let $\rho^\beta_\gamma = (x_\beta - \ell_\beta)/\ell_\beta, \rho^\beta_\gamma = x_\beta/\ell_\beta$. It is not difficult to verify that the equalities

$$
2(z_1^1, g^2_1)_{\gamma_\alpha} = R_1 - R_2, \quad 2(z_1^1, g^2_1)_{\gamma_\alpha} = Q_1 - Q_2
$$

are valid, in which the expressions

$$
R_1 = (\rho^2_1 z_1^1, g^2_1)_{\omega_1 \times \omega_2^2} + (\rho^-_1 z_1^1, g^2_1)_{\omega_2^1}, \quad R_2 = (z_1^1, (\rho^2 g^2)_{\omega_1})_{\omega_1 \times \omega_2^2} + (z_1^2, (\rho^- g^2)_{\omega_1})_{\omega_1 \times \omega_2^1},
$$

$$
Q_1 = (\rho^2_1 z_1^1, g^2_1)_{\omega_1 \times \omega_2} + (\rho^-_1 z_1^1, g^2_1)_{\omega_1 \times \omega_2^2} + (\rho^2 g^2)_{\omega_1 \times \omega_2} + (\rho^- g^2)_{\omega_1 \times \omega_2^2}, \quad Q_2 = (z_1^1, (\rho^2 g^2)_{\omega_1})_{\omega_1 \times \omega_2} + (z_1^2, (\rho^- g^2)_{\omega_1})_{\omega_1 \times \omega_2^2}
$$

are estimated as follows:

$$
|R_1| \leq 2 \left\| z_1^1 \right\|_{\omega_1 \times \omega_2^2} \left\| g^2_1 \right\|_{\omega_1 \times \omega_2^2}, \quad |Q_1| \leq 2 \left\| z_1^1 \right\|_{\omega_1 \times \omega_2^2} \left\| g^2_1 \right\|_{\omega_1 \times \omega_2^2}.
$$
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mate inequalities for functions of a continuous argument of (9.15) is proved analogously.

Proof. (9.6). As a result, we obtain |

\[Q_2 \leq 2 \left( \sum_{\omega^+_1 \times \pi_2} h_1 h_2 |z^1_2|^2 \right)^{1/2} \|g^2_{\omega^+_1 \times \omega_2}\|^2 + \frac{2}{\ell_2} \left( \sum_{\omega^+_1 \times \pi_2} h_1 h_2 |z^1_2|^2 \right)^{1/2} \|g^2\| \omega.

Therefore for \( \alpha = 1 \), from (9.16) follows (9.15). For \( \alpha = 2 \), the validity of (9.15) is proved analogously. \( \square \)

Remark 9.1. The estimates (9.15) are the difference analogues of the inequalities for functions of a continuous argument

Lemma 9.3. For the solution of the difference scheme (9.14) the estimate

\[
\mu_0 \|\nabla z\| ^2 \leq \sum_{\alpha=1}^2 \left( \|\psi_{\alpha}^\omega\|_{\omega^+_1 \times \pi_2} + \|\psi_{\alpha}^\omega\|_{\omega^+_1 \times \pi_2} + \|\psi_{\alpha}^\omega\|_{\omega_1 \times \omega_1} + \|\psi_{\alpha}^\omega\|_{\omega_1 \times \omega_1} + \|\psi_{\alpha}^\omega\|_{\omega_1 \times \omega_1} + \|\psi_{\alpha}^\omega\|_{\omega_1 \times \omega_1} + J_\alpha(\eta) + J_\alpha(\chi) \right)
\]

is valid, where \( J_\alpha(g) = 2 \|g\|_{\omega_1 \times \omega_1} + 2 \|g\|_{\omega_1 \times \omega_1} + \frac{1}{\ell_\omega} \|g\|_{\omega_1 \times \omega_1}.

Proof. We multiply both parts of (9.14) scalarly by \( z \) and use the estimate (9.6). As a result, we obtain

\[
\mu_0 \|\nabla z\| ^2 \leq \|\psi, z\|.
\]

Taking into account the structure of \( \psi \), we find that

\[
(\psi, z) = \sum_{\gamma=1}^2 \left( \sum_{\sigma} h_\alpha(\eta^\beta + \chi^\beta) \alpha + \sum_{\gamma=1}^2 h_\alpha(\eta^\beta + \chi^\beta) \alpha \right)
\]

\[
= \sum_{\omega_1 \times \omega_1} \sum_{\omega_1 \times \omega_1} h_\alpha h_\beta(\psi_{\alpha}^\omega + \psi_{\alpha}^\omega) \alpha + \sum_{\omega_1 \times \omega_1} h_\alpha h_\beta(\psi_{\alpha}^\omega + \psi_{\alpha}^\omega) \alpha.
\]

Bearing in mind that \( (B_\beta v, z^\alpha) = - \sum_{x_\alpha \in \omega_\alpha^+} h_1 h_2 v^2_{x_\alpha^+} \), using in the right-hand side of (9.20) the formulas of summation by parts, the Cauchy inequality and Lemma 9.2, we obtain

\[
|\psi, z| \leq \sum_{\alpha=1}^2 \left( \|\psi_{\alpha}^\omega + \psi_{\alpha}^\omega\|_{\omega^+_1 \times \pi_2} + \|\psi_{\alpha}^\omega + \psi_{\alpha}^\omega\|_{\omega_1 \times \omega_1} + \|\psi_{\alpha}^\omega + \psi_{\alpha}^\omega\|_{\omega_1 \times \omega_1} + J_\alpha(\eta) + J_\alpha(\chi) \right) \|\nabla z\|,
\]
which together with (9.19) proves the unknown estimate (9.18).

4th. Accuracy of the scheme. To find the convergence rate of the difference scheme (9.3) by means of Lemma 9.3, it is sufficient in the right-hand side of (9.18) to estimate norms of the expressions \( \psi'_{ij}, \eta^\alpha, \chi^\alpha \). In this connection, we have to group together the summands.

For example, represent \( \eta^2 \) as the sum \( \eta^2(u) = \eta'((\lambda + 2\mu)D_1 u^1) + \eta'' \), where \( \eta'(v) = \frac{h^2}{12} (S_2 D_{2v} - \bar{S}_1 S_2 D_{2v}), \eta'' = \frac{h^2}{12} S_1 S_2 D_2 (\lambda + 2\mu) D_1 u^1 \).

\( \eta'(v) \) is, in fact, a linear functional which is bounded in \( W_2^{m-1}, m > 2 \), and vanishes for \( v = \psi \). Therefore on the basis of the Bramble–Hilbert lemma we obtain for the above functional the estimate \( |\eta'(v)| \leq \frac{c h^{m-1}}{\lambda + h \lambda^{1/2}} |v|_{W_2^{m-1}((\Omega)), 2 < m \leq 3}, i.e. \| \eta'((\lambda + 2\mu)D_1 u^1) \| \leq \frac{c h^{m-1}}{\lambda + h \lambda^{1/2}} |\lambda + 2\mu| D_1 u^1 |_{W_2^{m-1}((\Omega))}, 2 < m \leq 3 \). For the summand \( \eta'' \) we easily get \( |\eta''| \leq \frac{c h^{m-1}}{\lambda + h^{1/2}} |\psi|_{W_2^{m-1}((\Omega))} \).

The estimation of individual summands is performed by the well-known theorem 9.1.

Let the solution \( u(x) \) of the problem (9.1), (9.2) belong to the space \( W_2^{m}(\Omega), m > 1 \). Then the convergence rate of the difference scheme (9.4) in the mesh norm \( W_2^1 \) is defined by the estimate

\[
\|y - u\|_{W_2^{1}(\omega)} \leq c h^{\frac{m}{2} - 1} \|u\|_{W_2^{m-1}(\Omega)}, \quad m \in (1, 3),
\]

(9.21)

The estimation of individual summands is performed by the well-known method. As a result, we arrive at the following theorem.

**Theorem 9.1.** Let the solution \( u(x) \) of the problem (9.1), (9.2) belong to the space \( W_2^{m}(\Omega), m > 1 \). Then the convergence rate of the difference scheme (9.4) in the mesh norm \( W_2^1 \) is defined by the estimate

\[
\|y - u\|_{W_2^{1}(\omega)} \leq c h^{\frac{m}{2} - 1} \|u\|_{W_2^{m-1}(\Omega)}, \quad m \in (1, 3),
\]

(9.21)
where the constant $c$ does not depend on $h$ and $u(x)$.

Remark 9.2. The estimate (9.21) could have been obtained without applying Lemma 9.2, but only for $m \in (1, 2.5)$. This could have been realized by the method used in [71] (Ch. IV, § 2(2)) by representing the approximation error on $\gamma$ as a sum of two summands, one of which is estimated by the Bramble–Hilbert lemma and the other one by the inequality providing us with the estimate of a function’s $L_2$-norm in a strip along the boundary through its norm $W^m_2$ in the domain.

Remark 9.3. The difference scheme (2.3) is advisable to be employed in the case of rapidly varying coefficients of the differential problem. In other cases, since, by the assumption, the Lamé coefficients are continuous, in the difference scheme (9.4) the averaged coefficients $\lambda^\pm, \mu^\pm$ can be replaced respectively by $\lambda, \mu$ without affecting the validity of all the above results.

10. The First Boundary Value Problem for Elliptic Equation of Fourth Order

History of the matter. Here we consider the question of obtaining a consistent estimate of the convergence rate of the difference scheme approximating the first boundary value problem for elliptic equation of the fourth order with variable coefficients. In [59], for the equation with variable coefficients the convergence of the difference scheme with the rate $O(|h|^{2.5})$ in the mesh norm $W^2_2$ is proved under the condition that the exact solution belongs to the space $W^m_2(\Omega), m = 3, 4$. In the case of biharmonic equation, the consistent estimate of the convergence rate for $s = 2, m \in (2.5, 3.5)$ has been obtained in [71]. In [54], the author investigated the difference scheme for the fourth order equation with variable coefficients and proved the convergence in $W^2_2$ with the rate

$$O(h^{\min\{m-2.5, 1-|\ln h|^{1-|\sgn(m-3.5)|}\}}, m \in (2.5, 4].$$

Note that in the above-mentioned as well as in a number of works (see, e.g., [40], [41]), devoted to difference schemes for problems with fourth order equations, the solution of the difference problem $y(x)$ is defined not only at the mesh points $\overline{\Omega}$ belonging to the closed domain $\overline{\Omega}$, but also at the nodes lying beyond the contour. Therefore when investigating the error $z = y - u$, there arises the need to extend the solution of the initial problem $u(x)$ outside the domain $\overline{\Omega}$, but preserving the smoothness.

In the present section we choose another approach: the error $z(x)$ is assumed to be the restriction on $\overline{\Omega}$ of some mesh function, and without extension of the unknown solution $u(x)$ we obtained a consistent estimate for the convergence rate. The results of this section have been published in [21]. Analogous results for the biharmonic equation are obtained in [15].
1°. Statement of the problem. We consider the problem

\[ Lu \equiv \Delta x^2 M_1 + 2D_1 D_2 M_3 + D_3^2 M_2 = f(x), \quad x \in \Omega, \]

\[ u(x) = 0, \quad x \in \Gamma, \quad D_0 u(x) = 0, \quad x \in \Gamma_{\pm \alpha}, \quad \alpha = 1, 2. \]

(10.1) (10.2)

Here, \( M_0 = a_0 D_0^2 u + a_0 D_{3}^{2, a_0} u, \quad \alpha = 1, 2, \quad M_3 = a_3 D_1 D_2 u. \) The following sufficient conditions of ellipticity \( 0 < c_1 \leq a_0 \leq c_2, \quad \alpha = 1, 2, 3, \quad 0 < c_0 \leq 1 - \frac{|a|}{\sqrt{m}} \), \( x \in \Omega \), are assumed to be fulfilled. Moreover, let \( f \in W^{m-4}_2(\Omega), \)

\( a_\alpha \in W^{m-2}_p(\Omega), \quad \alpha = 0, 1, 2, 3, \quad p = 2 \) for \( 3 < m \leq 4, \quad p > \frac{2}{m-2} \) for \( 2.5 < m \leq 3. \)

Everywhere in this section \( q = 2p/(p-2) \). We assume that the problem (10.1), (10.2) is uniquely solvable in the class \( W^m_2(\Omega), \quad m \in (2.5, 4). \)

For approximation of the problem (10.1), (10.2), we use the scheme [54]

\[ L_h y \equiv m_1(y)_{\tau_1 x_1} + 2m_3(y)_{x_1 x_2} + m_2(y)_{\tau_2 x_2} = \varphi(x), \quad x \in \omega, \]

\[ y(x) = 0, \quad x \in \gamma, \quad y_{x_a}(x) = 0, \quad x \in \gamma_{\pm \alpha}, \quad \alpha = 1, 2. \]

(10.3) (10.4)

where \( m_1(y) = a_1 y_{\tau_1 x_1} + a_0 y_{x_2}, \quad m_2(y) = a_0 y_{\tau_1 x_1} + a_2 y_{x_2}, \quad m_3(y) = a_3(x) y_{\tau_2 x_2}, \quad \gamma = (x_1 - 0.5 h_1, x_2 - 0.5 h_2), \quad \varphi(x) = T f. \)

Omitting from (10.3), (10.4) the values \( y(x) \) lying beyond the contour (defined on \( \gamma^- \)), we can represent the scheme in the form

\[ L_h y \equiv \tilde{m}_1(y)_{\tau_1 x_1} + 2\tilde{m}_3(y)_{x_1 x_2} + \tilde{m}_2(y)_{\tau_2 x_2} = \varphi(x), \quad x \in \omega, \]

\[ y(x) = 0, \quad x \in \gamma, \]

(10.5)

where

\[ \tilde{m}_0(y) = a_0 y_{\tau_1 x_3} + a_0 \Lambda_0 y, \quad \Lambda_0 y = \begin{cases} \frac{2}{h_\alpha} y_{x_a}, & x_a = 0, \\ \frac{1}{h_\alpha} y_{x_a}, & x_a \in \omega, \quad \alpha = 1, 2. \end{cases} \]

Let \( H \) be the space of mesh functions defined on \( \omega \cup \gamma^- \) and satisfying the conditions (10.4), \( \tilde{H} \) be the space of mesh functions given on \( \omega \) and equal to zero on \( \gamma, \) with the inner product \( (y, v) = (y, v)_\omega \) and the norm \( \| y \| = (y, y)_\omega^{1/2} \). The norms \( \| \Delta_h y \|, \quad \| y \|_{W^2_2(\omega)} \) were defined in Section 1 (the case of homogeneous Dirichlet conditions). Denote also \( \| y \|_{\tilde{W}^2_2(\omega)} = \| y_{x_a} \|_{L^2(\omega)}^2 + \| y_{x_1 x_2} \|_{L^2(\omega)}^2 \)

Using the formulas of summation by parts, it is not difficult to establish that the operator \( L_h \) in \( H \) (or the operator \( \tilde{L}_h \) in \( \tilde{H} \)) is self-conjugate and positive definite. Consequently, the problem (10.3), (10.4) (or (10.5)) is uniquely solvable. Note that the following lemma is valid.

\[ c_0 c_1 |v|_{W^2_2(\tau)}^2 \leq (L_h v, v), \quad |(L_h y, v)| \leq \sqrt{5} c_2 |y|_{2, \overline{\tau}} |v|_{W^2_2(\tau)}. \]
Proof. The identity
\[
(L_h y, v) = \sum_{\omega (1)} h_1 h_2 (a_1 y_{\tau, x_1} + a_0 y_{\tau, x_2}) v_{\tau, x_1} +
\]
\[
+ \sum_{\omega (2)} h_1 h_2 (a_0 y_{\tau, x_1} + a_2 y_{\tau, x_2}) v_{\tau, x_1} + 2 \sum_{\omega +} h_1 h_2 a_3 y_{\tau, x_2} v_{\tau, x_2}
\]  
(10.6)
is valid. Note that by the conditions of ellipticity we have \(|a_0| \leq \sqrt{\omega +} \leq c_2\).
Therefore
\[
\frac{1}{c_2} \|(L_h y, v)\| \leq \|v_{\tau, x_1}\|_1 (\|y_{\tau, x_1}\|_2 + \|y_{\tau, x_2}\|_2) +
\]
\[
+ \|v_{\tau, x_2}\|_1 (\|y_{\tau, x_1}\|_1 + \|y_{\tau, x_2}\|_1) + 2 \|v_{\tau, x_2}\|_\omega + \|y_{\tau, x_2}\|_\omega +,
\]
and since \(\|y_{\tau, x_1}\|_1 = \|y_{\tau, x_1}\|_2 = \|y_{\tau, x_2}\|_2 = \|y_{\tau, x_2}\|_1\),
\[
\|y_{\tau, x_2}\|_\omega + = \|y_{\tau, x_1}\|_1, \|y_{\tau, x_2}\|_1 \leq \|y_{\tau, x_2}\|_2 \leq \|y_{\tau, x_2}\|_1,
\]
\[
2 \|v_{\tau, x_2}\|_\omega + \leq \|y_{\tau, x_1}\|_2 + \|y_{\tau, x_2}\|_1,
\]
therefore
\[
\frac{1}{c_2} \|(L_h y, v)\| \leq (\|y_{\tau, x_1}\|_2 + \|y_{\tau, x_2}\|_1) \times
\]
\[
\times (\|v_{\tau, x_1}\|_2 + \|v_{\tau, x_2}\|_1) + \|v_{\tau, x_2}\|_\omega + = \tilde{y} \cdot \tilde{v},
\]  
(10.7)
where \(\tilde{y} = (y^1, y^2, y^3, \frac{1}{\sqrt{2}} y^4, \frac{1}{\sqrt{2}} y^5), \tilde{v} = (v^1, v^2, v^3, \sqrt{2} v^4, \sqrt{2} v^5),\)
\[
y^\alpha = \|y_{\tau, x_\alpha}\|_1, \tilde{v}^\alpha = \|v_{\tau, x_\alpha}\|_1, \alpha = 1, 2, 12 = \|v_{\tau, x_\omega}\|_\omega +.
\]
Estimating the inner product of the vectors
\[
\tilde{y} \cdot \tilde{v} \leq \left(\frac{5}{2} (y^1)^2 + (y^2)^2\right)^{1/2} \left(2 (v^1)^2 + (v^2)^2 + 2 (v^3)^2\right)^{1/2},
\]
from (10.7) we obtain the second inequality of our lemma.

Noticing now that \(a_1 t_1^2 + a_2 t_2^2 + 2 a_0 t_1 t_2 \geq a_1 t_1^2 (1 - \frac{|a_0|}{\sqrt{\omega +}}) + a_2 t_2^2 (1 - \frac{|a_0|}{\sqrt{\omega +}}) \geq c_1 c_0 (t_1^2 + t_2^2)\) and substituting \(y = v\) in (10.6), we obtain the first inequality of the lemma. \(\square\)

2. A priori error estimate. Consider the problem for the error \(z = y - u, x \in \mathbb{R},\)
\[
\hat{L}_h z = \psi, \quad x \in \omega, \quad z \in \hat{H}.
\]  
(10.8)
Here \(\psi = T_1 T_2 f - \hat{L}_h u\) is the approximation error which with regard for the properties of the operators \(T_n (\alpha = 1, 2), T_n D_2 u = \Lambda_\alpha u, T_1 T_2 D_1 D_2 u = S_1^a S_2^a u_{x_1, x_2},\) can be reduced to the form
\[
\psi = \eta_1 y_{\tau, x_1} + \eta_2 y_{\tau, x_2} + 2 \eta_{x_1, x_2} +
\]
\[
+ \frac{2}{\eta_1} \left[\delta(h_1, x_1) a_1 g(0, x_2) - \delta(h_1, x_1) a_1 g(\ell_1, x_2)\right] +
\]
\[
+ \frac{2}{\eta_2} \left[\delta(h_2, x_2) a_2 g(x_1, 0) - \delta(h_2, x_2) a_2 g(x_1, \ell_2)\right],
\]  
(10.9)
where \( \eta_1 = \eta_{11} + \eta_{10}, \ \eta_2 = \eta_{22} + \eta_{20}, \)

\[
\eta_{\alpha\alpha} = \begin{cases} 
T_{3-\alpha}(a_\alpha D^2_\alpha u) - a_\alpha \Lambda_\alpha u, & x \in \omega, \\
T_{3-\alpha}(a_\alpha D^2_\alpha u) - a_\alpha \Lambda_\alpha u + \frac{2}{h_\alpha} a_\alpha \tilde{g}, & x \in \gamma_\pm\alpha,
\end{cases} \tag{10.10}
\]

\[
\eta_0 = T_{3-\alpha}(a_\alpha D^2_{3-\alpha} u) - a_\alpha u_{\Omega_{3-\alpha}}, \quad x \in \omega \cup \gamma_\pm\alpha, \quad \alpha = 1, 2, \tag{10.11}
\]

\[
\eta_3 = S_1^* S_2^* (a_3 D_1 D_2 u) - a_3 (\tilde{x}) u_{\Omega_{3-\alpha}}, \quad x \in \omega^+,
\tag{10.12}
\]

and an arbitrary function \( \tilde{g}(x) \) appearing in (10.9) will be assumed to be defined in the form

\[
\tilde{g}(x) = \begin{cases} 
- \frac{h^2_\alpha}{6} T_\alpha D^3_\alpha u, & x \in \mathfrak{m} \text{ for } u \in W_2^m(\Omega), \ 3 < m \leq 4, \\
0 & \text{for } u \in W_2^m(\Omega), \ 2.5 < m \leq 3.
\end{cases}
\]

To obtain the needed a priori estimate of the function \( z(x) \), we consider the auxiliary problems

\[
\bar{v}_{x_{1} x_{1}} + \bar{v}_{x_{2} x_{2}} = 0, \quad x \in \omega, \quad \bar{v}(x) = 0, \quad x \in \gamma,
\]

\[
\bar{v}_{x_{\alpha}}(x) = \bar{g}(x), \quad x \in \gamma_\pm\alpha, \quad \bar{v}_{x_{3-\alpha}}(x) = 0, \quad x \in \gamma_\pm(3-\alpha), \quad \alpha = 1, 2,
\tag{10.13}
\]

and

\[
L_h \bar{v} = \eta_1 \bar{v}_{x_{1}} + \eta_2 \bar{v}_{x_{2}} + 2 \eta_3 \bar{v}_{x_{3-\alpha}} - L_h (\frac{1}{\bar{v}} + \bar{\psi}), \quad x \in \omega,
\]

\[
\bar{v}(x) = 0, \quad x \in \gamma, \quad \bar{v}_{x_{\alpha}}(x) = 0, \quad x \in \gamma_\pm\alpha.
\tag{10.14}
\]

Note at once that since

\[
L_h \bar{v} - \bar{L}_h \bar{v} = \frac{2}{h_1^2} \delta(x_1, \ell_1 - h_1) a_1 \bar{g}(\ell_1, x_2) - \frac{2}{h_2^2} \delta(x_2, \ell_2 - h_2) a_2 \bar{g}(x_1, \ell_2),
\]

\[
L_h \frac{1}{\bar{v}} - \bar{L}_h \frac{1}{\bar{v}} = \frac{2}{h_1^2} \delta(x_1, \ell_1 - h_1) a_1 \bar{g}(\ell_1, x_2) - \frac{2}{h_2^2} \delta(x_2, \ell_2 - h_2) a_2 \bar{g}(x_1, \ell_2),
\]

\[
L_h \frac{2}{\bar{v}} = \frac{2}{h_1^2} \delta(x_1, \ell_1 - h_1) a_1 \bar{g}(\ell_1, x_2) - \frac{2}{h_2^2} \delta(x_2, \ell_2 - h_2) a_2 \bar{g}(x_1, \ell_2),
\]

we have \( \bar{L}_h(\frac{1}{\bar{v}} + \frac{2}{\bar{v}}) = \psi \). Consequently, the solution \( z(x) \), \( x \in \mathfrak{m} \), of the problem (10.8) is the restriction of the function \( \tilde{g}(\frac{1}{\bar{v}} + \frac{2}{\bar{v}}) \) defined on \( \mathfrak{m} \cup \gamma^- \), i.e.,

\[
z(x) = \tilde{g}(\frac{1}{\bar{v}}(x) + \frac{2}{\bar{v}}(x)) \quad \text{for } x \in \mathfrak{m}.
\tag{10.15}
\]

Let \( \lambda_k \) and \( \mu_k \) be, respectively, eigenvalues and eigenfunctions of the problem ([80], [1])

\[
(\mu_k(x_2))_{x_{2} x_{2}} = \lambda_k \mu_k(x_2), \quad x_2 \in \omega_2,
\]

\[
\mu_k(0) = \mu_k(\ell_2) = 0, \quad \mu_k(\ell_2)(0) = \mu_k(\ell_2)(0) = 0,
\]

where \( \lambda_k \) are positive and satisfy the relation \( \lambda_k \geq \lambda_1 > \lambda_2 = \left( \frac{2}{h_2^2} \sin \frac{\pi h_2}{2} \right)^4 > \frac{h_2^2}{2} \), and the functions \( \mu_k \) form orthonormal basis in the sense of the inner product \( (u, v)_{\omega_2} = \sum_{x_2 \in \omega_2} h_2 u v \).
Consider the following problem:

\begin{align*}
v_{k\Omega_1,\Omega_1}(x_1) + \lambda_k v_k(x_1) &= 0, \quad x_1 \in \Omega_1, \\
v_k(0) &= v_k(1) = 0, \quad v_{k,1}(0) = g_k(0), \quad v_{k,1}(1) = g_k(1). \quad (10.16)
\end{align*}

**Lemma 10.2.** For the solution of the problem (10.16) the estimate

\[ v_{k,1}^2(0) + v_{k,1}^2(1) \leq 4v_k^2 \lambda_k^{1/2} (g_k^2(0) + g_k^2(1)), \quad c_3 = 10 + 26 \eta \frac{\ell_1}{\ell_1}, \text{ is valid.} \]

**Proof.** The energetic identity for the problem (10.16) has the form

\[
\sum_{\Omega_1} h_1 v_{k,1}^2 + \lambda_k \sum_{\Omega_1} h_1 v_k^2 = g_k(1)v_{k,1}(1) - g_k(0)v_{k,1}(0).
\]

Consequently,

\[
\sum_{\Omega_1} h_1 v_{k,1}^2 + \lambda_k \sum_{\Omega_1} h_1 v_k^2 \leq (g_k^2(0) + g_k^2(1))^{1/2} (v_{k,1}^2(0) + v_{k,1}^2(1))^{1/2}.
\]

For every mesh function defined on the mesh \( \Omega_1 \), the estimate

\[
\max_{\Omega_1} |y|^2 \leq c \ell_1^2 \sum_{\Omega_1} h_1 y_{k,1}^2 + \frac{1}{\ell_1} (9 \sqrt{\varepsilon} + 6) \sum_{\Omega_1} h_1 y^2, \quad \forall \varepsilon > 0,
\]

is valid ([1], formula (3.7). Using the given estimate for \( y = v_{k,1} \) and taking into account the obtained from (10.16) equality \( \sum_{\Omega_1} h_1 v_{k,1}^2 = \lambda_k^2 \sum_{\Omega_1} h_1 v_k^2 \), we find that

\[
\max_{\Omega_1} |v_{k,1}|^2 \leq c_4 \left( \sum_{\Omega_1} h_1 v_{k,1}^2 + \lambda_k \sum_{\Omega_1} h_1 v_k^2 \right), \quad c_4 = c \ell_1^2 \lambda_k + \frac{9\varepsilon^{-1/3} + 6}{\ell_1}. \quad (10.18)
\]

Choosing now \( \varepsilon = \ell_1^{-3} \lambda_k^{-3/4} \) and noticing that \( 3\ell_2 \lambda_k^{1/4} > 6 \), we have \( c_4 < c_3 \lambda_k^{1/4} \). Finally, with regard for the estimate (10.17), from (10.18) it follows that

\[
\max_{\Omega_1} |v_{k,1}|^2 \leq c_3 \lambda_k^{1/4} (g_k^2(0) + g_k^2(1))^{1/2} (v_{k,1}^2(0) + v_{k,1}^2(1))^{1/2}.
\]

This completes the proof of the lemma. \( \square \)

**Theorem 10.1.** For the solution of the problem (10.13), the a priori estimates \( \|v\|_{L^2(\Omega)} \leq c_5 (\|v\|_{W^{1,\gamma}} + \|v\|_{H^1(\Omega)}), \quad \beta = 3 - \alpha, \quad \alpha = 1, 2, \) where \( c_5^2 = (10 + 3\ell_1)(l + \sqrt{l^2 + 8})/\sqrt{2}, \quad \ell = \max(\ell_1/\ell_2; \ell_2/\ell_1), \) are valid.

**Proof.** Since \( (v_{x_1,x_1}, v_{x_1})^\frac{1}{2} = \|v_{x_1,x_1}\|_{(2)}^\frac{1}{2} + \sum_{\Omega_2} h_2 v_{x_1,x_1}(0,x_2) g(0,x_2) - \sum_{\Omega_2} h_2 v_{x_1,x_1}(\ell_1,x_2) g(\ell_1,x_2), \quad (v_{x_2,x_2}, v_{x_2})^\frac{1}{2} = \|v_{x_2,x_2}\|_{(1)}^\frac{1}{2}, \) from (10.13) \( \alpha = 1 \)
it follows that
\[
|\hat{v}|_{2,\varpi}^2 = \sum_{\omega_2} \frac{1}{\omega_2} h_2 \hat{v}_{\pi, x_1}(\ell_1, x_2) \hat{g}(\ell_1, x_2) - \sum_{\omega_2} \frac{1}{\omega_2} h_2 \hat{v}_{\pi, x_1}(0, x_2) \hat{g}(0, x_2). \quad (10.19)
\]

We expand \( \hat{v}(x) \) and \( \hat{g}(x) \) with respect to the eigenfunctions \( \{\mu_k\} \):
\[
\hat{v}(x) = \sum_{k=1}^{N_2-1} v_k(x_1) \mu_k(x_2), \quad \hat{g}(x) = \sum_{k=1}^{N_2-1} g_k(x_1) \mu_k(x_2), \quad (10.20)
\]

Then from (10.19) we obtain
\[
|\hat{v}|_{2,\varpi}^2 \leq 2 c_3 \sum_{k=1}^{N_2-1}\lambda_k^{1/4} \left( g_k^2(0) + g_k^2(\ell_1) \right) \leq \left( \sum_{k=1}^{N_2-1} \lambda_k^{1/4} \left( g_k^2(0) + g_k^2(\ell_1) \right) \right)^{1/2} \times \left( \sum_{k=1}^{N_2-1} \lambda_k^{-1/4} \left( v_k^2(0) + v_k^2(\ell_1) \right) \right)^{1/2}. \quad (10.21)
\]

Substituting the expansions (10.20) in (10.13) \( (\alpha = 1) \) and taking into account orthonormality \( \{\mu_k\} \), we can see that \( v_k(x_1) \) is a solution of the problem (10.16). Therefore by virtue of Lemma 10.2, from (10.21) we find that
\[
|\hat{v}|_{2,\varpi}^2 \leq 2 c_3 \sum_{k=1}^{N_2-1} \lambda_k \left( g_k^2(0) + g_k^2(\ell_1) \right) \leq \varepsilon_k \sum_{\omega_1} h_1 g_{\pi, x_1}^2 + \left( \frac{1}{c_k} + \frac{2}{\tau_1^2} \right) \sum_{\varpi_1} h_1 g_{\pi, x_1}^2, \ \forall \varepsilon_k > 0, \text{ and hence}
\]
\[
|\hat{v}|_{2,\varpi}^2 \leq 2 c_3 \sum_{k=1}^{N_2-1} \varepsilon_k \lambda_k^{1/4} \sum_{\omega_1} h_1 g_{\pi, x_1}^2 + 2 c_3 \sum_{k=1}^{N_2-1} \left( \frac{1}{c_k} + \frac{2}{\tau_1} \right) \lambda_k^{1/4} \sum_{\varpi_1} h_1 g_{\pi, x_1}^2.
\]

Choosing here \( \varepsilon_k = (\frac{1}{\tau_1} + \sqrt{\frac{1}{\tau_1^2} + \lambda_k^{1/2}}) \lambda_k^{-1/2} \), we obtain
\[
|\hat{v}|_{2,\varpi}^2 \leq 2 c_3 \sum_{k=1}^{N_2-1} \phi(\lambda_k) \left( \sum_{\omega_1} h_1 g_{\pi, x_1}^2 + \lambda_k^{1/2} \sum_{\varpi_1} h_1 g_{\pi, x_1}^2 \right),
\]

where \( \phi(\lambda_k) = (\frac{1}{\tau_1} + \sqrt{\frac{1}{\tau_1^2} + \lambda_k^{1/2}}) \lambda_k^{-1/4} \). Since \( \phi(\lambda_k) \) is decreasing and \( \lambda_k > 64/\tau_4^4 \), therefore \( \phi(\lambda_k) < \left( \frac{2}{\tau_1} + \sqrt{\left( \frac{2}{\tau_1} \right)^2 + 8} \right)^{2^{-3/2}} \). Consequently,
\[
|\hat{v}|_{2,\varpi}^2 \leq c_5^2 \left( \sum_{\omega_1} h_1 \sum_{k=1}^{N_2-1} g_{\pi, x_1}^2 + \sum_{\varpi_1} h_1 \sum_{k=1}^{N_2-1} \lambda_k^{1/2} g_{\pi, x_1}^2 \right),
\]
and finally we have $\|v\|_{2,\pi}^2 \leq c_0^2 (\|g_{\pi_1}\|_{2,\gamma+1}^2 + \|g_{\pi_2}\|_{2,\gamma'}^2)$. Thus we have proved the first estimate of Theorem 10.1. The second estimate is obtained analogously. □

**Theorem 10.2.** For the solution of the problem (10.14), the estimate $\|\hat{v}\|_{W^2_2(\pi)} \leq c_0 (\|\eta_1\|_{(2)} + \|\eta_2\|_{(1)} + 2\|\eta_3\|_{\omega^+} + \sqrt{5}c_2\|\hat{v}\|_{2,\pi} + \|\hat{v}\|_{2,\pi})$, $c_0 = \frac{1}{c_0c_1}$, is valid.

**Proof.** Indeed, it follows from (10.14) that

$$(L_h \hat{v}, \hat{v}) = \sum_{\omega=1}^2 \sum_{\alpha=1} h_\alpha h_{3-\alpha} \eta_\alpha \hat{v}_{\pi_1,\pi_2} + 2 \sum_{\omega^+} h_1 h_2 \eta_3 \hat{v}_{\pi_1,\pi_2} - (L_h(v + \hat{v}), \hat{v}),$$

after which using Lemma 10.1 we obtain the required statement. □

**Theorem 10.3.** For the solution of the problem (10.8), the a priori estimate

$$\|\Delta_h \xi\| \leq c_0 (\|\eta_1\|_{(2)} + \|\eta_2\|_{(1)} + 2\|\eta_3\|_{\omega^+}) + (\sqrt{5}c_2 + \sqrt{2}c_0c_1) \times$$

$$\times c_0 (\|g_{\pi_1}\|_{2,\gamma+1} + \|g_{\pi_2}\|_{(1)} + \|g_{\pi_2}\|_{\omega^+}) \quad (10.22)$$

is valid.

**Proof.** From the equality (10.15) it follows $\|\Delta_h \xi\| \leq \|\Delta_h \hat{v}\| + \|\Delta_h \hat{v}\| + \|\Delta_h \hat{v}\| \leq \|\Delta_h \hat{v}\| + \sqrt{2}(\|\hat{v}\|_{2,\pi} + \|\hat{v}\|_{2,\pi})$. Using the obvious inequality $\|\Delta_h \hat{v}\| \leq \|\hat{v}\|_{W^2_2(\pi)}$ and Theorems 10.1 and 10.2, we obtain the estimate (10.22). □

3\textsuperscript{rd}. Estimation of the convergence rate. Let $c(x) = \{\xi = (\xi_1, \xi_2) : |x_\alpha - \xi_\alpha| \leq h_\alpha, \alpha = 1, 2\} \cap \Omega, x \in \Omega$. By $\hat{u}(x)$ we denote the function obtained from $u(\xi)$ by the change of the variables $\xi_\alpha = x_\alpha + t_\alpha h_\alpha, \alpha = 1, 2$, which maps the domain $c(x)$ into $\hat{c}$.

To obtain estimates of the convergence rate of the difference scheme (10.7), it is sufficient to estimate the summands in the right-hand side of (10.22). We will consider two separate cases.

(a) $u \in W^m_0(\Omega), 3 < m < 4$. We reduce $\eta_\alpha, \alpha = 1, 2$, to the form

$\eta_\alpha = \ell^{(6-\alpha)}(M_\alpha) + a_\alpha \ell^{(6-\alpha)}(D_\alpha u) - a_0 \ell^{(6-\alpha)}(D_\alpha u), x \in \Omega(\alpha), \alpha = 1, 2$, $\eta_3 = \ell^{(3)}(a_3 D_1 D_2 u), x \in \Omega(\alpha)$, where

$$\ell^{(6-\alpha)}(v) = \begin{cases} v - T_\alpha v, & x \in \omega, \\ v - T_\alpha v + \frac{h_\alpha}{3} T_\alpha D_\alpha v, & x \in \gamma_{\alpha}, \end{cases}, \quad \ell^{(3)}(v) = S_1 S_2 v - v(\hat{x}).$$

It can be easily verified that the linear functionals $\ell^{(\alpha)}(v), \alpha = 1, 2, \ldots, 5$, are bounded for $v \in W^{m-2}_0(\Omega)$ and vanish on $\pi_1$. Taking this fact into
account and using the generalized Bramble–Hilbert lemma, after simple calculations we obtain
\[
\|\eta_\alpha\|(3-\alpha) \leq c|h|^{m-2}(|M_\alpha|_{W^{m-2}(\Omega)} + \|a_\alpha\|_{c,\mathcal{M}}|D^2_\alpha u|_{W^{m-2}(\Omega)} + \\
+ \|a_0\|_{c,\mathcal{M}}|D^2_{3-\alpha} u|_{W^{m-2}(\Omega)}), \quad \alpha = 1, 2,
\]
\[
\|\eta_3\|_{\omega^+} \leq c|h|^{m-2}(|a_3 D_1 D_2 u|_{W^{m-2}(\Omega)} + \|a_3\|_{c,\mathcal{M}}|D_1 D_2 u|_{W^{m-2}(\Omega)}).
\]

As to the functionals \(\tilde{g}\), it is sufficient to notice that they are bounded for \(u \in W^m_T\) and vanish on \(\pi_3\). Therefore the norms of these functionals are estimated from above by means of \(|h|^{m-2}\|u\|_{W^m_T}\). Moreover, taking into account the imbedding \(W^{m-2}_2 \subset C\) and the inequality \(|av|_{W^{m-2}(\Omega)} \leq c|a|_{W^{m-2}(\Omega)}\|v\|_{W^{m-2}(\Omega)}\), from (10.22) we obtain the estimate
\[
\|\Delta h_z\| \leq c |h|^{m-2}\|u\|_{W^m_T}\max_{0 \leq \alpha \leq 3}\|a_\alpha\|_{W^{m-2}(\Omega)}, \quad 3 < m \leq 4. \quad (10.23)
\]

(b) \(u \in W^m_T(\Omega),\ 2.5 < m \leq 3\). In this case, by definition, \(\tilde{g}(x) \equiv 0\), and the estimate (10.22) takes the form
\[
\|\Delta h_z\| \leq c(\|\eta_1\| + \|\eta_2\| + 2\|\eta_3\|_{\omega^+}), \quad (10.24)
\]
and moreover, instead of (10.10) we have
\[
\eta_{3\alpha} = (T_{3-\alpha}(a_\alpha D^2_\alpha u) - T_{3-\alpha}a_\alpha D^2_\alpha u) + T_\alpha D^2_\alpha u(T_{3-\alpha}a_\alpha - a_\alpha) = \\
\eta^\prime_{3\alpha} + \eta^\alpha, \quad (10.25)
\]

For every (fixed) function \(a_1 \in C(\overline{\Omega})\), the linear with respect to \(u(x)\) functional \(\eta^\prime_{11} = \eta^\prime_{11}(u)\) is bounded since
\[
|\eta^\prime_{11}| \leq \|a_1\|_{c,\mathcal{M}} \frac{1}{h^4} \left( \int_{-1}^{1} |D^2_\tilde{u}(t_0, t_2)| dt_2 + \int_{-1}^{1} |D_\tilde{u}(t_1, 0)| dt_1 \right) \leq \\
\leq c|h|^{-2}\|a_1\|_{c,\mathcal{M}}\|\tilde{u}\|_{W^p_T}\).
\]

Therefore using again the generalized Bramble–Hilbert lemma, we have
\[
|\eta^\prime_{11}| \leq c|h|^{-2}\|a_1\|_{c,\mathcal{M}}\|\tilde{u}\|_{W^p_T} \leq c|h|^{m-2}(h_1 h_2)^{-1/2}\|a_1\|_{c,\mathcal{M}}\|u\|_{W^p_T},
\]
whence
\[
|\eta^\prime_{11}|(x) \leq c|h|^{m-2}\|a_1\|_{c,\mathcal{M}}\|u\|_{W^p_T}. \quad (10.26)
\]

\(\eta^\prime_{11} = \eta^\prime_{11}(a_1)\) is a linear (with respect to \(a_1(x)\), for fixed \(u(x)\)) bounded functional,
\[
|\eta^\prime_{11}|(x) = c(h_1 h_2)^{-1/2}\|u\|_{W^p_T}\|\tilde{u}\|_{W^p_T} \leq c(h_1 h_2)^{-1/2}\|u\|_{W^p_T}\|\tilde{u}\|_{W^p_T},
\]
which vanishes on \(\pi_3\). Consequently,
\[
|\eta^\prime_{11}| \leq c(h_1 h_2)^{-1/2}\|u\|_{W^p_T}\|\tilde{u}\|_{W^p_T} \leq c(h_1 h_2)^{-1/2}\|u\|_{W^p_T}\|\tilde{u}\|_{W^p_T},
\]
and
\[
|\eta^\prime_{11}| \leq c|h|^{m-2}\|a_1\|_{W^{m-2}(\Omega)}\|u\|_{W^p_T}. \quad (10.27)
\]
Taking into account (10.26), (10.27) and analogous estimates for \( \eta'_{22} \) and \( \eta''_{22} \), as well as the imbeddings \( W_p^{m-2} \subset C, W_2^m \subset W_2^2 \), from (10.25) we get

\[
\| \eta_0 \|_{(3-\alpha)} \leq c|h|^{m-2} \| a_0 \|_{W_p^{m-2}(\Omega)} \| u \|_{W_p^2(\Omega)}. \tag{10.28}
\]

Further, representing \( \eta_{00} \) in the form \( \eta_{00} = (T_{3-\alpha} a_0 D_{3-\alpha}^2 u) + T_{3-\alpha} a_0 D_{3-\alpha}^2 u (T_{3-\alpha} a_0 - a_0) \), similarly to (10.25) we have

\[
\| \eta_{00} \|_{(3-\alpha)} \leq c|h|^{m-2} \| a_0 \|_{W_p^{m-2}(\Omega)} \| u \|_{W_p^2(\Omega)}. \tag{10.29}
\]

From (10.12) it follows \( |\eta_3| \leq 2 \| a_3 \|_{C(\omega)} (h_1 h_2)^{-1} \int_0^1 |D_1 D_2 u| d\xi \leq c(h_1 h_2)^{-1/\alpha} \| a_3 \|_{W_p^{m-2}(\Omega)} \| u \|_{W_p^2(\omega)} \). Since \( \eta_3 \) is a linear bounded functional with respect to \( a_3 \in W_p^{m-2} \) and vanishes on \( \pi_0 \),

\[
|\eta_3| \leq c(h_1 h_2)^{-1/\alpha} \| a_3 \|_{W_p^{m-2}(\Omega)} \| u \|_{W_p^2(\omega)} \leq c|h|^{m-2} (h_1 h_2)^{-1/2} \| a_3 \|_{W_p^{m-2}(\Omega)} \| u \|_{W_p^2(\omega)},
\]

whence \( \| \eta_3 \|_{\omega^+} \leq c|h|^{m-2} \| a_3 \|_{W_p^{m-2}(\Omega)} \| u \|_{W_p^2(\Omega)} \). The latter together with the imbedding \( W_2^m \subset W_2^2 \) results in

\[
\| \eta_3 \|_{\omega^+} \leq c|h|^{m-2} \| a_3 \|_{W_p^{m-2}(\Omega)} \| u \|_{W_p^2(\Omega)}. \tag{10.30}
\]

Relying now on the estimate (10.24) and the inequalities (10.28), (10.29) and (10.30), we can write

\[
\| \Delta_h z \| \leq c|h|^{m-2} \| u \|_{W_p^2(\Omega)} \max_{0 \leq \alpha \leq 3} \| a_\alpha \|_{W_p^{m-2}(\Omega)}, 2.5 < m \leq 3. \tag{10.31}
\]

Combining the results (10.23), (10.31) and taking into account the fact that the norms \( \| \Delta_h z \| \) and \( \| z \|_{W_p^2(\omega)} \) are equivalent in the space \( \tilde{H} \) (see [11]), we obtain the following

**Theorem 10.4.** Let the coefficients of the problem (10.1), (10.2) satisfy the conditions (10.3), (10.4), and the solution \( u(x) \in W_2^m(\Omega) \). Then the convergence rate of the difference scheme (10.7) is characterized by the estimate

\[
\| y - u \|_{W_2^2(\omega)} \leq c|h|^{m-2} \max_{0 \leq \alpha \leq 3} \| a_\alpha \|_{W_p^{m-2}(\Omega)} \| u \|_{W_p^2(\Omega)}, 2.5 < m \leq 4, \tag{10.32}
\]

where the constant \( c > 0 \) does not depend on \( |h| \) and \( u(x) \).
CHAPTER 3

Schemes of Higher Accuracy

To avoid cumbersome calculations, it is desirable for the difference scheme to be sufficiently good on rough meshes, i.e. to have higher order accuracy. The problem of increasing the accuracy of a method without increasing standard pattern of difference schemes has always been topical.

In this chapter we suggest difference schemes of higher accuracy for: elliptic equations with the mixed derivatives and lowest derivatives (Sections 11, 12); the problem of bending of an orthotropic plate simply supported over the contour (Section 15). In the case we fail in obtaining such schemes, it is reasonable to obtain an approximate solution of higher accuracy by using the method due to Richardson in which solution of a difference scheme is given on a sequence of meshes (Section 14).

In the problem of bending of an orthotropic plate we suggest a new method of decomposition.

11. Elliptic Equation with a Mixed Derivative

History of the matter. The results of Section 11 have been published in [68]. Analogous estimates for difference schemes of more complicated structure than in the present paragraph were established in [11]. The schemes converging with the rate $O(h^4)$ to the solution $u(x) = C^6(\Omega)$ of the original problem, were suggested and investigated in [70].

In [51] consistent estimates were obtained for the difference schemes (under the condition that the differential equation is satisfied outside of the boundaries, and the solution $u(x)$ preserves the required smoothness).

A difference scheme with the estimate (0.1) for $s = 2$, $m \in (4, 6]$, is considered in [81].

1\textsuperscript{o}. Statement of the problem. Here we suggest and investigate difference schemes of higher accuracy which approximate the problem

\[
\frac{\partial^2 u}{\partial x_1^2} + 2a \frac{\partial^2 u}{\partial x_1 \partial x_2} + \frac{\partial^2 u}{\partial x_2^2} = -f(x), \quad x \in \Omega, \quad u(x) = 0, \quad x \in \Gamma,
\] (11.1)

with the solutions $u(x) \in W_2^m(\Omega)$, $m > 1$. By $\Omega$ is denoted a rectangle with the boundary $\Gamma$, the constant $a$ satisfies the condition $|a| < 1$ for which the operator (11.1) is elliptic.

Suppose that the lengths $\ell_1$ and $\ell_2$ of the rectangle sides are commensurable.
Let \( \omega \) be a quadratic mesh, i.e. \( h_1 = h_2 = h \).

We introduce the space \( H \) of the mesh functions defined on \( \omega \) and equal to zero on \( \gamma \), with the inner product \( (y, v) = (y, v)_\omega \) and with the norm \( \|y\| = (y, y)^{1/2}_\omega \).

On the mesh \( \omega \) we approximate the problem (11.1) by the difference scheme
\[
\begin{align*}
\Delta y &= -\varphi(x), \quad x \in \omega, \quad y(x) = 0, \quad x \in \gamma, \\
\varphi(x) &= T_1 T_2 f + \frac{ah^2}{6} (S_1^0 S_2^0) x_{1/2},
\end{align*}
\]
where \( \Delta y = y_\omega x_{1/2} + a(y_\omega x_{2} + y_\omega x_{3}) + y_\omega x_{2} + \frac{h^2}{12} (1 + 3a + 2a^2)y_\omega x_{1/2} x_{1/2} \).

The existence of a unique solution of the problem (11.2) for any right-hand side \( \varphi(x) \) is proved in [70].

2\( \alpha \). Priori estimates of error. The error \( z = y - u \) is a solution of the problem
\[
\Delta z = -\psi(x), \quad x \in \omega, \quad z(x) = 0, \quad x \in \gamma.
\]
Here \( \psi = Lu + \varphi \) is the approximation error which can be transformed to \( \psi = \eta^{(1)}_{x_1} x_{1/2} + \eta^{(2)}_{x_2 x_2} \), where \( \eta^{(3-\alpha)} = u - T_\alpha u + \frac{h^2}{12} u_\omega x_{1/2}, \alpha = 1, 2, \eta^{(3)} = u^{(-1)} x_{1/2} + u^{(-1)} x_{2/2} + \frac{h^2}{12} u_\omega x_{3/2} - 2S_1^0 S_2^0 \left(u + \frac{h^2}{12} \Delta u\right) \).

**Theorem 11.1.** For a solution \( z \) of the problem (11.4) the estimates
\[
\|z\|_{W^s_2(\omega)} \leq \nu^{-1} J_s, \quad \nu = \frac{2}{3} (1 - |a|), \quad s = 0, 1, 2,
\]
hold, where \( J_0 = \|\eta^{(1)}\|_{\omega_1^2} + \|\eta^{(2)}\|_{\omega_1^2} + |a| \|\eta^{(3)}\|_{\omega_1^2} \), \( J_1 = \|\eta^{(1)}\|_{\omega_1^2} + \|\eta^{(2)}\|_{\omega_1^2} + |a| \|\eta^{(3)}\|_{\omega_1^2} \).

**Proof.** The validity of Theorem 12.1 for the case \( s = 0 \) follows from the inequality \( \|z\| \leq \|\Lambda^{-1} \eta^{(1)}_{x_1} \|_{\omega_1^2} + \|\Lambda^{-1} \eta^{(2)}_{x_2} \|_{\omega_1^2} + |a| \|\Lambda^{-1} \eta^{(3)}_{x_1} \|_{\omega_1^2} \), whose summands in the right-hand side are estimated analogously to [83]. To prove the theorem for \( s = 1, 2 \) we use the formulas of summation by parts, the estimates \( \|\eta^{(1)}\|_{\omega_1^2} \leq (\Lambda - z, z) \) and \( \|\eta^{(3)}\|_{\omega_1^2} \leq (\Lambda - z, z) \) established in [70] (pp. 320, 321), and the Cauchy–Buniakovski’s inequality. \( \square \)

3\( \alpha \). Accuracy of the scheme. It is not difficult to verify that \( \eta^{(\alpha)} \), \( \alpha = 1, 2, 3 \), being linear functionals of the function \( u(x) \), vanish for \( u(x) \in \pi_3 \) and are bounded in \( W^n_2(\Omega), m > 1 \). The first and the second difference derivatives of \( \eta^{(\alpha)} \) are likewise bounded in \( W^n_2(\Omega), m > 1 \), and vanish, respectively, for \( u(x) \in \pi_3 \) and \( u(x) \in \pi_5 \).

Using the generalized Bramble–Hilbert lemma and the above-mentioned properties of the functionals \( \eta^{(\alpha)} \), we establish upper bounds for the functional norms, their first and second difference derivatives, respectively through the values \( h^m |u|_{m, \Omega}, m \in \{1, 4\}, h^{m-1} |u|_{m, \Omega}, m \in \{1, 5\}, h^{m-2} |u|_{m, \Omega}, m \in \{1, 6\} \). Using these estimates in the inequalities (11.5), we can see that the following theorem is valid.
Theorem 11.2. If a solution of the problem (11.1) is sufficiently smooth, i.e. \( m > 1 \), then the convergence of the scheme (11.2), (11.3) is characterized by the estimates
\[
\| y - u \|_{W^2_w(\omega)} \leq c h^{m-s} |u|_{W^{m+2s}(\Omega)}, \quad m \in (3,4+s], \quad s = 0,1,2. \tag{11.6}
\]

4\(^{\text{th}}\). Modification of the scheme. Consider the scheme (11.2) with the right-hand side
\[
\tilde{\varphi} = T_1 T_2 f + \frac{ah^2}{12} (f x_1 x_2 + f x_1 x_2). \tag{11.7}
\]

The following theorem is valid.

Theorem 11.3. If a solution of the problem (11.2) is sufficiently smooth, i.e. \( m > 1 \), then the convergence of the scheme (11.2), (11.7) is characterized by the estimates
\[
\| \tilde{y} - u \|_{W^2_w(\omega)} \leq c h^{m-s} |u|_{W^{m+2s}(\Omega)}, \quad m \in (3,4+s], \quad s = 0,1,2. \tag{11.8}
\]

Proof. Let \( y \) and \( \tilde{y} \) be, respectively, solutions of the discrete problems (11.2), (11.3) and (11.2), (11.7). For the difference \( \tilde{y} - y \) we formulate the following problem:
\[
\Lambda (\tilde{y} - y) = \frac{ah^2}{12} (2 S_1 S_2 f - f^{(-1)} - f^{(-1)})_{x_1 x_2}, \quad x \in \omega, \quad \tilde{y} - y = 0, \quad x \in \gamma. \tag{11.9}
\]

For a solution of the problem (11.9) it is not difficult to obtain an estimate through the semi-norm of the right-hand side of the problem (11.1), \( \| \tilde{y} - y \|_{W^2_w(\omega)} \leq c h^{2+\beta-s} |f|_{W^\beta_w(\Omega)}, \quad \beta \in (1,2+s], \quad s = 0,1,2 \), or through the semi-norm of a solution of the problem (11.1), \( \| \tilde{y} - y \|_{W^2_w(\omega)} \leq c h^{m-s} |u|_{W^{m+2s}(\Omega)}, \quad m \in (3,4+s], \quad s = 0,1,2 \).

To see that (11.8) is valid, it remains to make use of the triangle inequality \( \| \tilde{y} - u \|_{W^2_w(\omega)} \leq \| \tilde{y} - y \|_{W^2_w(\omega)} + \| y - u \|_{W^2_w(\omega)} \), whose second summand is estimated by Theorem 11.2. \( \square \)

Remark 11.1. Using the imbedding \( W^1_2(\omega) \) in \( C(\Omega) \) for the mesh functions of two variables with the multiplier \( |\ln h|^{0.5} \) ([63]), we obtain for the schemes (11.2), (11.3) and (11.2), (11.7) the estimates
\[
\| y - u \|_{C(\omega)} \leq c |\ln h|^{0.5} h^{m-1} |u|_{W^{m+2s}(\Omega)}, \tag{11.10}
\]
with \( m \in (1,5] \) and \( m \in (3,5] \), respectively.

Using the imbedding \( W^2_2(\omega) \) in \( C(\omega) \), for the both schemes we obtain
\[
\| y - u \|_{C(\omega)} \leq c h^4 |u|_{W^2_w(\Omega)}. \]
12. Elliptic Equation with the Lowest Derivatives

History of the matter. The results of this section have been published in [18]. In [47], for the problem (12.1) on the square mesh a difference scheme possessing the fourth order accuracy is considered. This scheme is a particular case of the constructed and investigated earlier in [3] scheme of higher accuracy, converging with the rate $O(|h|^4)$ to the solution $u(x) \in C^6(\Omega)$.

1°. Statement of the problem. In the rectangle $\Omega$ we consider the Dirichlet problem

$$
\frac{\partial^2 u}{\partial x_1^2} + \frac{\partial^2 u}{\partial x_2^2} + \lambda_1 \frac{\partial u}{\partial x_1} + \lambda_2 \frac{\partial u}{\partial x_2} = -f(x), \ x \in \Omega, \ u(x) = 0, \ x \in \Gamma, (12.1)
$$

where $\lambda_1$ and $\lambda_2$ are constant coefficients. It is assumed that $f \in W^{m-2}_2(\Omega)$ and $W^m_2(\Omega), m \geq 2$.

Suppose that lengths $\ell_1$ and $\ell_2$ of the sides of the rectangle $\Omega$ are commensurable. Let $\omega$ be a quadratic mesh, i.e. $h_1 = h_2 = h$.

Consider the space $H$ of the mesh functions given on $\omega$, with the inner product $(y, v) = (y, v)_\omega$ and with the norm $\|y\| = \|y\|_\omega$.

In $H$, the designations $\| \cdot \|_{(\alpha)}$ and $\| \cdot \|_{(\alpha+)}$ take the form $\|v\|_{(1+)}^2 = \sum_{\omega^1 \times \omega^2} h_1 h_2 v^2, \|v\|_{(2+)}^2 = \sum_{\omega^1 \times \omega^2} h_1 h_2 v^2, \|v\|_{(\alpha)} = \|v\|$.

In the space $H$ we define the operators $\Lambda_\alpha, \partial_\alpha, \alpha = 1, 2$, as follows: $\Lambda_\alpha y = \hat{y}_{\pi, x_{\alpha}}, \partial_\alpha y = \hat{y}_{x_{\alpha}}, y \in H$ and $\hat{y}(x) = y(x)$ for $x \in \omega, \hat{y}(x) = 0$ for $x \in \gamma$.

Let $\Lambda = -\Lambda_1 - \Lambda_2$. It is known (see, e.g., [69]) that the operator $\Lambda$ is self-conjugate, positive definite in $H$, and

$$
\left(\frac{8}{\ell_1^2} + \frac{8}{\ell_2^2}\right) E \leq \Lambda \leq \left(\frac{4}{\ell_1^2} + \frac{4}{\ell_2^2}\right) E, \ E y \equiv y. (12.2)
$$

It is not difficult to verify that

$$
\|y\|_{W^2_2(\omega)}^2 = (\Lambda y, y)^{1/2}, \ |y|_{W^2_2(\omega)} = \|\Lambda y\|. (12.3)
$$

We approximate the problem (12.1) by the difference scheme

$$
L_h y \equiv (A + B + C)y = \varphi, \ x \in \omega, \ y \in H, (12.4)
$$

where

$$
\varphi(x) = T_1 T_2 f + \frac{h^2}{12} \sum_{\alpha=1}^2 \lambda_\alpha \frac{\partial f}{\partial x_{\alpha}}, (12.5)
$$

$$
A = - \sum_{\alpha=1}^2 \Lambda_\alpha \left( E + \frac{h^2}{12} \Lambda_3 - \Lambda_{3-\alpha} \right), \ C = \sum_{\alpha=1}^2 \lambda_\alpha \Lambda_\alpha \left( E + \frac{h^2}{6} \Lambda_3 - \Lambda_{3-\alpha} \right),
$$

$$
B = - \frac{h^2}{12} \left( \lambda_1^2 \Lambda_1 + \lambda_2^2 \Lambda_2 + 2 \lambda_1 \lambda_2 \partial_1 \partial_2 \right).
$$

2°. A priori estimates. The following lemma is valid.
Lemma 12.1. The operator $L_h$ is positive definite in $H$ and the estimate

$$L_h \geq \frac{2}{3} \Lambda, \quad (12.6)$$

$$\|\Lambda y\| \leq c_0 \|L_h y\|, \quad (12.7)$$

$$\|L_h^{-1} y\| \leq c_0 \|\Lambda^{-1} y\| \quad (12.8)$$

is valid with $c_0 = 1.5(1 + 3\sqrt{2}T_2\ell_2\lambda/8)$, $\lambda = \max(|\lambda_1|; |\lambda_2|)$.

Proof. The estimate (12.6) follows from the easily verifiable relations $A = A^* \geq \frac{2}{3} \Lambda$, $B = B^* \geq 0$, $C = -C^*$, and on the basis of (12.2) it is obvious that the operator $L_h$ is positive definite.

Next, taking into account the relation

$$\|y_{\xi_1,\xi_2}\| \leq \|y_{\xi_1,\xi_2}\|_\omega + = (\Lambda_1 y, \Lambda_2 y),$$

we have

$$\langle B y, -\Lambda_\alpha y \rangle \geq \frac{h^2}{12} \left( \Lambda_\alpha^2 \|\Lambda_\alpha y\|^2 + \Lambda_3^{3-\alpha} \|y_{\xi_1,\xi_2}\|^2 + 2|\lambda_1 \lambda_2| \|\Lambda_\alpha y\| \|y_{\xi_1,\xi_2}\|_\omega^+ \right) \geq 0.$$  

Moreover, $\langle A y, -\Lambda_\alpha y \rangle \geq \frac{2}{3} \|\Lambda_\alpha y\|^2 + \frac{2}{3} (\Lambda_1 y, \Lambda_2 y)$, $\alpha = 1, 2$. Consequently,

$$\|\Lambda y\| \leq \frac{3}{2} \|A + B\| y.$$  

(12.9)

Obviously,

$$\|C y\| \leq \lambda \sum_{\alpha=1}^2 \left( E + \frac{h^2}{6} \Lambda_3^{3-\alpha} \right) |\partial_\alpha y| \leq \lambda \sum_{\alpha=1}^2 \left( E + \frac{h^2}{6} \Lambda_3^{3-\alpha} \right) \|\partial_\alpha y\| \leq \lambda (\|\partial_1 y\| + \|\partial_2 y\|),$$

and hence

$$\|C y\| \leq \sqrt{2} \lambda |y|_{W_{2,\omega}^2}.$$  

(12.10)

Using the inequality (12.6) and the difference analogue of the Fridrichs inequality, we obtain

$$|y|_{W_{2,\omega}^2} \leq \frac{3\sqrt{2}T_2\ell_2}{8} \|L_h y\|,$$  

(12.11)

and from (12.10) it follows that the estimate

$$\|C y\| \leq \frac{3\sqrt{2}T_2\ell_2}{8} \lambda \|L_h y\|$$  

(12.12)

is valid.

Replacing in (12.9) $A + B = L_h - C$ and taking into account (12.12), we arrive at (12.7).

Analogously to (12.7), we can see that the estimate

$$\|\Lambda y\| \leq c \|L_h y\|, \quad \forall y \in H,$$  

(12.13)
is valid.

Further, the operator $L_h^*L_h$ is self-conjugate and positive definite in $H$. Therefore

$$
\|L_h^{-1}y\| = \|(L_h^*L_h)^{-1}L_h^{-1}y\| = 
\sup_{v \neq 0} \frac{\|(L_h^*y,v)\|}{\|L_h^*L_hv\|} = 
\sup_{v \neq 0} \frac{\|(\Lambda^{-1}y, L_hv)\|}{\|L_h^*L_hv\|} \leq \|\Lambda^{-1}y\| \sup_{v \neq 0} \frac{\|\Lambda L_hv\|}{\|L_h^*L_hv\|},
$$

whence on the basis of (12.13) we obtain the inequality (12.8).

The error $z = y - u$ of the difference scheme (12.4), (12.5) is a solution of the problem

$$L_hz = \psi, \; z \in H, \quad (12.14)$$

where the approximation error is representable in the form of the sum

$$
\psi = \sum_{\alpha=1}^{2} \left( \Lambda_\alpha \eta_\alpha + \lambda_\alpha \Lambda_{3-\alpha} \eta_\alpha + \lambda_\alpha \eta_\alpha x_\alpha + \lambda^2_\alpha \Lambda_\alpha \eta_\alpha \right) + \lambda_1 \lambda_2 z_{1,2}. \quad (12.15)
$$

Here $\eta_\alpha = u + \frac{h^2}{4} \Lambda_{3-\alpha} u - T_{3-\alpha} u$, $\eta_\alpha = \frac{h^2}{4} \left( \frac{1}{2} (u + u^{(-1)\alpha}) - S_{\alpha} u \right) x_\alpha$, $\eta_\alpha = \frac{1}{2} (u + u^{(-1)\alpha}) + \frac{h^2}{4} S_{\alpha} \Lambda_{3-\alpha} u - S_{\alpha} T_{3-\alpha} u - \frac{h^2}{4} T_{3-\alpha} \left( \partial_x \right) \eta_\alpha$, $\eta_\alpha = \frac{h^2}{4} (u - T_{3-\alpha} u)$, $\eta_\alpha = \frac{h^2}{4} \left( \frac{1}{2} (u + u^{(-1)\alpha}) + u^{(-1)\alpha} + u^{(-1)\alpha} - u^{(-1)\alpha}) - S_{\alpha}^2 S_{\alpha} u \right)$.

Since the operator $L_h$ is positive definite, this implies that the scheme (12.4), (12.5) and the problem (12.14) are uniquely solvable.

**Lemma 12.2.** For the solution of the difference boundary value problem (12.14) the a priori estimates

$$
\|z\| \leq 
\leq c \left( \sum_{\alpha=1}^{2} \left( \|\eta_\alpha\| + \frac{\lambda_\alpha}{\sqrt{8}} \|\eta_\alpha x_\alpha\| + \lambda^2 \|\eta_\alpha\| + \lambda \|\eta_\alpha x_\alpha\| \right) + \lambda^2 \|\eta_\alpha x_\alpha\| \right), \quad (12.16)
$$

$$
|z|_{H^{2}_0} \leq \lambda^2 \|\eta_\alpha x_\alpha\| + \frac{2}{3} \left( 2 \sum_{\alpha=1}^{2} \|\eta_\alpha x_\alpha\| + \lambda \|\eta_\alpha x_\alpha\| + \lambda^2 \|\eta_\alpha x_\alpha\| \right), \quad \beta = 3 - \alpha, \quad (12.17)
$$

are valid.

**Proof.** The inequality (12.16) is obtained from the estimate (12.8). To prove the estimate (12.17), we have to multiply both parts of (12.14) scalarly by $z$ and make use of the formulas of summation by parts and the inequality (12.6). The estimate (12.18) follows directly from (12.14) by using (12.7).
The norms $|\cdot|_{W^s_2(\omega)}$ and $\|\cdot\|_{W^s_2(\omega)}$, $s = 1, 2$, are equivalent. Therefore the inequalities (12.15)–(12.17) together with the Bramble-Hilbert lemma allow one to establish that the following statement on the accuracy of the difference scheme (12.4), (12.5) is valid.

**Theorem 12.1.** Let the solution of the problem (12.1) belong to the space $W^m_2(\Omega)$. Then the convergence rate of the difference scheme (12.4), (12.5) is defined by the estimate

$$
\|y - u\|_{W^s_2(\omega)} \leq ch^{m-s} \|u\|_{W^m_2(\Omega)}, \quad m \in [2, 4 + s], \quad s = 0, 1, 2. \tag{12.19}
$$

Let now the right-hand side in (12.4) be defined by the equality

$$
\varphi = f + \frac{h^2}{12} (\Lambda_1 + \Lambda_2 + \lambda_1 \partial_1 + \lambda_2 \partial_2) f. \tag{12.20}
$$

The difference scheme (12.4), (12.20) is, in fact, the scheme from [2], [47].

The following statement is valid.

**Theorem 12.2.** Let the solution of the problem (12.1) belong to the space $W^m_2(\Omega), m > 3$. Then the convergence rate of the different scheme (12.4), (12.20) is defined by the estimate

$$
\|y - u\|_{W^s_2(\omega)} \leq ch^{m-s} \|u\|_{W^m_2(\Omega)}, \quad s = 2, \quad m \in (3, 6]. \tag{12.21}
$$

As is mentioned in [47], the equations of the type (12.1) often appear in the problems of hydrodynamics upon linearization of the equation of motion, and it is desirable for the corresponding difference scheme to possess good accuracy for sufficiently large values of $\lambda$. Therefore of special interest is to write out the estimate for the convergence rate with regard for $\lambda$. Such estimate, for example, in the norm $W^2_2(\omega)$ for the scheme (12.4), (12.5) has the form $\|y - u\|_{W^2_2(\omega)} \leq ch^{m-2}(1 + \lambda h^{m_1} + \lambda^2 h^{m_2}) \|u\|_{W^m_2(\Omega)}, m \in (3, 6]$, where $m_1 = \min(1, 6-m)$, $m_2 = \min(2, 6-m)$.

**Remark 12.1.** Using the imbedding of $W^2_2(\omega)$ in $C(\omega)$ for the mesh functions of two variables with the multiplier $|\ln h|^{0.5}$ ([63]), for the schemes (12.4), (12.5) and (12.4), (12.20) we obtain the estimates $\|y - u\|_{C(\omega)} \leq c|\ln h|^{0.5} h^{m-1} \|u\|_{W^m_2(\Omega)}$ with $m \in (2, 5]$ and $m \in (3, 5]$, respectively.

Using the imbedding $W^2_2(\omega)$ in $C(\omega)$, for both schemes we obtain $\|y - u\|_{C(\omega)} \leq ch^{m-2} \|u\|_{W^m_2(\Omega)}$ with $m \in (2, 6]$ and $m \in (3, 6]$, respectively.

13. Richardson’s Method of Extrapolation

**History of the matter.** One of the methods of constructing approximate solutions of higher accuracy is Richardson’s method of extrapolation in which the use is made of the solution of difference schemes on a sequence of meshes. For the Poisson equation, this method is justified in the works by E. A. Volkov (see, e.g., [82]) and considered in detail in [61]. However,
the above-mentioned works essentially use Taylor’s formula, and this results in too strict smoothness requirements imposed on the coefficients and solutions of the original problem.

The present section is devoted to obtaining consistent estimates for the convergence rate in Richardson’s method of extrapolation for elliptic equations with mixed derivatives and variable coefficients. The results of Section 13 have been published in [14]. In the case of constant coefficients, analogous results were obtained in [9].

1. Statement of the problem. In the domain Ω we consider the Dirichlet problem

\[ Lu \equiv - \sum_{\alpha,\beta=1}^{2} \partial_{x_{\alpha}} (a_{\alpha\beta} \partial_{x_{\beta}} u) + a_{0} u = f, \quad x \in \Omega, \quad u(x) = 0, \quad x \in \Gamma. \quad (13.1) \]

It is assumed that

\[ a_{\alpha\beta} \in W_{2}^{m-1}(\Omega) \quad (\alpha, \beta = 1, 2), \quad 0 \leq a_{0}(x) \in W_{2}^{m-2}(\Omega), \quad f(x) \in W_{2}^{m-2}(\Omega), \quad u(x) \in W_{2}^{m}(\Omega), \quad m \in (3, 4) \quad (13.2) \]

and let the condition of uniform ellipticity

\[ \sum_{\alpha,\beta=1}^{2} a_{\alpha\beta}(x) \xi_{\alpha} \xi_{\beta} \geq \nu (\xi_{1}^{2} + \xi_{2}^{2}), \quad \nu = \text{const} > 0, \quad x \in \Omega, \quad (13.3) \]

be fulfilled.

We approximate the problem (13.1) by the difference scheme

\[ Ay \equiv - \sum_{\alpha,\beta=1}^{2} \Lambda_{\alpha\beta} y + a y = \varphi, \quad x \in \omega, \quad y(x) = 0, \quad x \in \gamma, \quad (13.4) \]

where \( \Lambda_{\alpha\beta} y = 0.5 \left( (a_{\alpha\beta} y_{x_{\alpha}})_{x_{\beta}} + (a_{\alpha\beta} y_{x_{\beta}})_{x_{\alpha}} \right), \quad \varphi(x) = T_{1}T_{2}f, \quad a_{\alpha\beta}(x) = S_{1}^{+}S_{2}^{+} a_{\alpha\beta}, \quad a_{\alpha\beta}(x) = a_{\alpha\beta}(x_{1} - h_{1}, x_{2} - h_{2}), \quad a(x) = T_{1}T_{2}a_{0}. \)

Let \( H \) be the space of the mesh functions defined on \( \overline{\omega} \) and equal to zero on \( \gamma \), with the inner product \( (y, v) = (y, v)_{\omega} \) and the norm \( \|y\| = \|y\|_{\omega} \). The notation \( \| \cdot \|_{(\alpha+)} \) takes the form \( \|v\|^{2}_{(\alpha+)} = \sum_{\omega_{1} \times \omega_{2}} h_{1}h_{2}v^{2} \).

The operator \( A \) is positive definite (and for \( a_{12}(x) \equiv a_{21}(x) \) is self-conjugate as well) in \( H \), hence the problem (13.4) is uniquely solvable, and the estimate (see (3.6))

\[ \|y\|_{W_{2}^{1}(\omega_{1})} \leq \frac{1}{\nu} \left( 1 + \frac{\ell_{1}^{2} + \ell_{2}^{2}}{8(\ell_{1}^{4} + \ell_{2}^{4})} \right) (Ay, y), \quad \forall y \in H, \quad (13.5) \]

is valid.

Let \( y^{h}(x) \) be a solution of the difference scheme (13.4) on the mesh \( \omega_{h} = \omega \), and \( y^{h/2}(x) \) be a solution on the mesh \( \omega_{h/2} \) with the steps \( h_{1}/2 \) and \( h_{2}/2 \).
We will show that the linear combination
\[ \tilde{y}(x) = \frac{4y^{h/2}(x) - y^h(x)}{3}, \quad x \in \Omega_h \] 
has higher accuracy as \( |h| \to 0 \).

**2. Expansion of the difference solution.** In the course of our investigation we will consider the following auxiliary differential problems:

\[ \begin{align*}
L_{v(\alpha)} &= \frac{\partial}{\partial x_\alpha} (\Phi_{\alpha\alpha} - F_{\alpha\alpha}) + \frac{\partial}{\partial x_{3-\alpha}} (\Phi_{3-\alpha\alpha} - F_{3-\alpha\alpha}) + F_\alpha, \quad x \in \Omega, \\
v(\alpha)|_\Gamma &= 0, \quad \alpha = 1, 2, \\
L_{v(3)} &= -\frac{\partial}{\partial x_1} \Phi_{12} - \frac{\partial}{\partial x_2} \Phi_{21}, \quad x \in \Omega, \quad v(3)(x) = 0, \quad x \in \Gamma,
\end{align*} \]

where
\[ \begin{align*}
F_{\alpha\beta} &= \frac{\partial^2 u}{\partial x_\alpha \partial x_\beta} + |\alpha - \beta| (\frac{\partial^4 u}{\partial x_\alpha \partial x_\beta \partial x_\alpha \partial x_\beta} - (-1)^{\alpha+\beta} \frac{\partial^3 u}{\partial x_\alpha \partial x_\beta \partial x_\alpha} - \frac{\partial^2 u}{\partial x_\alpha \partial x_\beta} - \frac{\partial u}{\partial x_\alpha}), \\
\Phi_{\alpha\beta} &= a_{\alpha,3-\alpha} \frac{\partial^3 u}{\partial x_\beta \partial x_3 \partial x_{3-\beta}} - (-1)^{\alpha+\beta} a_{\alpha,3-\alpha} \frac{\partial^2 u}{\partial x_1 \partial x_2}, \quad \alpha, \beta = 1, 2,
\end{align*} \]

The fulfilment of the assumptions (13.2) and (13.3) implies the existence of a unique (from the class \( W_2^2(\Omega) \), \( 1 < \lambda \leq 2 \)) solution of the problem (13.1), satisfying the a priori estimates ([71], p. 172)

\[ \begin{align*}
\|v(\alpha)\|_{m-2, \Omega} &\leq c\left( \|\Phi_{\alpha\alpha} - F_{\alpha\alpha}\|_{m-3, \Omega} + \|\Phi_{3-\alpha\alpha} - F_{3-\alpha\alpha}\|_{m-3, \Omega} + \|F_\alpha\|_{m-3, \Omega} \right), \quad \alpha = 1, 2, \\
\|v(3)\|_{m-2, \Omega} &\leq c\left( \|\Phi_{12}\|_{m-3, \Omega} + \|\Phi_{21}\|_{m-3, \Omega} \right), \quad m \in (3, 4).
\end{align*} \]

Let
\[ \begin{align*}
\eta_0 &= T_{11}T_2(a_0u) - T_1T_2a_0u - T_1T_2\left( h_1^2 F_1 + h_2^2 F_2 \right), \\
\eta_{\alpha\alpha} &= S^- S^- a_{\alpha\alpha} u_{x_\alpha} - S^- T^- a_{\alpha\alpha} D_{\alpha\alpha} u - h_2^2 F_{\alpha\alpha} - h_3^2 F_{\alpha\beta}, \\
\eta_{\alpha\beta} &= 0.5(S^- S^- S^- a_{\alpha\beta} u_{x_\beta} + S^- T^- a_{\alpha\beta} u_{x_\beta}^{(-1)}), \\
\eta_{3\beta} &= -S^- T^- a_{\alpha\beta} D_{\beta\alpha} u + h_2^2 F_{\alpha\alpha} + h_3^2 F_{\alpha\beta} - \frac{h_1 h_2}{4} F_{\alpha\beta}, \quad \beta = 3 - \alpha, \quad \alpha = 1, 2.
\end{align*} \]
Then after some transformations we will have
\[ \Lambda_{αα} u = T_1 T_2 \left( D_α(a_{αα} D_α u) - \frac{h^2}{12} D_α F_{αα} - \frac{h^2}{12} D_α F_{αβ} \right) + (η_{αα})_{xα}, \]
\[ \Lambda_{αβ} u = T_1 T_2 \left( D_α(a_{αβ} D_β u) + \frac{h^2}{12} D_α F_{αα} + \frac{h^2}{12} D_α F_{αβ} - \frac{h_1 h_2}{4} D_α F_{αβ} \right) + (η_{αβ})_{xα}, \]
and hence
\[ Au = T_1 T_2 (Lu) + \frac{h^2}{12} T_1 T_2 \left( D_1(F_{11} - Φ_{11}) + D_2(F_{21} - Φ_{21}) - F_1 \right) + \]
\[ + \frac{h^2}{12} T_1 T_2 \left( D_1(F_{12} - Φ_1) + D_2(F_{22} - Φ_{22}) - F_2 \right) + \]
\[ + \frac{h_1 h_2}{4} T_1 T_2 \left( D_1 Φ_{12} + D_2 Φ_{21} \right) - (η_{11} + η_{12})_{x1} - (η_{21} + η_{22})_{x2} - η_0. \]  
(13.10)

Introduce the notation
\[ η_0^{(j)} = T_1 T_2 (a_{00} v_{(j)}) - T_1 T_2 a_{00} v_{(j)}, \]
\[ η_{αα}^{(j)} = S_α^2 a_{αα} (v_{(j)})_xα - S_α^2 T_β (a_{αα} D_α v_{(j)}), \]
\[ η_{αβ}^{(j)} = 0.5 \left( S_1^3 S_2^3 a_{αβ} (v_{(j)})_xβ + S_1^2 S_2^4 a_{αβ} (v_{(j)}^{-1})_xβ \right) - S_α^2 T_β \left( a_{αβ} \frac{∂v_{(j)}^j}{∂xβ} \right), \]
\[ \beta = 3 - α, \quad α = 1, 2, \quad j = 1, 2, 3. \]  
(13.11)

It is not difficult to notice that
\[ Λ_{αβ} v_{(j)} = T_1 T_2 D_α (a_{αβ} D_β v_{(j)}) + (η_{αβ})_{xα}, \quad α, β = 1, 2, \quad j = 1, 2, 3, \]
and thus
\[ Av_{(j)} = T_1 T_2 \left( Lv_{(j)} - \sum_{α, β=1}^2 (η_{αβ})_{xα} - η_0^{(j)} \right), \quad j = 1, 2, 3. \]  
(13.12)

The functions \( y(x), u(x), v_j(x), j = 1, 2, 3, \) are defined on the mesh \( \mathcal{V}. \)
Therefore the function \( z = y - u - \frac{h^2}{12} v_{(1)} - \frac{h^2}{12} v_{(2)} - \frac{h_1 h_2}{4} v_{(3)} \) will likewise be defined on the mesh \( \mathcal{V}. \)

Substituting in (13.4) the obtained from the above inequality function
\[ y(x) = u(x) + \frac{h^2}{12} v_{(1)}(x) + \frac{h^2}{12} v_{(2)}(x) + \frac{h_1 h_2}{4} v_{(3)}(x) + z(x), \quad x ∈ \mathcal{V}, \]  
(13.13)
and taking into account (13.1), (13.7), (13.10), (13.12), we obtain for \( z \) the problem
\[ Az = ψ_{1x} + ψ_{2x} + ψ_0, \quad x ∈ \omega, \quad z(x) = 0, \quad x ∈ γ, \]  
(13.14)
where
\[ ψ_0 = η_0 + \frac{h^2}{12} η_0^{(1)} + \frac{h^2}{12} η_0^{(2)} + \frac{h_1 h_2}{4} η_0^{(3)}, \]  
(13.15)
\[ \psi_\alpha = \sum_{\beta=1}^{2} \left( \eta_{a\beta} + \frac{h_1^2}{12} \eta_{\alpha(1)} + \frac{h_2^2}{12} \eta_{\alpha(2)} + \frac{h_1 h_2}{4} \eta_{\alpha(3)} \right), \quad \alpha = 1, 2. \quad (13.16) \]

Using the inequality (13.5), it is not difficult to get an a priori estimate for a solution of the problem (13.14): \[ \|z\|_{W^1_2(\omega)} \leq c(\|\psi_1\|_{(1+)} + \|\psi_2\|_{(2+)} + \|\psi_0\|), \]
so taking into account (13.15), (13.16), we find
\[ \|z\|_{W^1_2(\omega)} \leq c\left( \|\eta_0\| + \sum_{\alpha,\beta=1}^{2} \|\eta_{a\beta}\|_{(\alpha+)} + \|\eta_0\|^{(1)} + \sum_{\alpha,\beta=1}^{2} \|\eta_{a\beta}\|_{(\alpha+)} \right). \quad (13.17) \]
Thus we have proved the following

**Lemma 13.1.** Let \( u(x) \) and \( v(j)(x) \), \( j = 1, 2, 3 \), be solutions of the problem (13.1), (13.7), respectively, and let the assumptions (13.2), (13.3) be valid. Then for the solution \( y(x) \) of the difference scheme (13.4) the expansion (13.13) is valid, and for the mesh function \( z(x) \) the estimate (13.17) is valid.

3\(^{\circ}\). Estimation of a solution of the problem (13.4). To obtain an estimate for the convergence rate of the extrapolation solution (13.6), we will need an estimate of the mesh function \( z(x) \) appearing in the right-hand side of the inequality (13.17).

Let \( e = e(x) = (x_1 - h_1, x_1 + h_1) \times (x_2 - h_2, x_2 + h_2), e_\alpha = e_\alpha(x) = (x_1 - h_1, x_1 + (\alpha - 1)h_1) \times (x_2 - h_2, x_2 + (2 - \alpha)h_2), \alpha = 1, 2. \)

We prove the following

**Lemma 13.2.** Let \( u \in W^m_2(\Omega), a_0 \in W^{m-2}(\Omega), a_{\alpha\beta} \in W^{m-1}_2(\Omega), \alpha, \beta = 1, 2, m \in (3, 4) \). Then for the expressions \( \eta_{a\beta} \) (\( \alpha, \beta = 1, 2 \), \( \eta_0 \), defined by the formulas (13.3) the estimates
\[ |\eta_{a\beta}| \leq c|h|^{m-1}(h_1, h_2)^{-1/2} \times \left( |a_{\alpha\beta} D_{\beta} u|_{m-1, c} + ||a_{\alpha\beta}||_{m-1, \Omega} u|_{m, c} + ||a_{a\beta}||_{m-1, e} u|_{m, \Omega} \right), \quad (13.18) \]
\[ |\eta_0| \leq c|h|^{m-1}(h_1, h_2)^{-1/2} \left( |a_0 u|_{m-2, \Omega} u|_{m-1, e} + \sum_{\alpha=1}^{2} \left( \sum_{\beta=1}^{2} |a_0 D_{\alpha} D_{\beta} u|_{m-3, e} + |a_0 D_{\alpha} u|_{m-2, e} \right) \right) \quad (13.19) \]
are fulfilled.

**Proof.** Using the notation
\[ t^{(1)}(v) = S^{-1} v - \nu - \frac{h_1^2}{24} S^{-1} T_2 D_2^2 u, \]
\[ t^{(2)}(v) = \nu - S T_2 \left( v - \frac{h_1^2}{24} D_1^2 v - \frac{h_2^2}{12} D_2^2 v \right), \]
\( \nu(x) \equiv v(x - \frac{h_1}{2}, x_2) \),
\[ \ell^{(3)}(v) = S_1^{-} \overline{S}_2^v v - \overline{S}_1^{-} T_2 \left( \frac{h_2^2}{24} D_2^2 v + \frac{h_2^2}{6} D_2^v v \right), \]

\[ \ell^{(4)}(v, w) = S_1^{-} T_2 v S_1^{-} \overline{S}_2^w w - S_1^{-} T_2 (vw), \]

\[ \ell^{(5)}(v, w) = S_1^{-} T_2 w - S_1^{-} T_2 (vw), \]

we represent \( \eta_{11} \) in the form

\[ \eta_{11} = S_1^{-} \overline{S}_2 \alpha_{11} \ell^{(1)}(D_1 u) + \ell^{(2)}(a_{11} D_1 u) + D_1 \overline{\pi} \ell^{(3)}(a_{11}) + \]

\[ + \ell^{(4)} \left( \frac{h_2^2}{24} D_1^2 a_{11} + \frac{h_2^2}{6} D_2^2 a_{11}, D_1 u \right) + \frac{h_2^2}{24} \ell^{(5)}(D_1^2 u, a_{11}). \] (13.20)

It can be easily verified that the functionals \( \ell^{(i)}(v), i = 1, 2, 3, \) are bounded in \( W_2^2(\Omega) \) and vanish on polynomials of second degree. Therefore using the Bramble–Hilbert lemma, we obtain

\[ |\ell^{(i)}(v)| \leq c |h|^{m(1,h_2)}^{-1/2} |v|_{m,e_1}, m \in [2,3], i = 1, 2, 3. \] (13.21)

If \( w \in W_2^m(\Omega), m > 2, \) then \( w \in C^1(\Omega), \) and hence the direct checking results in the estimate

\[ |\ell^{(i)}(v, w)| \leq c |h|^{m(1,h_2)}^{-1/2} \|v\|_{m,e_1} \|w\|_{m,\Omega}, \ m > 2, \ i = 4, 5. \] (13.22)

Using the inequalities (13.21) and (13.22), we see from (13.20) that the estimate (13.18) for \( \alpha = \beta = 1 \) is valid. The functional \( \eta_{22} \) is estimated analogously.

Estimate now the functional \( \eta_{12}. \) Towards this end, we transform it as follows:

\[ \eta_{12} = \ell^{(2)}(a_{12} D_2 u) + D_2 \overline{\pi} \ell^{(3)}(a_{12}) + \ell^{(4)} \left( \frac{h_2^2}{24} D_1^2 a_{12} + \frac{h_2^2}{6} D_2^2 a_{12}, D_2 u \right) + \]

\[ + \ell^{(5)} \left( \frac{h_2^2}{8} D_1^2 D_2 u + \frac{h_2^2}{6} D_2^2 u - \frac{h_1 h_2}{4} D_1 D_2^2 u, a_{12} \right) + \]

\[ + \ell^{(5)} \left( D_2 a_{12}, \frac{h_2^2}{4} D_2^2 u - \frac{h_1 h_2}{4} D_1 D_2 u \right) + \]

\[ + \frac{h_2}{4} S_1^{-} T_2 D_2 a_{12} \ell^{(6)}(D_2 u) + S_1^{-} \overline{S}_2 a_{12} \ell^{(7)}(D_2 u), \] (13.23)

where

\[ \ell^{(6)}(v) = S_2^+ v^{(-1)} - S_2^- v + h_1 S_1^{-} \overline{S}_2^1 D_1 v - h_2 S_1^{-} \overline{S}_2^2 D_2 v, \]

\[ \ell^{(7)}(v) = 0.5 \left( S_2^+ v + S_2^- v^{(-1)} \right) - \overline{\pi} - S_1^{-} T_2 \left( \frac{h_2^2}{8} D_1^2 v + \frac{h_2^2}{6} D_2^2 v - \frac{h_1 h_2}{4} D_1 D_2 v \right). \]

The first four summands in (13.23) we estimate by means of (13.21) and (13.22), and the rest of the summands we estimate by the inequality

\[ |\ell^{(5)}(v, w)| \leq c |h|^{\lambda(1,h_2)}^{-1/2} \|v\|_{1+\lambda,\Omega} \|w\|_{\lambda,e_1}, \]

\[ |\ell^{(6)}(v)| \leq c |h|^{1+\lambda(1,h_2)}^{-1/2} \|v\|_{1+\lambda,e_1}, \]

\[ |\ell^{(7)}(v)| \leq c |h|^{2+\lambda(1,h_2)}^{-1/2} \|v\|_{2+\lambda,e_1}, \ \lambda \in (0,1], \]
obtained by virtue of Theorem 1.2 and the Bramble–Hilbert lemma.

As a result, we arrive at (13.18) for the case \( \alpha = 1, \beta = 2 \). The functional \( \eta_{21} \) is estimated analogously.

Finally, we represent \( \eta_0 \) as

\[
\eta_0 = \ell_0(u) + \tilde{\ell}_0(a_0D_1D_2u) + \sum_{\alpha=1}^2 \left( \ell_\alpha(a_0D_\alpha u) + \tilde{\ell}_\alpha(a_0D_\alpha^2 u) \right),
\]

(13.24)

where

\[
\ell_0(u) = T_1T_2 \left[ a_0(\zeta) \left( u(\zeta) - u(x) - (\zeta_1 - x_1) \frac{\partial u(\zeta)}{\partial \xi_1} - (\zeta_2 - x_2) \frac{\partial u(\zeta)}{\partial \xi_2} \right) + \frac{(\zeta_1 - x_1)^2}{2} \frac{\partial^2 u(\zeta)}{\partial \xi_1^2} + \frac{(\zeta_2 - x_2)^2}{2} \frac{\partial^2 u(\zeta)}{\partial \xi_2^2} - (\zeta_1 - x_1)(\zeta_2 - x_2) \frac{\partial^2 u(\zeta)}{\partial \xi_1 \partial \xi_2} \right],
\]

\[
\tilde{\ell}_0(v) = T_1T_2((1-x_1)(\zeta_2-x_2)v(\zeta)),
\]

\[
\ell_\alpha(v) = T_1T_2((\zeta_\alpha-x_\alpha)v(\zeta)) - \frac{h_\alpha^2}{6} T_1T_2 \frac{\partial v(\zeta)}{\partial \xi_\alpha},
\]

\[
\tilde{\ell}_\alpha(v) = \frac{h_\alpha^2}{12} T_1T_2 v - \frac{1}{2} T_1T_2((\zeta_\alpha-x_\alpha)^2v(\zeta)), \quad \alpha = 1, 2,
\]

\( \zeta_\alpha \) is a variable with respect to which we perform integration in \( T_\alpha, \alpha = 1, 2, \zeta = (\zeta_1, \zeta_2) \).

Note that: the linear functionals \( \ell_\alpha(v) \) (\( \alpha = 1, 2 \)) are bounded in the space \( W^1_2(\Omega) \) and vanish on the polynomials of first degree; \( \tilde{\ell}_\alpha(v) \) (\( \alpha = 0, 1, 2 \)) are bounded in \( L_2(\Omega) \) and vanish on the constants; \( \ell_0(u) \), being a linear functional of \( u(x) \) (for the given function \( a_0 \in C(\Omega) \)), is bounded in \( W^2_2(\Omega) \) and vanishes on polynomials of second degree.

Then using Theorem 1.2 and the Bramble–Hilbert lemma, we obtain the estimates

\[
|\ell_\alpha(v)| \leq c|h|^{2+\lambda}(h_1h_2)^{-1/2}|v|_{1+\lambda,\epsilon}, \quad \alpha = 1, 2,
\]

\[
|\tilde{\ell}_\alpha(v)| \leq c|h|^{2+\lambda}(h_1h_2)^{-1/2}|v|_{\lambda,\epsilon}, \quad \alpha = 0, 1, 2,
\]

\[
|\ell_0(u)| \leq c|h|^{2+\lambda}(h_1h_2)^{-1/2}|u|_{2+\lambda,\epsilon} ||a_0||_{C(\Omega)}, \quad 0 < \lambda \leq 1,
\]

by means of which from (13.24) it follows that the estimate (13.19) is valid. \( \square \)

We rewrite \( \eta_0^{(j)} \) in the form

\[
\eta_0^{(j)} = (T_1T_2a_0T_1T_2v(j)) - T_1T_2a_0v(j),
\]

and \( \eta_0^{(j)} \) in the form indicated in Section 3. Estimating each group of summands by the Bramble–Hilbert lemma, we prove that the following lemma is valid.

**Lemma 13.3.** Let \( v(j) \in W^m_{2} (\Omega) \) (\( j = 1, 2, 3 \)), \( a_0 \in W^m_{2} (\Omega) \), \( a_{\alpha\beta} \in W^{m-1}_{2} (\Omega) \) (\( \alpha, \beta = 1, 2 \)), \( m \in \{3, 4\} \). Then for \( \eta_0^{(j)} \) and \( \eta_0^{(j)} \) defined in
(13.11) the estimates

\[ |\eta^{(j)}_{\alpha\beta}| \leq c|h|^{m-3}(h_1 h_2)^{-1/2}(|a_{\alpha\beta}|_{c,\Gamma} ||v^{(j)}||_{m-2,\Omega} + |a_{\alpha\beta} D_\beta v^{(j)}|_{m-3,\Omega}), \]
\[ |\eta^{(j)}_{\alpha}| \leq c|h|^{m-3}(h_1 h_2)^{-1/2}||a_0||_{c,\Gamma} ||v^{(j)}||_{m-2,\Omega}, \quad \alpha, \beta = 1, 2, \quad j = 1, 2, 3, \]

are valid.

Using Lemma 1.1, from (13.18) and (13.19) we obtain

\[ \|\eta_0\| + \sum_{\alpha,\beta=1}^2 \|\eta_{\alpha\beta}\|_{(\alpha+)} \leq c|h|^{m-1}\|u\|_{m,\Omega}, \quad m \in (3, 4]. \]  

(13.25)

Analogously, by means of Lemmas 1.2 and 13.3, we find that

\[ \|\eta^{(j)}_{\alpha\beta}\|_{(\alpha+)} \leq c|h|^{m-3}\|v^{(j)}||_{m-2,\Omega}. \]

But on the basis of Lemmas 1.1 and 1.2, from (13.8) we obtain \( \|v^{(j)}||_{m-2,\Omega} \leq c\|u\|_{m,\Omega}. \)

Hence

\[ \|\eta^{(j)}_{\alpha\beta}\|_{(\alpha+)} \leq c|h|^{m-3}\|u\|_{m,\Omega}, \quad j = 1, 2, 3, \quad m \in (3, 4]. \]

(13.26)

Taking now into account the inequalities (13.25) and (13.26), from the estimate (13.17) we conclude that

\[ \|z||_{W^2(\omega)} \leq c|h|^{m-1}\|u\|_{m,\Omega}, \quad m \in (3, 4]. \]

(13.27)

4th. Convergence of the improved solution. Let \( y^h(x) \) and \( y^{h/2}(x) \) be solutions of the difference scheme (13.4) respectively on the meshes \( \omega_h \) and \( \omega_{h/2} \).

By Lemma 13.1, the expansions

\[ y^h(x) = u(x) + \frac{h_1^2}{12} v^{(1)}(x) + \frac{h_2^2}{12} v^{(2)}(x) + \frac{h_1 h_2}{4} v^{(3)}(x) + z^h(x), \]
\[ x \in \bar{\omega}_h, \]  

(13.28)

\[ y^{h/2}(x) = u(x) + \frac{h_1^2}{48} v^{(1)}(x) + \frac{h_2^2}{48} v^{(2)}(x) + \frac{h_1 h_2}{16} v^{(3)}(x) + z^{h/2}(x), \]
\[ x \in \bar{\omega}_{h/2}, \]

(13.29)

are valid for them.

Here \( z^h \) and \( z^{h/2} \) are solutions of the difference problem (13.14) on the meshes \( \omega_h \) and \( \omega_{h/2} \), respectively, for which, according to (13.27), the estimates

\[ \|z^h||_{W^2(\omega_h)} \leq c|h|^{m-1}\|u\|_{m,\Omega}, \quad \|z^{h/2}||_{W^2(\omega_{h/2})} \leq c|h|^{m-1}\|u\|_{m,\Omega} \]

(13.30)

are valid.

From (13.28), (13.29) and (13.6) it follows

\[ \|u - \tilde{y}\|_{W^2(\omega_h)} \leq \frac{4}{3} \|z^{h/2}||_{W^2(\omega_h)} + \frac{1}{3} \|z^h||_{W^2(\omega_h)}. \]

(13.31)
But for any mesh function \( z^{h/2} \) defined on the mesh \( \omega_{h/2} \) we can write
\[
\| z^{h/2} \|^{2}_{\omega_{h}} = 4 \sum_{x \in \omega_{h}} \frac{h_1}{2} \frac{h_2}{2} | z^{h/2}(x) |^{2} \leq 4 \| z^{h/2} \|^{2}_{\omega_{h/2}}.
\]

Estimating analogously the first differences of \( z^{h/2} \), we obtain
\[
\| z^{h/2} \|^{2}_{W^{1,2} \left( \omega_{h/2} \right)} \leq 2 \| z^{h/2} \|^{2}_{W^{1,2} \left( \omega_{h/2} \right)},
\]
and hence from (13.30) and (13.31) we can conclude that
\[
\| u - \bar{y} \|^{2}_{W^{1,2} \left( \omega \right)} \leq c|h|^{m-1} \| u \|^{m}_{m, \Omega}, \quad m \in (3, 4].
\]

Thus we have proved the following

**Theorem 13.1.** Let the coefficients of the differential equation in the Dirichlet problem (13.1) satisfy the condition (13.3) of ellipticity. Moreover, let \( 0 \leq a_{0} \in W^{m-2}_{0}(\Omega), \; a_{\alpha\beta} \in W^{m-1}_{0}(\alpha, \beta = 1, 2), \) and the solution of the problem (13.1) belong to the space \( W^{m}_{2}(\Omega), \; m \in (3, 4]. \) Then the convergence of the Richardson-extrapolated solution (13.6) is characterized by the estimate (13.32).

14. The Problem of Bending of Orthotropic Plate

**History of the matter.** For a numerical solution of the problem of bending of an isotropic plate, many authors (see, e.g., [62], [32], [46]) apply the method of reduction of a biharmonic equation to two Poisson equations (the method due to Marcus). The method suggested in [2] can be considered as a generalization of the above-mentioned expansion to the case of orthotropic plates. In [8], the authors suggest a decomposition of another type. In the present section, relying on the methods of decomposition ([2], [8]), we construct schemes of higher accuracy and obtain consistent estimates for the convergence rate. Difference schemes for the biharmonic equation (free from expansion) with solutions from the Sobolev space have been studied in [71], [59], [42], [40], [50]. The results of this section have been published in [8], [19].

1\textsuperscript{st}. As is known, the equation of elastic equilibrium of a homogeneous orthotropic plate has the form
\[
D_{1} \frac{\partial^{4} w}{\partial x_{1}^{4}} + 2D_{3} \frac{\partial^{4} w}{\partial x_{1}^{2} \partial x_{2}^{2}} + D_{2} \frac{\partial^{4} w}{\partial x_{2}^{4}} = q(x),
\]
where \( w \) is the midsurface deflection of the plate; \( q \) is the intensity of transversal load; \( D_{i}, \; i = 1, 2, 3, \) are the constants depending on the Young modulus, plate thickness and Poisson coefficients \( \nu_{1}, \nu_{2} \) for the principal directions. In the case of an isotropic plate, \( \nu_{1} = \nu_{2} = \nu, \; D_{1} = D_{2} = D_{3} = D. \)

Let us consider an isotropic plate simply supported over the contour. The axes \( x_{1} \) and \( x_{2} \) are directed along its sides whose lengths we denote by \( \ell_{1} \) and \( \ell_{2} \). Thus in the rectangle \( \Omega = \{(x_{1}, x_{2}) : 0 < x_{i} < \ell_{i}, \; i = 1, 2 \} \) with
the boundary $\Gamma$ we seek for a solution of the equation (14.1) satisfying the boundary conditions
\[
 w(x) = \frac{\partial^2 w(x)}{\partial x_1^2} = \frac{\partial^2 w(x)}{\partial x_2^2} = 0, \quad x \in \Gamma. \tag{14.2}
\]

By $\kappa_1$ and $\kappa_2$ we denote the mid-surface curvatures of the plate in the directions $x_1$ and $x_2$, respectively. A characteristic peculiarity of the method is that instead of the problem (14.1), (14.2) we approximate successively two problems: the system of differential equations
\[
 B_1 \frac{\partial^2 \kappa}{\partial x_1^2} + B_2 \frac{\partial^2 \kappa}{\partial x_2^2} = -Q(x), \quad x \in \Omega, \quad \kappa(x) = 0, \quad x \in \Gamma, \tag{14.3}
\]
where $B_1 = \begin{pmatrix} D_1 & 0 \\ 0 & D_2 \end{pmatrix}$, $B_2 = \begin{pmatrix} 2D_3 & D_2 \\ -D_2 & 0 \end{pmatrix}$, $\kappa = \begin{pmatrix} \kappa_1 \\ \kappa_2 \end{pmatrix}$, $Q = \begin{pmatrix} q \\ 0 \end{pmatrix}$.

The second equation of the system (14.3) is, in fact, the condition of compatibility of deformations, while the first one is the equation of statics (14.1).

The bending moments $\mathcal{M}_1$ and $\mathcal{M}_2$ and the transversal forces $\mathcal{N}_1$ and $\mathcal{N}_2$ are defined by the formulas
\[
 \mathcal{M}_1 = D_1(\kappa_1 + \kappa_2 \nu_2), \quad \mathcal{M}_2 = D_2(\nu_1 \kappa_1 + \kappa_2), \quad \mathcal{N}_1 = \frac{\partial}{\partial x_1}(D_1 \kappa_1 + D_2 \nu_2), \quad \mathcal{N}_2 = \frac{\partial}{\partial x_2}(D_1 \kappa_1 + D_2 \nu_2).
\]

2°. Let $\mathcal{K}_o = \Lambda_o(E + \frac{h^2}{12} \Lambda_3, \ldots)$, $Ey = y$, $\Lambda_o y = y \kappa_\alpha x_\alpha$, $\alpha = 1, 2$.

We approximate the problem (14.3) by the difference scheme
\[
 B_1 \mathcal{K}_1 \tilde{\kappa} + B_2 \mathcal{K}_2 \tilde{\kappa} = -\tilde{Q}, \quad x \in \omega, \quad \tilde{\kappa}(x) = 0, \quad x \in \gamma, \tag{14.5}
\]
while the problem (14.4) by the scheme
\[
 \Lambda_1 \tilde{w} = -\left(E - \frac{h^2}{12} \Lambda_1\right) \tilde{\kappa}_1, \quad x \in \omega, \quad \tilde{w}(x) = 0, \quad x \in \gamma. \tag{14.6}
\]

Here, $\tilde{\kappa} = (\tilde{\kappa}_1, \tilde{\kappa}_2)^T$, $\tilde{Q} = (T_1 T_2 q, 0)^T$, and the mesh functions $\tilde{\kappa}_1$, $\tilde{\kappa}_2$, $\tilde{w}$ are approximate values of the functions $\kappa_1$, $\kappa_2$, $w$ in the mesh nodes.

The scheme (14.6) is, in fact, a one-dimensional problem. Its second argument is taken as a parameter.

Below we will prove that the problems (14.5), (14.6) are uniquely solvable. Having found a solution of the problem (14.5), we can find approximate values of the bending moments and transversal forces in the nodes of the mesh $\omega$ by the formulas
\[
 \tilde{\mathcal{M}}_1 = D_1(\tilde{\kappa}_1 + \nu_2 \tilde{\kappa}_2), \quad \tilde{\mathcal{M}}_2 = D_2(\nu_1 \tilde{\kappa}_1 + \tilde{\kappa}_2),
\]
\[
 \tilde{\mathcal{N}}_1 = (D_1 \tilde{\kappa}_1 + D_2 \tilde{\kappa}_2)_{\tilde{x}_1}, \quad \tilde{\mathcal{N}}_2 = (D_2 \tilde{\kappa}_1 + D_2 \tilde{\kappa}_2)_{\tilde{x}_2} \text{ for } w \in W_2^m(\Omega), \ 3 < m \leq 5,
\]
\[
 \tilde{\mathcal{N}}_1 = \left(D_1 \tilde{\kappa}_1 + D_3 \tilde{\kappa}_2 + \frac{h^2}{6} \Lambda_2(D_2 \tilde{\kappa}_2 + D_3 \tilde{\kappa}_1) + \frac{h^2}{6} q\right)_{\tilde{x}_1}.
\]
\[ \tilde{N}_2 = \left( D_3 \tilde{\varphi}_1 + D_2 \tilde{\varphi}_2 + \frac{h_2^2}{6} \Lambda_1 (D_1 \tilde{\varphi}_1 + D_3 \tilde{\varphi}_2) + \frac{h_2^2}{6} q \right) \tilde{z}_2 \]

for \( w \in W^m_2(\Omega), \ 5 < m \leq 7. \)

3º. By \( \tilde{H} \) we denote the set of the mesh functions defined on \( \tilde{\omega} \) and vanishing on \( \gamma. \) Let \( H \) be the set of the mesh functions defined on the mesh \( \omega, \) with the inner product \( (y, v) = (y, v)_\omega \) and with the norm \( \|y\| = \|y\|_\omega. \)

In \( H, \) the designations (\( \cdot, \cdot \))(\( \alpha, \cdot \)), \( \| \cdot \|_{(\alpha, +)} \), \( \| \cdot \|_{(-\alpha)} \) take the form
\[
(y, v)_{(1+)} = \sum_{\omega_1 \times \omega_2} h_1 h_2 y v, \quad (y, v)_{(2+)} = \sum_{\omega_1 \times \omega_2} h_1 h_2 y v, \quad \|v\|_{(1+)} = \langle v, v \rangle_{(1+)}^{1/2}, \quad \|v\|_{(-\alpha)} = \|v\|.
\]

In the space \( H \) we define the linear operators \( A_\alpha, \bar{A}_\alpha, \alpha = 1, 2, \) as follows: \( \bar{A}_\alpha y = -\bar{A}_\alpha \bar{y}, \ A_\alpha y = -A_\alpha \bar{y}, \ y \in H_h, \ \bar{y} \in \bar{H}_h, \ \bar{y}(x) = y(x) \) for \( x \in \omega. \) Let \( A = A_1 + A_2. \)

The operators \( A_\alpha \) (and hence \( \bar{A}_\alpha, A \)) are self-conjugate, positive definite and permutational for which the estimates (see, e.g., [69], p. 274)
\[
8 \frac{E}{\ell^2} \leq A_\alpha \leq 4 \frac{E}{h^2}, \quad \frac{2}{3} A_\alpha \leq \bar{A}_\alpha \leq A_\alpha \tag{14.7}
\]
are valid.

We write the scheme \((14.5), (14.6)\) in the operator form
\[
L_h \tilde{\varphi} = B_1 \bar{A}_1 \tilde{\varphi} + B_2 \bar{A}_2 \tilde{\varphi} = \bar{Q}, \quad \tilde{\varphi}, \bar{Q} \in H \times H, \tag{14.8}
\]
\[
A_1 \tilde{w} = \left( E - \frac{h_2^2}{12} A_1 \right) \tilde{\varphi}_1, \quad \tilde{w}, \tilde{\varphi}_1 \in H. \tag{14.9}
\]

Not giving rise to misunderstanding, for the inner product and for the norms of the mesh functions and vector-functions the use will be made of the same notation: \( (y, v) = (y_1, v_1) + (y_2, v_2), \ |y| = (y, y)^{1/2}, \ y, v \in H \times H \).

**Lemma 14.1.** The operator \( L_h \) is positive definite in \( H \times H \) and the estimate \( L_h \geq c_1 E \) is valid, where \( c_1 = \min \left( \left( 8/\ell^2 \right) D_1 + \left( 16/\ell^2 \right) D_3; \left( 8/\ell^2 \right) D_2 \right) . \)

**Proof.** Indeed, this follows from the inequality \( (L_h y, y) = D_1 (\bar{A}_1 y_1, y_1) + D_2 (\bar{A}_2 y_2, y_2) + 2D_3 (A_2 y_1, y_1) \geq \left( \frac{8}{\ell^2} D_1 + \frac{16}{\ell^2} D_3 \right) \|y_1\|^2 + \frac{8}{\ell^2} \|y_2\|^2. \)

Owing to the positive definiteness of the operators \( L_h \) and \( A_1, \) the equations \((14.8), (14.9)\) (or the difference scheme \((14.5), (14.6)\)) are uniquely solvable.

**Lemma 14.2.** Let \( L_h^* \) be the operator adjoint to \( L_h. \) Then there exists a constant \( c_2 > 0 \) such that \( \|A y\| \leq c_2 \|L_h y\|, \ |A y| \leq c_2 \|L_h^* y\| \) for every \( y \in H \times H. \)

**Proof.** Let \( B_3 = \begin{pmatrix} \sqrt{D_2} & 0 \\ 0 & \sqrt{D_1} \end{pmatrix}. \)
Since
\[ B_1L_h^2 = B_1B_1 A_1 + B_1B_2^T A_2 = \left( \frac{D_1 \sqrt{D_2 A_1 + 2D_1 \sqrt{D_2 A_1}}}{D_2 \sqrt{D_1 A_2}}, \frac{-D_2 \sqrt{D_2 A_1}}{D_2 \sqrt{D_1 A_1}} \right), \]
we have
\[ \|B_3L_h^2y\|^2 = D_2^2D_2 \|A_1y_1\|^2 + D_1D_2^2 \|A_1y_2\|^2 + (4D_2^2D_2 + 3D_2^2D_1) \|\overline{A}_2y_1\|^2 + \]
\[ + D_2^2 \|\overline{A}_2y_2\|^2 + 4D_2D_2A_1(\overline{A}_1y_1, \overline{A}_2y_1) + 2\varepsilon D_2D_2A_2(\overline{A}_1y_2, \overline{A}_2y_2) - \]
\[ - 2\varepsilon D_1D_2^2(\overline{A}_1y_2, \overline{A}_2y_1) - 4D_2^2D_3(\overline{A}_2y_1, \overline{A}_2y_2). \]
Applying to the last two summands Cauchy–Buniakowski inequality, as well as the \( \varepsilon \)-inequality, we obtain
\[ \|B_3L_h^2y\|^2 \geq D_2^2D_2 \|A_1y_1\|^2 + D_1D_2^2(1 - 2\varepsilon \varepsilon_1) \|\overline{A}_1y_2\|^2 + \]
\[ + (4D_2^2D_2 + D_2^2D_1 - 4\varepsilon \varepsilon_2D_2^2D_3) \|\overline{A}_2y_1\|^2 + \]
\[ + \left( D_2^2 - \frac{\varepsilon}{2\varepsilon_1}D_1D_2^2 - \frac{1}{2\varepsilon_2}D_2^2D_1 \right) \|\overline{A}_2y_2\|^2 + \]
\[ + 4D_1D_2D_2(\overline{A}_1y_1, \overline{A}_2y_1) + 2\varepsilon D_1D_2^2(\overline{A}_1y_2, \overline{A}_2y_2). \] (14.10)

Let \( \varepsilon_1 = \frac{1-\varepsilon}{2\varepsilon_1} \), \( \varepsilon_2 = \frac{D_2(1-\varepsilon)}{D_2 - \varepsilon(D_1 + D_2)} \), \( 0 < \varepsilon < \frac{D_2}{D_1 + D_2} \).

Then from (14.10) it follows that
\[ \frac{1}{D_1D_2} \|B_3L_h^2y\|^2 \geq D_1 \|A_1y_1\|^2 + \frac{D_2^2 - \varepsilon(D_1D_2 + D_2^2 + 4D_2^2)}{D_2 - \varepsilon(D_1 + D_2)} \|\overline{A}_2y_1\|^2 + \]
\[ + 4D_1(\overline{A}_1y_1, \overline{A}_2y_1) + \varepsilon D_2(\|\overline{A}_1y_2\|^2 + 2(\overline{A}_1y_2, \overline{A}_2y_2) + \|\overline{A}_2y_2\|^2). \] (14.11)

Taking into account the restriction imposed earlier on \( \varepsilon \), from the requirement for the coefficient of \( \|\overline{A}_2y_1\| \) to be positive, it follows that \( 0 < \varepsilon < \frac{D_2^2(D_2(\overline{A}_1y_1, \overline{A}_2y_1) + \varepsilon D_2(\|\overline{A}_1y_2\|^2 + 2(\overline{A}_1y_2, \overline{A}_2y_2) + \|\overline{A}_2y_2\|^2)). \)

Then
\[ \frac{D_2^2 - \varepsilon(D_1D_2 + D_2^2 + 4D_2^2)}{D_2 - \varepsilon(D_1 + D_2)} = \frac{D_2^2 + 4D_2^2}{D_2^2} > \varepsilon D_2, \]
and from the inequality (14.11) we obtain
\[ \frac{1}{D_1D_2} \|B_3L_h^2y\|^2 \geq D_1 \|A_1y_1\|^2 + \frac{D_2^2}{4D_2^2 + D_2(\overline{A}_1y_1, \overline{A}_2y_1)} \|\overline{A}_2y_1\|^2 + \]
\[ + 4D_2(\overline{A}_1y_1, \overline{A}_2y_1) + \frac{D_2^2}{4D_2^2 + D_2(\overline{A}_1y_1, \overline{A}_2y_1)} \|\overline{A}_2y_1\|^2, \quad A = \overline{A}_1 + \overline{A}_2. \]

Under the notation \( c_3 = \min \{D_1; 2D_2; \frac{D_2^2}{4D_2 + D_2(\overline{A}_1y_1, \overline{A}_2y_1)} \} \), we find that
\[ \|B_3L_h^2y\|^2 \geq c_3 D_1D_2 \|\overline{A}y\|^2, \]
or, taking into account (14.7),
\[ \max(D_1; D_2) \|L_h^2y\|^2 \geq \|B_3L_h^2y\|^2 \geq \frac{4}{9} c_3 D_1D_2 \|\overline{A}y\|^2. \] (14.12)

From (14.12) it follows that the second inequality of the lemma is valid. 
The validity of the first inequality is verified analogously.
If in every node $x \in \omega$ we apply to the system (14.3) the averaging operator $T_1T_2$, and to the equation (14.4) the operator $T_1$, then we obtain

$$B_1A_1T_2\kappa + B_2A_2T_1\kappa = \tilde{Q},$$  \hspace{1cm} (14.13)

$$A_1w = T_1\kappa_1.$$  \hspace{1cm} (14.14)

Introduce the notation $\psi^\alpha = (\eta_1^\alpha, \eta_2^\alpha)^T$, $\eta_3^\alpha = T_3-\alpha \kappa_3 - (E - \frac{h^2}{12} A_3-\alpha) \kappa_3$. Then (14.13), (14.14) can be rewritten as $Lh\kappa = \tilde{Q} - B_1A_1\psi^1 - B_2A_2\psi^2$, $A_1w = (E - \frac{h^2}{12} A_1) \kappa_1 + \eta_1^2$.

This and (14.8), (14.9) imply that the errors $z = \tilde{\kappa} - \kappa$ and $\chi = \tilde{w} - w$ are solutions of the problems

$Lh z = \psi$, where $\psi = B_1A_1\psi^1 + B_2A_2\psi^2$, $z, \psi \in H \times H$,  \hspace{1cm} (14.15)

$A_1\chi = \left(E - \frac{h^2}{12} A_1\right) \kappa_1 - \eta_1^2$.  \hspace{1cm} (14.16)

**Lemma 14.3.** For the solution of the problem (14.15), the following a priori estimates are valid:

$$\|z\| \leq c_4 \sum_{\alpha,\beta=1}^2 \|\eta_3^\alpha\|,$$  \hspace{1cm} (14.17)

$$\|z\|_{W^2_2(\omega)} \leq c_5 \sum_{\alpha,\beta=1}^2 \|\eta_3^\alpha\|_{(\alpha+)},$$  \hspace{1cm} (14.18)

$$\|z\|_{W^2_2(\omega)} \leq c_6 \sum_{\alpha,\beta=1}^2 \|A_\alpha \eta_3^\alpha\|.$$  \hspace{1cm} (14.19)

**Proof.** From (14.15) it follows

$$\|z\| = \|(L_h^\alpha L_h)^{-1} L_h^\alpha \psi\| = \sup_{v \in H} \frac{\langle L_h^\alpha \psi, v \rangle}{\|L_h^\alpha L_h v\|} =$$

$$= \sup_{v \in H} \frac{\|A^{-1}\psi, AL_h v\|}{\|L_h^\alpha L_h v\|} \leq \|A^{-1}\psi\| \sup_{v \in H} \|AL_h v\|,$$

so applying Lemma 14.2,

$$\|z\| \leq c_2 \|A^{-1}\psi\| \leq c(\|B_1\psi^1\| + \|B_2\psi^2\|),$$

which proves the estimate (14.17).

Denote $B_4 = \begin{pmatrix} 0 & D_1 \\ D_2 & 2D_3 \\ 2D_2 & D_2 \end{pmatrix}$. Then

$$\langle (L_h + B_4 L_h) z, z \rangle =$$

$$= \sum_{\alpha=1}^2 (D_\alpha(\overline{A}_\alpha z^\alpha, z^\alpha) + (D_\beta + 2D_3)(\overline{A}_\alpha z^\beta, z^\beta)), \quad \beta = 3 - \alpha,$$
and taking into account (14.7), we have \((L_h + B_4 L_h) z, z \geq c_7 |z|_{w_2^{|\omega|}}^2\),
\[ c_7 = \frac{2}{3} \min(D_1; D_2; D_1 + 2D_3; D_2 + 2D_4). \]
Using this inequality, from (14.15) we find
\[ c_7 |z|_{w_2^{|\omega|}}^2 \leq (\psi + B_4 \psi; z) = \]
\[ = \sum_{\alpha = 1}^{\infty} \left\{ (A_\alpha (D_\alpha \eta_\alpha^a - D_\alpha \eta_\alpha^a), z^\alpha) + (A_\alpha (D_\alpha \eta_\alpha^b + (D_\beta + 2D_4) \eta_\beta^b), z^\beta) \right\} = \]
\[ = \sum_{\alpha = 1}^{\infty} \left\{ (D_\alpha \eta_\alpha^a - D_\alpha \eta_\alpha^a) \| \eta_\alpha^a \| \| z^\alpha \| \right\} \leq \]
\[ \leq \sum_{\alpha = 1}^{\infty} \left\{ \left\| (D_\alpha \eta_\alpha^a - D_\alpha \eta_\alpha^a) \| \right\| \| z^\alpha \| \right\} \leq \]
\[ \leq \sum_{\alpha = 1}^{\infty} \left\{ \left\| (D_\alpha \eta_\alpha^a + (D_\beta + 2D_4) \eta_\beta^b) \| \right\| \| z^\alpha \| \right\} \leq \]
\[ \leq \sum_{\alpha = 1}^{\infty} \left\{ \left\| (D_\alpha \eta_\alpha^a + (D_\beta + 2D_4) \eta_\beta^b) \| \right\| \| z^\alpha \| \right\} \leq \]
\[ \leq \frac{2}{3} \sum_{\alpha = 1}^{\infty} \left\{ \left\| (D_\alpha \eta_\alpha^a - D_\alpha \eta_\alpha^a) \| \right\| \| z^\alpha \| \right\} \]
so
\[ c_7 |z|_{w_2^{|\omega|}}^2 \leq \]
\[ \leq \sum_{\alpha = 1}^{\infty} \left\{ \left\| (D_\alpha \eta_\alpha^a - D_\alpha \eta_\alpha^a) \| \right\| \| z^\alpha \| \right\} \leq \]
\[ \leq \sum_{\alpha = 1}^{\infty} \left\{ \left\| (D_\alpha \eta_\alpha^a - D_\alpha \eta_\alpha^a) \| \right\| \| z^\alpha \| \right\} \leq \]
\[ \leq \frac{2}{3} \left( \sum_{\alpha = 1}^{\infty} \left\{ \left\| (D_\alpha \eta_\alpha^a - D_\alpha \eta_\alpha^a) \| \right\| \| z^\alpha \| \right\} \right)^2, \quad \beta = 3 - \alpha. \]
Hence with regard for the inequality \(\| z \|_{w_2^{|\omega|}} \leq c_9 |z|_{w_2^{|\omega|}}\), we obtain the estimate (14.18) with \(c_9 = 2c_8 c_9 / c_7\).

It is not difficult to verify that \(\| z \|_{w_2^{|\omega|}} \leq \| A z \|\). Therefore owing to \(\| z \|_{w_2^{|\omega|}} \leq c_{10} |z|_{w_2^{|\omega|}}\) and the first inequality of Lemma 14.2, from (14.15) it follows \(\| z \|_{w_2^{|\omega|}} \leq c_2 \| \psi \| \leq c_2 (D_1 \| A_1 \eta_1^a \| + (D_2 + 2D_3) \| A_2 \eta_2^a \| + D_2 \| A_2 \eta_2^a \|)\) and hence we arrive at the estimate (14.19) with \(c_6 = c_2 c_{10}\).

**Lemma 14.4.** For the solution of the problem (14.16) the a priori estimate \(\| \chi \|_{w_2^{|\omega|}} \leq \| z \| + \| z \| + \| \eta_2^a \| + \| \eta_2^a \|\) is valid.

**Proof.** First of all, we notice that by virtue of (14.19) and the second inequality of the system (14.8), we have \(A_2 \tilde{w} = (E - \frac{h^2}{4} A_2) \tilde{x}_2\). Therefore
performing some transformations, we can show that $\chi$ satisfies the analogous to (14.16) equation

$$A_2 \chi = \left( E - \frac{h^2}{12} A_2 \right) \bar{z}_2 - \eta_2^1.$$  \hfill (14.20)

Since $|\chi|_{W^{2,2}_2(\omega)} = \|A \chi\| \leq \|A_1 \chi\| + \|A_2 \chi\|$, the statement of the lemma follows directly from (14.16), (14.20).

Applying the Bramble–Hilbert lemma, for the functionals $\eta_2^\alpha$ we obtain the estimates

$$\|\eta_2^\alpha\| \leq c|h|^s \|\chi\|_{W^{2,s}_2(\alpha)}, \quad s \in (1, 4],$$

that is,

$$\|\eta_2^\alpha\| \leq c|h|^{m-2} \|w\|_{W^m_2(\alpha)}, \quad m \in (3, 6],$$

while for their differences we get

$$\|\eta_{\alpha}^\alpha\| \leq c|h|^{m-3} \|w\|_{W^m_2(\alpha)}, \quad m \in (3, 7], \quad \beta = 3 - \alpha,$$

$$\|A_\alpha \eta_{\beta}^\alpha\| \leq c|h|^{m-4} \|w\|_{W^m_2(\alpha)}, \quad m \in (3, 8], \quad \beta = 3 - \alpha,$$

which together with Lemmas 14.3 and 14.4 prove the following convergence theorem.

**Theorem 14.1.** Let the solution of the problem (14.1), (14.2) belong to the Sobolev space $W^m_2(\Omega)$, $m > 3$. Then for the difference scheme (14.8), (14.9) the following estimates of the convergence rate

$$\|\chi - \tilde{\chi}\|_{W^{s,2}_2(\omega)} \leq c|h|^{m-s-2} \|w\|_{W^m_2(\alpha)}, \quad m \in (3, s + 6], \quad s = 0, 1, 2,$$

$$\|w - \tilde{w}\|_{W^{s,2}_2(\omega)} \leq c|h|^{m-2} \|w\|_{W^m_2(\alpha)}, \quad m \in (3, 6],$$

are valid with the constant $c > 0$, independent of $h$ and $w(x)$.

Find now the accuracy of the approximate values of bending moments and transversal forces.

**Theorem 14.2.** Let the solution of the problem (14.1), (14.2) belong to the Sobolev space $W^m_2(\Omega)$, $m > 3$. Then the estimates

$$\|M_\alpha - \tilde{M}_\alpha\|_{W^{s,2}_2(\omega)} \leq c|h|^{m-s-2} \|w\|_{W^m_2(\alpha)}, \quad m \in (3, s + 6], \quad s = 0, 1, 2,$$

$$\|N_\alpha - \tilde{N}_\alpha\| \leq c|h|^{m-3} \|w\|_{W^m_2(\omega)}, \quad m \in (3, 7], \quad \alpha = 1, 2,$$

are valid with the positive constant $c > 0$, independent of $h$ and $w(x)$.

**Proof.** Since $M_\alpha - \tilde{M}_\alpha = D_\alpha (\kappa_\alpha - \tilde{\kappa}_\alpha) + \nu_\beta (\kappa_\beta - \tilde{\kappa}_\beta)$, $\beta = 3 - \alpha$, $\alpha = 1, 2$, by Theorem 14.1, we obtain (14.21).

The estimate (14.22) for $w \in W^m_2(\omega)$, $3 < m \leq 5$ follows from the equality $N_\alpha - \tilde{N}_\alpha = (D_\alpha (\kappa_\alpha - \tilde{\kappa}_\alpha) + D_\beta (\kappa_\beta - \tilde{\kappa}_\beta))_{z^\alpha}$, $\beta = 3 - \alpha$, with regard for Theorem 14.1.
For \( w \in W^m_2(\omega) \), \( 5 < m \leq 7 \), we have

\[
\mathcal{N}_\alpha - \mathcal{N}_\alpha = (\mathcal{D}_\alpha(\mathcal{X}_\alpha - \mathcal{Z}_\alpha) + \mathcal{D}_\beta(\mathcal{X}_\beta - \mathcal{Z}_\beta))_{x_\alpha} + \\
+ \frac{h^2}{6} \Lambda_\beta(\mathcal{D}_\beta(\mathcal{X}_\beta - \mathcal{Z}_\beta) + \mathcal{D}_\beta(\mathcal{X}_\alpha - \mathcal{Z}_\alpha))_{x_\alpha} + \mathcal{D}_\alpha \ell_\alpha(1)(\mathcal{X}_\alpha) + \\
+ \mathcal{D}_\beta \ell_\alpha(1)(\mathcal{X}_\beta) + \frac{h^2}{6} \Lambda_\beta(\mathcal{D}_\beta(\mathcal{X}_\beta - \mathcal{Z}_\beta))_{x_\alpha} + \mathcal{D}_\beta \ell_\beta(2)(\mathcal{X}_\beta),
\]

(14.23)

where \( \ell_\alpha(1)(v) = \frac{\partial v}{\partial x_\alpha} - (v - \frac{h^2}{6} \frac{\partial^2 v}{\partial x_\alpha^2})_{x_\alpha} \), \( \ell_\alpha(2)(v) = (\frac{\partial^2 v}{\partial x_\alpha^2} - \Lambda_\beta v)_{x_\alpha} \), \( \beta = 3 - \alpha \).

Estimating \( \ell_\alpha(1) \) and \( \ell_\alpha(2) \) by the Bramble–Hilbert lemma and taking into account Theorem 14.1, from (14.23) we obtain the estimate (14.22) in the case under consideration. □

5⁰. We assume that

\[
\mathcal{D}_3^2 \geq \mathcal{D}_1 \mathcal{D}_2
\]

(14.24)

and consider a decomposition of the problem (14.1), (14.2) of the type (2)]

\[
\frac{\partial^2 u}{\partial x_1^2} + b_1 \frac{\partial^2 u}{\partial x_2^2} = \frac{q}{D_1}, \quad x \in \Omega, \quad u = 0, \quad x \in \Gamma,
\]

(14.25)

\[
\frac{\partial^2 w}{\partial x_1^2} + b_2 \frac{\partial^2 w}{\partial x_2^2} = u, \quad x \in \Omega, \quad w = 0, \quad x \in \Gamma,
\]

(14.26)

where \( b_{1,2} = \mathcal{D}_{3,5}^2 - \mathcal{D}_1 \mathcal{D}_2 \).

On the mesh \( \mathcal{M} \), we approximate the problem (14.25), (14.26) by the difference scheme

\[
\mathcal{X}_1 \tilde{u} + b_1 \mathcal{X}_2 \tilde{u} = \varphi_1, \quad x \in \Omega, \quad \tilde{u} = 0, \quad x \in \gamma, \quad \varphi_1 = T_1 T_2 \frac{q}{D_1},
\]

(14.27)

\[
\mathcal{X}_1 \tilde{w} + b_1 \mathcal{X}_2 \tilde{w} = \varphi_2, \quad x \in \Omega,
\]

\[
\tilde{w} = 0, \quad x \in \gamma, \quad \varphi_2 = \tilde{u} + \frac{h^2}{12} \Lambda_1 \tilde{u} + \frac{h^2}{12} \Lambda_2 \tilde{u},
\]

(14.28)

or in the operator form

\[
L_{1,h} \tilde{u} = -\varphi_1, \quad \tilde{u}, \varphi_1 \in H_h,
\]

(14.29)

\[
L_{2,h} \tilde{w} = -\varphi_2, \quad \tilde{w}, \varphi_2 \in H_h.
\]

(14.30)

where \( L_{\alpha,h} = \mathcal{X}_1 + b_{1,2} \mathcal{X}_2 \).

It is easy to see that the difference scheme (14.29), (14.30) is uniquely solvable. If in every node \( x \in \omega \) we apply to (14.25), (14.26) the averaging operator \( T_1 T_2 \), then we obtain

\[
L_{1,h} u = -A_1 \eta_1(u) - b_1 A_2 \eta_2(u) - \varphi_1,
\]

(14.31)

\[
L_{2,h} w = -A_1 \eta_1(w) - b_2 A_2 \eta_2(w) - T_1 T_2 u,
\]

(14.32)

where \( \eta_\alpha(v) = T_\beta v - v - \frac{h^2}{12} \Lambda_\beta v, \beta = 3 - \alpha, \alpha = 1,2. \)
From (14.29)–(14.32) it follows that the errors \( z = \tilde{u} - u \) and \( \chi = \tilde{w} - w \) are solutions of the problems
\[
L_1 h z = A_1 \eta_1 (u) + b_1 A_2 \eta_2 (u), \quad (14.33)
\]
\[
L_2 h \chi = A_1 \eta_1 (w) + b_2 A_2 \eta_2 (w) - \left( z + \frac{h_1^2}{12} A_1 z + \frac{h_2^2}{12} A_2 z \right) + \eta (u), \quad (14.34)
\]
where
\[
\eta (u) = T_1 T_2 u - u - \frac{h_1^2}{12} A_1 u - \frac{h_2^2}{12} A_2 u.
\]

Using for the estimation of solutions of the problems (14.33),(14.34) the well-known method from [71], we obtain
\[
\| \tilde{u} - u \|_{W_2^m (\omega)} \leq c | h |^{m-s-2} \| w \|_{W_2^m (\Omega)}, \quad m \in (3, 6+s), \quad s = 0, 1, 2, \quad (14.35)
\]
\[
\| \tilde{w} - w \|_{W_2^m (\omega)} \leq c | h |^{m-2} \| w \|_{W_2^m (\Omega)}, \quad m \in (3, 6].
\]

Thus the following theorem is valid.

**Theorem 14.3.** Let the condition (14.24) be fulfilled and the solution of the problem (14.1), (14.2) belong to \( W_2^m (\Omega), \ m > 3 \). Then the convergence rate of the approximate value of bending function defined by means of the difference scheme (14.27), (14.28) is characterized by the estimate (14.35).
CHAPTER 4

Nonlocal Boundary Value Problems

The aim of this chapter is to study the solvability of nonlocal boundary value problems in weighted Sobolev spaces and to construct the corresponding difference schemes.

15. On the Solvability of a Nonlocal Bitsadze–Samarski˘ı Boundary Value Problem in Sobolev Spaces

History of the matter. The generalization of the Bitsadze–Samarski˘ı type nonlocal problem [31] has been investigated by many authors. Theorems on the existence and uniqueness of the classical solution of the above-mentioned problem for uniformly elliptic equations were established in [43] and [44]. For the Poisson operators this problem is studied in [49]. The Fredholmity of the problem is stated in [74]. The results of this section are published in [20] and [23].

1°. The notion of a nonlocal trace of a function. When investigating nonlocal Bitsadze–Samarski˘ı type boundary value problems in Sobolev spaces, there naturally arises the question what is meant under the nonlocal boundary values. Below we will prove the theorem allowing one, unlike the traditional approach (when the trace is defined by the limiting passage along the normal of the contour), to determine a nonlocal trace of the function. The idea of applying the weighted Sobolev spaces to our purposes originates from the works of D. Gordeziani (see, e.g., [43]) in which the weighted inner product and the corresponding norm are used for proving the uniqueness of the classical solution of the nonlocal Bitsadze-Samarski˘ı boundary value problem.

Let $\Omega = \Omega_0 = \{(x_1, x_2) : 0 < x_k < 1, k = 1, 2\}$ be a square with the boundary $\Gamma$; $\alpha_1, \alpha_2, \ldots, \alpha_m$ be arbitrary real numbers; $\xi_1, \xi_2, \ldots, \xi_{m+1}$ be fixed points from $[0, 1]$ with $0 < \xi_1 < \xi_1 < \cdot < \xi_m < \xi_{m+1} = 1$; $\Gamma_i = \{(\xi_i, x_2) : 0 < x_2 < 1\}, i = 1, \ldots, m+1, \Gamma_1 = \Gamma_{(m+1)}, \Gamma_* = \Gamma \setminus \Gamma_1$.

We assume that the weight function $r(x) = 1 - x_1$.

As an immediate corollary of Theorem 1.2, $W^2_k(\Omega, r)$ can be defined as the closure of the set $C^\infty(\overline{\Omega})$ in the norm $W^2_k(\Omega, r)$.

Let us define a subspace of the space $W^1_2(\Omega, r)$ which is obtained as the closure of the set $C^\infty(\overline{\Omega})$ in the norm $W^2_1(\Omega, r)$.

\[ C^\infty(\overline{\Omega}) = \]
exists a nonlocal trace \( \|Wv\| \) in the norm of the space \( W_2^1(\Omega, r) \). We denote it by \( \hat{W}_2^1(\Omega, r) \).

Let \( W_{2,*}^1(\Omega, r) = \hat{W}_2^1(\Omega, r) \cap W_2^2(\Omega, r) \).

**Lemma 15.1.** \( \hat{C}^\infty(\overline{\Omega}) \) is dense in the space \( W_{2,*}^2(\Omega, r) \).

**Proof.** Indeed, the inclusion \( \hat{C}^\infty(\overline{\Omega}) \subset W_{2,*}^2(\Omega, r) \) follows from the definition of these spaces, and since \( \hat{C}^\infty(\overline{\Omega}) \) is dense in \( \hat{W}_2^1(\Omega, r) \), it is likewise dense in \( \hat{W}_2^1(\Omega, r) \cap W_2^2(\Omega, r) = W_{2,*}^2(\Omega, r) \).

**Lemma 15.2.** For any function \( u(x) \in \hat{C}^\infty(\overline{\Omega}) \) the inequalities 
\[
\|u\|_{L^2(\Gamma_1)} \leq c|u|_{1, \Omega, r}, \quad |u|_{1/2, r_1} \leq c|u|_{1, \Omega, r}
\]
are valid, where the constant \( c > 0 \) is independent of \( u(x) \).

**Theorem 15.1.** There exists a unique bounded operator \( T : \hat{W}_2^1(\Omega, r) \rightarrow W_2^{1/2}(\Gamma_1) \), which for any \( u(x) \in \hat{C}^\infty(\overline{\Omega}) \) satisfies the equality \( Tu(x) = u(1, x_2) \).

**Proof.** Let \( u(x) \in \hat{W}_2^1(\Omega, r) \). Then since the set \( \hat{C}^\infty(\overline{\Omega}) \) is dense in \( \hat{W}_2^1(\Omega, r) \), there exists a sequence of functions \( u_n(x) \in \hat{C}^\infty(\overline{\Omega}) \) which converges to \( u(x) \) in the norm \( W_2^2(\Omega, r) \). On the basis of Lemma 15.1, it is not difficult to show that the sequence \( \{u_n(1, x_2)\} \) is fundamental in \( W_2^{1/2}(0, 1) \). Taking into account the fact that the space \( W_2^{1/2}(0, 1) \) is dense, there exists a function \( v(x_1) \in W_2^{1/2}(0, 1) \) to which the sequence \( \{u_n(1, x_2)\} \) converges as \( n \to \infty \). The function \( v(x_2) \) does not depend on the choice of the sequence \( \{u_n(x)\} \).

Consequently, for \( u \in \hat{W}_2^1(\Omega, r) \) the operator \( T \) is defined as follows: \( Tu = v(x_2) \), where \( v(x_2) = \lim_{n \to \infty} u_n(1, x_2) \) in the norm of \( W_2^{1/2}(0, 1) \). Moreover, 
\[
\|Tu\|_{1/2, r_1} \leq c\|u\|_{1, \Omega, r}
\]
Thus the theorem is proved. □

By Theorem 15.1, we can find a nonlocal trace of the function \( u \in \hat{W}_2^1(\Omega, r) \) on \( \Gamma_1 \), as \( u(1, x_2) = Tu \). In addition, for almost all \( x_2 \in (0, 1) \) the equality \( u(x)|_{\Gamma_1} - \sum_{i=1}^{m} \alpha_i u(x)|_{\Gamma_i} = 0 \), \( \forall u \in \hat{W}_2^1(\Omega, r) \) is valid.

Analogously we prove that for any function \( u(x) \in W_{2,*}^2(\Omega, r) \) there exists a nonlocal trace \( u(x)|_{\Gamma_1} \in W_2^{3/2}(\Gamma_1) \) satisfying for almost all \( x_2 \in (0, 1) \) the equality 
\[
\frac{\partial u(x)}{\partial x_2}|_{\Gamma_1} - \sum_{i=1}^{m} \alpha_i \frac{\partial u(x)}{\partial x_2}|_{\Gamma_i} = 0, \quad \forall u \in \hat{W}_2^2(\Omega, r).
\]
2°. Statement of the problem. We consider a nonlocal Bitsadze–Samarskiǐ type boundary value problem [43] for the elliptic equation with constant coefficients

\[ Lu = \sum_{i,j=1}^{2} a_{ij} \frac{\partial^2 u}{\partial x_i \partial x_j} - a_0 u = f(x), \quad x \in \Omega, \quad (15.1) \]

\[ u(x) = 0, \quad x \in \Gamma_*, \quad \sum_{k=1}^{m} a_k u(\xi_k, x_2) = u_1(x_2), \quad 0 < x_2 < 1. \quad (15.2) \]

Assume that the conditions

\[ \sum_{i,j=1}^{2} a_{ij} t_i t_j \geq \nu_1 (t_1^2 + t_2^2), \quad \nu_1 > 0, \quad a_0 \geq 0, \quad (15.3) \]

are fulfilled.

We introduce the weight function

\[ \rho(x_1) = \begin{cases} \rho_1(x_1), & \xi_i \leq x_1 < \xi_{i+1}, \quad i = 0, \ldots, m - 1, \\ r(x_1), & \xi_m \leq x_1 \leq 1, \end{cases} \quad (15.4) \]

where \( \rho_1(x_1) = r(x_1) - \kappa \sum_{k=1}^{m} \frac{|\alpha_k|}{\sqrt{\xi_k}} r_k(x_1), \quad r_k(x_1) = 1 - x_1, \quad r_k(x_1) = \xi_k - x_1, \quad \kappa = \sum_{k=1}^{m} |\alpha_k| \sqrt{\xi_k}. \]

Let \( \kappa < 1. \)

Lemma 15.3. The function \( \rho(x_1) \) defined in (15.4) is continuous on the segment \([0, 1] \), and \((1 - \kappa^2) r(x_1) \leq \rho(x_1) \leq r(x_1). \)

We say that a function \( u(x) \in W^2_{2,\ast}(\Omega, r) \) is a strong solution of the nonlocal boundary value problem (15.1)–(15.3) if the relation

\[ a(u, v) = \ell(v), \quad \forall v \in W^2_{2,\ast}(\Omega, \rho) \quad (15.5) \]

is fulfilled, where \( a(u, v) = (Lu, \nabla v)_{\Omega, \rho}, \quad \ell(v) = (f, \nabla v)_{\Omega, \rho}. \)

3°. The solvability. Before we proceed to proving the basic theorem, let us establish that some inequalities are valid. Let \( (u, v)_{\Omega, r} = \int_{\Omega} f(x) u(x)v(x) \, dx, \) and the symbols \(| \cdot |_{k,\Omega, r} \) and \( \| \cdot \|_{k,\Omega, r} \) have the same meaning as \(| \cdot |_{k,\Omega, r} \) and \( \| \cdot \|_{k,\Omega, r} \), respectively.

Lemma 15.4. If \( u \in W^2_{2,\ast}(\Omega, r) \), then \((-\Delta u, u)_{\Omega, \rho} \geq |u|^2_{1,\Omega, \rho}. \)

Proof. Since \( C^\infty(\overline{\Omega}) \) is dense in \( W^2_{2,\ast}(\Omega, r) \), it suffices to prove the lemma for \( u \in C^\infty(\overline{\Omega}) \). Using integration by parts, we find that

\[ I = \int_{0}^{1} \rho(x_1) \frac{\partial^2 u}{\partial x_1^2} \, dx_1 = - \int_{0}^{1} \rho(x_1) \frac{\partial u}{\partial x_1} \frac{\partial^2 u}{\partial x_1^2} \, dx_1 - \int_{0}^{1} \rho'(x_1) \frac{\partial u}{\partial x_1} u \, dx_1 \]
and since $\frac{\partial u}{\partial x_i} u = \frac{1}{2} \frac{\partial (u^2)}{\partial x_i}$, therefore

$$I = -\int_0^1 \rho(x) \left| \frac{\partial u}{\partial x_1} \right|^2 \, dx_1 + \frac{1}{2} \left( u^2(1, x_2) + \sum_{i=1}^m u^2(\xi, x_2) (\rho'_i - \rho'_{i-1}) \right).$$

But $\rho'_i - \rho'_{i-1} = -|\alpha_i|/\sqrt{\xi} \cdot \kappa$. Hence

$$I = -\int_0^1 \rho(x) \left| \frac{\partial u}{\partial x_1} \right|^2 \, dx_1 + \frac{1}{2} \left( u^2(1, x_2) - \kappa \sum_{i=1}^m u^2(\xi, x_2) \frac{|\alpha_i|}{\sqrt{\xi}} \right). \quad (15.6)$$

It follows from the nonlocal condition (15.2) that

$$u^2(1, x_2) = \left( \sum_{k=1}^m \frac{\sqrt{|\alpha_k|}}{\sqrt{\xi_k}} u(\xi, x_2) \sqrt{\alpha_k^2 \xi_k} \right)^2 \leq \kappa \sum_{k=1}^m \frac{|\alpha_k|}{\sqrt{\xi_k}} u^2(\xi, x_2),$$

by virtue of which from (15.6) we obtain

$$\left( - \frac{\partial^2 u}{\partial x_1^2}, u \right)_{\Omega, \rho} \geq \left\| \frac{\partial u}{\partial x_1} \right\|_{\Omega, \rho}^2. \quad (15.7)$$

On the other hand, it is obvious that

$$\left( - \frac{\partial^2 u}{\partial x_2^2}, u \right)_{\Omega, \rho} = \left\| \frac{\partial u}{\partial x_2} \right\|_{\Omega, \rho}^2, \quad (15.8)$$

which together with (15.7) completes the proof of the lemma. \qed

**Lemma 15.5.** The semi-norms $| \cdot |_{k, \Omega, \rho}$ are equivalent respectively to the norms $\| \cdot \|_{k, \Omega, \rho}$, $k = 1, 2$:

$$|u|_{1, \Omega, \rho} \leq \|u\|_{1, \Omega, \rho} \leq \frac{\sqrt{5}}{2} |u|_{1, \Omega, \rho}, \quad \forall u \in \mathbb{W}^1_2(\Omega, r), \quad (15.9)$$

$$|u|_{2, \Omega, \rho} \leq \|u\|_{2, \Omega, \rho} \leq \frac{\sqrt{21}}{4} |u|_{2, \Omega, \rho}, \quad \forall u \in \mathbb{W}^2_2(\Omega, r). \quad (15.10)$$

**Proof.** Since $C^\infty(\Omega)$ is dense in $\mathbb{W}^1_2(\Omega)$ and $\mathbb{W}^2_2(\Omega)$, it suffices to prove (15.9), (15.10) for the functions $u(x)$ from the class $C^\infty(\Omega)$. The left inequalities in (15.9), (15.10) are obvious. Since $u(x) = \int_0^x \frac{\partial u(x, \tau)}{\partial \tau} \, d\tau$, therefore $2|u(x)| \leq \frac{1}{2} \left| \frac{\partial u(x, \tau)}{\partial \tau} \right| d\tau$. Also, $4u(x)^2 \leq \frac{1}{2} \left| \frac{\partial u(x)}{\partial x_2} \right|^2 \, dx_2$. Consequently, the estimate

$$\|u\|_{2, \Omega, \rho} \leq 0.5|u|_{1, \Omega, \rho} \quad (15.11)$$

is valid and allows us to prove the right inequality in (15.9).

Analogously to (15.11), we have $\left\| \frac{\partial u}{\partial x_1} \right\|_{\Omega, \rho} \leq 2 \left\| \frac{\partial^2 u}{\partial x_1 \partial x_2} \right\|_{\Omega, \rho}$. Moreover,

$$\left| \frac{\partial u}{\partial x_1} \right|_{\Omega, \rho}^2 = \left( - \frac{\partial^2 u}{\partial x_1^2}, u \right)_{\Omega, \rho} \leq \frac{1}{8} \left\| \frac{\partial^2 u}{\partial x_1 \partial x_2} \right\|_{\Omega, \rho}^2 + 2\|u\|_{\Omega, \rho}^2 \leq \frac{1}{8} \left\| \frac{\partial^2 u}{\partial x_1^2} \right\|_{\Omega, \rho}^2 + \frac{1}{2} |u|_{1, \Omega, \rho}^2.
Consequently, \(|u|_{1,\Omega,\rho} \leq (1/2)|u|_{2,\Omega,\rho}\), which together with (15.9) proves the right inequality in (15.10).

**Lemma 15.6.** If \(u \in W^2_{\ast}(\Omega, r)\), then \(\|\Delta u\|_{\Omega,\rho} \geq |u|_{2,\Omega,\rho}\).

**Proof.** Let \(u \in C^\infty(\Omega)\). Denote \(J = (\frac{\partial^2 u}{\partial x^2}, \frac{\partial^2 u}{\partial x^2})_{\Omega,\rho}\).

Integration by parts yields

\[
J = -\int_0^1 \int_0^1 \rho(x) \frac{\partial u}{\partial x_1} \frac{\partial^3 u}{\partial x_1 \partial x_2^2} dx_1 dx_2 - m \sum_{k=0}^m \rho_k \int_0^1 \frac{\partial u}{\partial x_1} \frac{\partial^2 u}{\partial x_2^2} dx_2 (15.12)
\]

and since

\[
\int_0^1 \frac{\partial u}{\partial x_1} \frac{\partial^3 u}{\partial x_1 \partial x_2^2} dx_2 = -\int_0^1 \left( \frac{\partial^2 u}{\partial x_1 \partial x_2} \right)^2 dx_2,
\]

\[
\int_0^1 \frac{\partial u}{\partial x_1} \frac{\partial^2 u}{\partial x_2^2} dx_2 = -\frac{1}{2} \int_0^1 \left( \frac{\partial u}{\partial x_2} \right)^2 dx_2
\]

from (15.12) we obtain

\[
J = \left| \frac{\partial^2 u}{\partial x_1 \partial x_2} \right|^2_{\Omega,\rho} + \frac{1}{2} \int_0^1 \left( \sum_{k=1}^m \frac{|\alpha_k|}{\sqrt{\xi_k}} \left( \frac{\partial u(\xi_k, x_2)}{\partial x_2} \right)^2 - \left( \frac{\partial u(1, x_2)}{\partial x_2} \right)^2 \right) dx_2. (15.13)
\]

Using the consequence from the nonlocal condition (15.2),

\[
\left| \frac{\partial u(1, x_2)}{\partial x_2} \right|^2 = \left( \sum_{k=1}^m \alpha_k \frac{\partial u(\xi_k, x_2)}{\partial x_2} \right)^2 \leq \sum_{k=1}^m \frac{|\alpha_k|}{\sqrt{\xi_k}} \left( \frac{\partial u(\xi_k, x_2)}{\partial x_2} \right)^2,
\]

from (15.13) we have

\[
J \geq \left| \frac{\partial^2 u}{\partial x_1 \partial x_2} \right|^2_{\Omega,\rho}. (15.14)
\]

Thus \(\|\Delta u\|_{\Omega,\rho}^2 = \|\frac{\partial^2 u}{\partial x_1 \partial x_2} \|^2_{\Omega,\rho} + \|\frac{\partial^2 u}{\partial x_2^2} \|^2_{\Omega,\rho} + 2 \left( \frac{\partial^2 u}{\partial x_1 \partial x_2} \cdot \frac{\partial^2 u}{\partial x_2^2} \right)_{\Omega,\rho} \geq |u|_{2,\Omega,\rho}^2\). Using this inequality and the standard argument of density, we can see that the lemma is valid.

**Theorem 15.2.** Let \(f(x) \in L^2(\Omega, r)\). Then the nonlocal boundary value problem (15.1)–(15.3) has a unique strong solution. Moreover, there exists an independent of \(f\) positive constant \(c_1\) such that

\[
|u|_{2,\Omega,\rho} \leq c_1 f|_{\Omega,r}. (15.15)
\]
Proof. To prove this theorem, we use the Lax–Milgram lemma (see, e.g., [36], p. 19). Performing some transformations, we obtain
\[
a(u, u) = \sum_{k=1}^{2} \int_{\Omega} \rho(x_1) \sum_{i,j=1}^{2} a_{ij} \frac{\partial^2 u}{\partial x_i \partial x_j} \frac{\partial^2 u}{\partial x_i \partial x_j} \, dx +
\]
\[
+ \left(a_{11} + a_{22}\right) \int_{\Omega} \rho(x_1) \left(\frac{\partial^2 u}{\partial x_1^2} \frac{\partial^2 u}{\partial x_2^2} \right) \, dx - a_0(u, \Delta u)_{\Omega, \rho},
\]
whence using the ellipticity condition (15.3), Lemma 15.4 and the inequality (15.14), we see that \(a(u, u) \geq \nu_1 |u|^2_{2, \Omega, \rho} + a_0 |u|^2_{1, \Omega, \rho}\), that is, by virtue of (15.10) and the equivalence of the norms \(\| \cdot \|_{2, \Omega, \rho}, \| \cdot \|_{2, \Omega, r}\),
\[
a(u, u) \geq c_2 \| u \|^2_{2, \Omega, r},
\]
which means the \(W^2_{2, \rho}\)-ellipticity of the bilinear form \(a(u, v)\).

Obviously, \(\| Lu \|_{2, \Omega, \rho} \leq \nu_2 |u|^2_{2, \Omega, \rho} + a_0 \| u \|_{\alpha, \rho}\). Therefore \(|a(u, v)| \leq \| Lu \|_{\alpha, \rho} \| \Delta v \|_{\alpha, \rho} \leq \nu_2 |u|^2_{2, \Omega, \rho} + a_0 \| u \|_{\alpha, \rho} \| v \|^2_{2, \Omega, \rho},\nu_2 = \max_{i,j} |a_{ij}|,\) so \(|a(u, v)| \leq c_3 \| u \|^2_{2, \Omega, r} \| v \|^2_{2, \Omega, r}\).

Hence the bilinear form \(a(\cdot, \cdot) : W^2_{2, \rho}(\Omega, r) \times W^2_{2, \rho}(\Omega, r) \to \mathbb{R}\) is continuous. Moreover,
\[
|\ell(v)| \leq \| f \|_{\alpha, \rho} \| \Delta v \|_{\alpha, \rho} \leq c_4 \| v \|_{2, \Omega, r},
\]
i.e., the linear form \(\ell(v)\) is continuous in \(W^2_{2, \rho}(\Omega, r)\).

Thus all the conditions of the Lax–Milgram lemma are fulfilled. This guarantees the existence of a unique solution \(u \in W^2_{2, \rho}(\Omega, r)\). The estimate (15.15) follows directly from (15.16), (15.17).

16. Difference Scheme for a Nonlocal Bitsadze–Samoľskii Type Boundary Value Problem

History of the matter. In this section we will consider difference approximation of a nonlocal Bitsadze–Samoľskii type boundary value problem for the second order elliptic equation with constant coefficients. The results of the present section have been published in [29]. In [49], in the case of Poisson equation, the difference scheme is investigated which converges in the mesh norm \(W^2_{2, \rho}\) with the rate \(O(h^2)\) to the exact solution of the class \(C^4(\bar{\Omega})\).

1º. Statement of the problem. We consider the nonlocal boundary value problem (15.1), (15.2). Assume that \(f(x) \in W^{m-2}_{2, \rho}(\Omega)\), and the problem (15.1), (15.2) is uniquely solvable in the class \(W^m_{2, \rho}(\Omega)\), \(1 < m \leq 4\).

Introduce the mesh domains with the step \(h = 1/N\).

Let \(\gamma_0 = \Gamma_0 \cap \partial \Omega, \omega_{i,k} = \{ x_1 : x_1 = ih, i = 1, 2, \ldots, n_k \}, \xi_k = (n_k + \theta_k)h, 0 \leq \theta_k < 1, k = 1, 2, \ldots, m\), where \(n_k\) are nonnegative integers, \(0 \leq n_1 \leq n_2 \leq \cdots \leq n_m < N\), among which there exists equality if in the corresponding subinterval (between adjacent points of the mesh \(\omega_{i,1}\)) there are more than one point \(\xi_k\).
Assume that
\[ \frac{h}{2} \leq 1 - \xi_m - \nu, \] (16.1)
where \( \nu > 0 \) is a fixed number.

Define the following projection operators:
\[ G_k u = (1 - \theta_k) \int_0^{\theta_k} t u(n_k h + th, x_2) \, dt + \theta_k \int_{\theta_k}^1 (1 - t) u(n_k h + th, x_2) \, dt, \]
k = 1, 2, \ldots, n_m.

Let \( T_\alpha, S_\alpha \) be the averaging operators defined in Section 1 for which the identities
\[
\begin{align*}
T_\alpha \frac{\partial^2 u}{\partial x_\alpha^2} &= u_{\tau_\alpha x_\alpha}, & T_\alpha \frac{\partial u}{\partial x_\alpha} &= S_\alpha^+ u_{\tau_\alpha x_\alpha} &= S_\alpha^- u_{\tau_\alpha x_\alpha}, & \alpha = 1, 2, \\
G_k \frac{\partial^2 u}{\partial x_1^2} &= \frac{1}{h^2} \left( (1 - \theta_k) u(n_k h, x_2) + \theta_k u(n_k h + h, x_2) - u(x_k, x_2) \right), & k = 1, 2, \ldots, n_m,
\end{align*}
\]
are valid.

By \( Y_k(x_2), Z_k(x_2), \bar{Z}_k(x_2) \) and \( \tilde{Z}(x_2) \) we denote the expressions
\[ Y_k(x_2) = (1 - \theta_k) y(n_k h, x_2) + \theta_k y(n_k h + h, x_2), \]
and so on.

We approximate the problem (15.1), (15.2) by the difference scheme
\[
L_h y = \varphi(x), \quad x \in \omega, \quad \varphi = T_1 T_2 f, \quad y(0) = 0, \quad x \in \gamma_0, \quad y(1, x_2) = \sum_{k=1}^m \alpha_k Y_k(x_2), \quad x_2 \in \omega_2,
\] (16.2)
where \( L_h y = a_{11} y_{\tau_1 x_1} + a_{12} (y_{\tau_1 x_2} + y_{x_1, \tau_2}) + a_{22} y_{\tau_2 x_2} - a_{01} y \).

2. The correctness of the difference scheme. Let \( H \) be the space of the mesh functions defined on \( \omega \) and satisfying the conditions (16.3), with the inner product and the norm \((y, v)_r = \sum_\omega h^2 r(x_1) y(x) v(x), \|y\|_r = (y, y)_r, \quad r(x_1) = 1 - x_1 \). Let, moreover,
\[
\begin{align*}
\|y\|_r^2 &= \sum_{\omega_1^+ \times \omega_2^+} h^2 r^2, & \|y\|_r^2 &= \sum_{\omega_1^+ \times \omega_2^+} h^2 r^2, & \|y\|_r^2 &= \sum_{\omega_1^+ \times \omega_2^+} h^2 r^2, \\
\|y\|_{1, r}^2 &= \|y_{\tau_1 x_1}\|_r^2 + \|y_{\tau_2 x_2}\|_r^2 + 2 \|y_{\tau_1 x_2}\|_r^2, & \|y\|_{1, r}^2 &= \|y\|_r^2 + \|y\|_{1, r}^2, \\
\|y\|_{2, r}^2 &= \|y_{\tau_1 x_1}\|_r^2 + \|y_{\tau_2 x_2}\|_r^2 + 2 \|y_{\tau_1 x_2}\|_r^2 + \|y\|_{1, r}^2, & \|y\|_{2, r}^2 &= \|y\|_r^2 + \|y\|_{2, r}^2, \\
\|y\|_r^2 &= \sum_{\omega} h^2 y^2, & \|y\|_r^2 &= \sum_{\omega} h^2 y^2, & \|y\|_r^2 &= \sum_{\omega} h^2 y^2, \\
\|y\|_{2, r}^2 &= \sum_{\omega_1^+ \times \omega_2^+} h^2 y^2, & \|y\|_{2, r}^2 &= \sum_{\omega_1^+ \times \omega_2^+} h^2 y^2, & \|y\|_{2, r}^2 &= \sum_{\omega_1^+ \times \omega_2^+} h^2 y^2,
\end{align*}
\]
\[ \tau(x_1) = \frac{r(x_1) + r(x_1 - h)}{2}. \]

We introduce the auxiliary weight function

\[ \rho(x_1) = \begin{cases} \rho_i(x_1), & \xi_i \leq x_1 < \xi_{i+1}, \ i = 0, 1, 2, \ldots, m - 1, \\ r(x_1), & \xi_m \leq x_1 \leq 1, \end{cases} \quad (16.4) \]

where \( \rho_i(x_1) = r(x_1) - \ldots \sum_{k=\xi_i+1}^{m} \frac{|\alpha|}{\sqrt{\xi_k}} \gamma_k(x_1), \gamma_k(x_1) = x_k - x_1, \gamma = \ldots \sum_{k=1}^{m} |\alpha_k| \sqrt{\xi_k}. \)

Suppose \( \gamma < 1. \) Then

\[ (1 - \gamma^2)r(x_1) \leq \rho(x_1) \leq r(x_1). \quad (16.5) \]

In what follows, we will assume that the inner product and the norm containing the index \( \rho \) have the same meaning as the expression with the index \( r. \)

By \( \Phi(y) \) we denote the functional of the type

\[ \Phi(y) = \frac{1}{2} \sum_{i=1}^{m} h \left( \sum_{k=1}^{m} \gamma_k^2(x_2) - y^2(1, x_2) \right). \quad (16.6) \]

To apply the obtained in this section results in the sequel for a priori estimate of error of the method in the case where the nonlocal condition will not be homogeneous, the estimates for the function \( y(x) \) will be obtained in the form, where the nonlocal condition is not taken into account.

**Lemma 16.1.** For every mesh function \( y(x) \) defined on \( \mathbb{R} \) and vanishing for \( x_1 = 0 \) the estimate

\[ (-y\tau_{x_1}, y)_\rho \geq \|y\tau_1\|_\rho^2 + \Phi(y) \quad (16.7) \]

is valid.

**Proof.** We represent the weight function in the form \( \rho(x_1) = 1 - x_1 - \ldots \sum_{k=1}^{m} \gamma_k(x_1), \gamma_k(x_1) = \ldots \sum_{k=1}^{m} |\alpha_k| \sqrt{\xi_k}. \)

It can be easily verified that

\[ h(\gamma(x_k - x_1))_\tau_{x_1} = \begin{cases} 0, & \text{if } i \leq n_k - 1 \text{ or } i \geq n_k + 2, \\ (1 - \theta_k), & \text{if } i = n_k, \\ \theta_k, & \text{if } i = n_k + 1, \end{cases} \]

so

\[ (\gamma(x_k - x_1))_\tau_{x_1} = \frac{1}{h} \left( (1 - \theta_k) \delta(n_k, i) + \theta_k \delta(n_k + 1, i) \right), \]

where \( \delta(\cdot, \cdot) \) is the Kronecker symbol. Consequently,

\[ \rho_{\tau_{x_1}}(ih) = \sum_{k=1}^{m} \gamma_k \left( (1 - \theta_k) \delta(n_k, i) + \theta_k \delta(n_k + 1, i) \right). \quad (16.8) \]
Using summation by parts, we obtain
\[- \sum_{\omega_1} h\rho y_{\tau_1x_1} y = \sum_{\omega_1} h\Theta y_{\tau_1}^2 - \frac{1}{2} y^2(1, x_2) - \sum_{\omega_1} h y_{\tau_1x_1},\]
so taking into account (16.8), we find
\[- \sum_{\omega_1} h\rho y_{\tau_1x_1} y = \sum_{\omega_1} h\Theta y_{\tau_1}^2 - \frac{1}{2} y^2(1, x_2) + \frac{1}{2} \sum_{k=1}^m \frac{|\alpha_k|}{\sqrt{\xi_k}} ((1 - \theta_k)y^2(n_k h, x_2) + \theta_k y^2(n_k h + h, x_2)).\]
Replacing here \((1 - \theta_k)y^2(n_k h, x_2) + \theta_k y^2(n_k h + h, x_2) = \gamma^2(x_2) + h^2 (1 - \theta_k)y^2(n_k h, x_2) \geq \gamma^2(y^2(x_2)),\) we see that Lemma 16.1 is valid.

**Lemma 16.2.** For every mesh function \(y(x)\) defined on \(\mathbb{Z}\) and vanishing on \(\gamma_\star\), the estimate
\[ (y_{\tau_1x_1}, y_{\tau_2x_2})_p \geq \|y_{\tau_1}, y_{\tau_2}\|_p^2 + \Phi(y_{\tau_2}) \quad (16.9) \]
is valid.

**Proof.** Let \(J_h(y) = (y_{\tau_1x_1}, y_{\tau_2x_2})_p\). Using summation by parts, we obtain
\[ J_h(y) = \sum_{\omega_1} h^2 \Theta y_{\tau_1x_2} - \sum_{\omega_1} h y_{\tau_2}^2(1, x_2) - \frac{1}{2} \sum_{\omega_1 \times \omega_2^+} h^2 \rho_{\tau_1x_1} y_{\tau_2},\]
whence with regard for (16.8) we find that
\[ J_h(y) = \sum_{\omega_1} h^2 \Theta y_{\tau_1x_2} - \sum_{\omega_1} h y_{\tau_2}^2(1, x_2) - \frac{1}{2} \sum_{\omega_1 \times \omega_2^+} h^2 \rho_{\tau_1x_1} y_{\tau_2},\]
\[ - \sum_{k=1}^m \frac{|\alpha_k|}{\sqrt{\xi_k}} ((1 - \theta_k)y^2(n_k h, x_2) + \theta_k y^2(n_k h + h, x_2))).\]
Replacing here \((1 - \theta_k)y^2(n_k h, x_2) + \theta_k y^2(n_k h + h, x_2) = \gamma^2(x_2) + h^2 (1 - \theta_k)y^2(n_k h, x_2) \geq \gamma^2(y^2(x_2)),\) we see that the inequality (16.9) is valid. Thus the lemma is proved.

**Lemma 16.3.** For every mesh function \(y(x)\) defined on \(\mathbb{Z}\) and vanishing on \(\gamma_\star\), the estimates
\[ a_{11} \Phi(y) + \frac{4\nu_1}{5} \|y\|_0^2 \leq (-L_h y, y)_p, \quad (16.10) \]
\[ c_1 \Phi(y) + c_2 \Phi(y_{\tau_1}) + c_3 \|y\|_0^2 \leq \|L_h y\|_p^2, \quad c_1, c_2, c_3 = \text{const} > 0, \quad (16.11) \]
are valid.

In addition, if \(y(x)\) satisfies the nonlocal condition (16.3), then the appearing in the left-hand sides of (16.10), (16.11) summands with the functional \(\Phi\) can be omitted.
Proof. If we multiply \((-L_h y)\) scalarly by \(y\) and make use of the estimate (16.7), after simple transformations we obtain
\[
(-L_h y, y)_\rho \geq \frac{1}{2} \sum_{\alpha, \beta = 1} h^2 \rho \sum_{\alpha, \beta = 1} a_{\alpha \beta} y_{\alpha \tau_\alpha} y_{\beta \tau_\beta} + \frac{1}{2} \sum_{\alpha, \beta = 1} h^2 \rho \sum_{\alpha, \beta = 1} a_{\alpha \beta} y_{x_\alpha} y_{x_\beta} + a_{11} \Phi(y),
\]
so taking into account the ellipticity condition (15.3),
\[
a_{11} \Phi(y) + \nu_1 |y|_\tau^2 \leq (-L_h y, y)_\rho. \tag{16.12}
\]
Further, \(2|y(x)| \leq \sum_{\omega \not= \tau} h|y_{\omega}|\). Therefore \(4|y|_\rho^2 \leq |y|_\tau^2\), which together with (16.12) proves the estimate (16.10).

An obvious consequence of (16.10) is the inequality
\[
\Phi(y) + |y|_\tau^2 \leq (-\Delta_h y, y)_\rho, \tag{16.13}
\]
where \(\Delta_h y = y_{\tau_1 x_1} + y_{\tau_2 x_2}\).

For \(y\) we write the identity
\[
(L_h y, \Delta_h y)_\rho = I_1(y) + I_2(y) + I_3(y), \tag{16.14}
\]
where
\[
I_1(y) = \sum_\omega h^2 \rho \left( a_{11} y_{\tau_1 x_1}^2 + a_{12}(y_{\tau_1 x_2} + y_{\tau_1 x_3}) y_{\tau_1 x_1} + a_{22} \left( y_{\tau_1 x_2} + y_{\tau_1 x_3} \right)^2 \right) +
+ \sum_\omega h^2 \rho \left( a_{12} y_{\tau_2 x_2} + a_{12}(y_{\tau_2 x_2} + y_{\tau_2 x_3}) y_{\tau_2 x_2} + a_{11} \left( y_{\tau_2 x_2} + y_{\tau_2 x_3} \right)^2 \right),
I_2(y) = (a_{11} + a_{22}) \sum_\omega h^2 \rho \left( y_{\tau_1 x_1} y_{\tau_2 x_2} \left( y_{\tau_1 x_2} + y_{\tau_1 x_3} \right)^2 \right),
I_3(y) = -a_0 \sum_\omega h^2 \rho g \rho \Delta_h y.
\]

By the ellipticity condition (15.3), we get \(I_1(y) \geq \nu_1 (\|y_{\tau_1 x_1}\|_\rho^2 + \|y_{\tau_2 x_2}\|_\rho^2)\)
Next,
\[
\sum_\omega h^2 \rho \left( \frac{y_{\tau_1 x_2} + y_{\tau_1 x_3}}{2} \right)^2 \leq \frac{1}{2} \sum_{\omega_1 \times \omega_2} h^2 p y_{\omega_1 \tau_1, \omega_2} + \frac{1}{2} \sum_{\omega_1 \times \omega_2} h^2 p y_{\omega_1 \tau_1, \omega_2} \leq \sum_{\omega} h^2 p y_{\tau_1, \tau_2}^2,
\]
which together with (16.9) yields \(I_2(y) \geq (a_{11} + a_{22}) \Phi(y_{\tau_2})\), and by virtue of (16.13) we have \(I_3(y) \geq a_0 \Phi(y)\).

Consequently, from (16.14) we obtain
\[
\nu_1 (\|y_{\tau_1 x_1}\|_\rho^2 + \|y_{\tau_2 x_2}\|_\rho^2) + (a_{11} + a_{22}) \Phi(y_{\tau_2}) + a_0 \Phi(y) \leq (L_h y, \Delta_h y)_\rho. \tag{16.15}
\]
But since
\[
(L_h y, \Delta h y)_\rho \leq \frac{1}{\nu_1} \| L_h y \|_\rho^2 + \frac{\nu_1}{2} (\| y_{\tau_1, x_1} \|_\rho^2 + \| y_{\tau_2, x_2} \|_\rho^2),
\]
from (16.15) we have
\[
\frac{\nu_1}{2} (\| y_{\tau_1, x_1} \|_\rho^2 + \| y_{\tau_2, x_2} \|_\rho^2) + (a_{11} + a_{22}) \Phi(\gamma_{\tau}) + a_0 \Phi(y) \leq \frac{1}{\nu_1} \| L_h y \|_\rho^2. \quad (16.16)
\]

On the other hand, by (16.9) \( \Phi(\gamma_{\tau}) + 2 \| y_{\tau, x} \|_\rho^2 \leq \| y_{\tau_1, x_1} \|_\rho^2 + \| y_{\tau_2, x_2} \|_\rho^2 \),
2\( \Phi(\gamma_{\tau}) + \| y_{\omega, \rho} \|_\rho \leq 2(\| y_{\tau_1, x_1} \|_\rho^2 + \| y_{\tau_2, x_2} \|_\rho^2) \). Therefore from (16.16) we find that
\[
\nu_1 ((a_{11} + a_{22}) \Phi(\gamma_{\tau}) + a_0 \Phi(y)) + \frac{\nu_1}{2} \Phi(y_{\tau}) + \frac{\nu_1^2}{2} | y_{\omega, \rho} |^2 \leq \| L_h y \|_\rho^2. \quad (16.17)
\]

Further, from (16.12) we derive
\[
a_{11} \Phi(y) + \nu_1 | y_{\omega, \rho} |^2 \leq \frac{1}{8\nu_1} \| L_h y \|_\rho^2 + 2\nu_1 | y |^2. \quad (16.18)
\]

Summing up \((3\nu_1/5)(4| y |^2 - | y_{\omega, \rho} |^2) \leq 0 \) and (16.18), we arrive at
\[
8a_{11} \nu_1 \Phi(y) + \frac{16\nu_1^2}{5} | y_{\omega, \rho} |^2 \leq \| L_h y \|_\rho^2, \quad (16.19)
\]
which together with (16.17) results in the inequality (16.11).

If \( y(x) \) satisfies also the nonlocal condition (16.3), then
\[
y^2(1, x_2) = \left( \sum_{k=1}^{m} (\alpha_k^2 \gamma_k^2)^{1/4} \left( \frac{\alpha_k^2}{\gamma_k} \right)^{1/4} Y_k(x_2) \right)^2 \leq \sum_{k=1}^{m} \gamma_k^2 Y_k^2(x_2)
\]
and analogously \((y_{\tau}(1, x_2))^2 \leq \sum_{k=1}^{m} \gamma_k^2 (Y_k^2(x_2))^2 \). By virtue of the above inequalities we have \( \Phi(y) \geq 0 \), \( \Phi(y_{\tau}) \geq 0 \), and the summands in (16.10), (16.11) containing these values can be neglected. Thus Lemma 16.3 is proved completely.

On the basis of (16.11), for the solution of the difference scheme (16.2), (16.3) we obtain \( | y_{\omega, r} |^2 \leq c \| \varphi \|_r \), which implies that the difference scheme in the metric of the space \( W_2^2(\omega, r) \) is correct.

3. A priori estimate of error of the method. To study the question of convergence and accuracy of the difference scheme (16.2), (16.3), we consider the error \( z = y - u \) of the method, where \( y \) is a solution of the difference scheme, and \( u = u(x) \) is a solution of the initial problem. Substituting \( y = z + u \) in (16.2), (16.3), we obtain
\[
L_h z = \psi, \quad x \in \omega, \quad z(0) = 0, \quad x \in \gamma_0, \quad z(1, x) = \sum_{k=1}^{m} \alpha_k Z_k + R, \quad x \in \omega_2, \quad (16.20)
\]
where \( \psi = a_{11} \eta_1 \tau_1 x_1 + a_{12} \eta_1 \tau_2 x_2 + a_{22} \eta_2 \tau_2 x_2 + a_0 \eta_0 \), \( R = \sum_{k=1}^{m} \alpha_k R_k \), \( R_k = h^2 G_k \frac{\partial^2 u}{\partial x^2}, \eta_\alpha = T_{3-\alpha} u - u, \alpha = 1, 2, \eta_{12} = 2S^+_1 S^-_2 u(x) - u(x_1 + h, x_2 - h), \eta_0 = u - T_1 T_2 u \).

A solution \( z \) of the problem (16.20) we represent in the form of the sum \( z = \tilde{z} + \tilde{z} \) of solutions of the following two problems:

\[
L_h \tilde{z} = 0, \quad x \in \omega, \quad \tilde{z} = 0, \quad \tilde{z}(1, x_2) = \sum_{k=1}^{m} \alpha_k Z_k + R, \quad x_2 \in \omega_2, \quad (16.21)
\]

\[
L_h \tilde{z} = \psi, \quad x \in \omega, \quad \tilde{z} = 0, \quad \tilde{z}(1, x_2) = \sum_{k=1}^{m} \alpha_k \tilde{Z}_k, \quad x_2 \in \omega_2. \quad (16.22)
\]

**Lemma 16.4.** For the functional \( \Phi \) defined in (16.6), the estimates

\[
-2\Phi(\tilde{z}) \leq \left( 1 + \frac{\kappa}{\nu 1^{\nu'}} \right) \| R \|_2^2 + \frac{\kappa}{\nu_2^{\nu'}} \| \tilde{z} \|_1^{2, \nu_r}, \quad \forall \nu_1 > 0, \quad (16.23)
\]

\[
-2\Phi(\tilde{z}_2) \leq \left( 1 + \frac{\kappa}{\nu 2^{\nu}} \right) \| R \|_2^2 + \frac{\kappa}{\nu_2^{\nu}} \| \tilde{z} \|_2^{2, \nu_r}, \quad \forall \nu_2 > 0, \quad (16.24)
\]

are valid, where \( \omega \) is a solution of the problem (16.21).

**Proof.** First of all, we note that the inequalities

\[
|Z_k| \leq \sqrt{\frac{\kappa}{\nu} \left( \sum h \tau^2_{\tau_1, \omega_1} \right)^{1/2}}, \quad |Z_k| \leq \sqrt{\frac{\kappa}{\nu} \left( \sum h \tau^2_{\tau_1, \omega_2} \right)^{1/2}} \quad (16.25)
\]

are valid.

Indeed,

\[
|Z_k(x_2)| \leq \left| \sum_{i=1}^{n_k} h \tau_{\tau_1}(ih, x_2) \right| + \theta_k h |\tau_{\tau_1}(n_k h + h, x_2)| \leq
\]

\[
\leq \sqrt{n_k h \left( \sum_{i=1}^{n_k} h \tau^2_{\tau_1}(ih, x_2) \right)^{1/2}} + \theta_k h \left( \sum_{i=1}^{n_k} h \tau^2_{\tau_1}(n_k h + h, x_2) \right)^{1/2} \leq
\]

\[
\leq (n_k h + \theta_k h)^{1/2} \left( \sum_{i=1}^{n_k+1} h \tau^2_{\tau_1}(ih, x_2) \right)^{1/2}, \quad (16.26)
\]

and since by (16.1), \( \tau(ih) \geq (1 - ih + \frac{1}{2}) \geq (1 - (n_m + 1) h + \frac{1}{2}) > \nu, \quad i = 1, 2, \ldots, n_m + 1 \), from (16.26) we obtain the first of the inequalities (16.25); the second inequality is proved analogously.

We now make use of the nonlocal condition (16.21). Then

\[
-2\Phi(\tilde{z}) \leq \sum_{\omega_2} h \left( R^2 + 2 R \sum_{k=1}^{m} \alpha_k Z_k \right),
\]

\[
-2\Phi(\tilde{z}_2) \leq \sum_{\omega_2} h \left( (R \tau_2)^2 + 2 R \tau_2 \sum_{k=1}^{m} \alpha_k Z_k \tau_2 \right).
\]
Therefore by virtue of (16.25),
\[-2\Phi(\bar{\tau}) \leq \|R\| \frac{2\xi}{\sqrt{\nu}} \|\bar{\tau}\|_r,\]
whence follow (1.23) and (16.24).

**Lemma 16.5.** For the solution of the difference scheme (16.20) the a priori estimate
\[\|\tilde{z}\|_{1,\omega,r} \leq c(\|R\| + \|\eta_{11\bar{\tau}}\| + \|\eta_{12\bar{\tau}}\| + \|\eta_{22\bar{\tau}}\| + \|\eta_0\|), \quad c = \text{const} > 0, (16.27)\]
is valid.

**Proof.** Relying on (16.5) and (16.10), for the solution of the problem (16.21) we obtain
\[a_{11}\Phi(\bar{\tau}) + \nu_s (1 - x^2) \|\bar{\tau}\|_{1,\omega,r} \leq 0,
\]
which together with (16.23) (and \(\varepsilon_1\) chosen appropriately) yields
\[\|\bar{\tau}\|_{1,\omega,r} \leq c\|R\|_r. \quad (16.28)\]

Using the inequality (16.10) and taking into account (16.5), for the solution of the problem (16.22) we obtain
\[4\nu_s (1 - x^2) \|\tilde{z}\|_{1,\omega,r} \leq \nu_s \left(\|\eta_{11\bar{\tau}}\|_1 + \|\eta_{12\bar{\tau}}\|_1 + \|\eta_{22\bar{\tau}}\|_1 + \|\eta_0\|_1\right), \quad (16.29)\]

It is not difficult to estimate the last two summands in the right-hand side of (16.28):
\[\|\eta_{22\bar{\tau}}\|_1 \leq \|\eta_{22\bar{\tau}}\|_1, \|\tilde{z}\|_r, \quad \alpha = 1, 2. \quad (16.30)\]

If for the second summand in the right-hand side of the inequality
\[(\eta_{11\bar{\tau}}, \tilde{z})_r = (\eta_{11\bar{\tau}}, \tilde{z})_r - \sum_{k=1}^{m} \frac{\alpha_k}{\sqrt{\nu_k}} \sum_{\omega_1, k \times \omega_2} h^2 r_k \eta_{11\bar{\tau}}, \tilde{z} = Q_1 + Q_2, \quad (16.31)\]
we use the formulas of summation by parts, we will get
\[\sum_{\omega_1, k \times \omega_2} h^2 r_k \eta_{11\bar{\tau}}, \tilde{z} = Q_1 + Q_2, \quad (16.32)\]

where
\[Q_1 = - \sum_{\omega_1, k \times \omega_2} h^2 r_k \eta_{11\bar{\tau}}, \tilde{z}_{11},\]
\[Q_2 = \sum_{\omega_1, k \times \omega_2} h^2 \eta_{11z}, \tilde{z} + \sum_{\omega_2} \theta_k h^2 \eta_{11z} (n_k h, x_2) \tilde{z}(n_k h, x_2).\]

Taking into account the relations \(r_k < \xi_k r < \xi_k\) and using the Cauchy inequality, after certain transformations we conclude that
\[|Q_1| \leq \xi_k \left( \sum_{\omega_1, k \times \omega_2} h^2 r^2 \tilde{z}_{11}^2 \right)^{1/2} \left( \sum_{\omega_1, k \times \omega_2} h^2 \eta_{11z}^2 \right)^{1/2},\]
\[ |Q_2| \leq \left| \sum_{i=1}^{n_k} \sum_{j=1}^{\infty} \sum_{x_2} h^3 \eta_{11x_1} (ih, x_2) \tilde{z}_{\pi_1}(ih, x_2) \right| + \left| \sum_{i=1}^{n_k} \sum_{x_2} \theta_k h^3 \eta_{11x_1} (n_kh, x_2) \tilde{z}_{\pi_1}(ih, x_2) \right| \leq \left( \sum_{\omega_{1,k-1} \times \omega_2} h^2 (n_k h - x_1) \tilde{z}_{\pi_1}^2 \right)^{1/2} \left( \sum_{\omega_{1,k-1} \times \omega_2} h^2 \eta_{11x_1}^2 \right)^{1/2} + \left( \sum_{\omega_{1,k} \times \omega_2} h^2 \theta_k \tilde{z}_{\pi_1}^2 \right)^{1/2} \left( \sum_{\omega_{1,k} \times \omega_2} h^2 \eta_{11x_1}^2 \right)^{1/2} \leq \left( \sum_{\omega_{1,k} \times \omega_2} h^2 r_k \tilde{z}_{\pi_1}^2 \right)^{1/2} \left( \sum_{\omega_{1,k} \times \omega_2} h^2 \eta_{11x_1}^2 \right)^{1/2}, \]

whence from (16.31) follows

\[ \left| \sum_{\omega_{1,k} \times \omega_2} h^2 r_k \eta_{11x_1} \tilde{z}_1 \right| \leq 2 \xi_k \| \tilde{z}_{\pi_1} \| r \| \eta_{11x_1} \|. \] (16.33)

It is not difficult to show that the estimate

\[ \| (\eta_{11x_1}, \tilde{z}) r \| \leq 2 \| \tilde{z}_{\pi_1} \| r \| \eta_{11x_1} \| \] (16.34)

is valid.

Finally, with regard for (16.33), (16.34), from (16.31) we find that

\[ \| (\eta_{11x_1}, \tilde{z}) \r \| \leq 2 \left( 1 + x^2 \right) \| \tilde{z}_{\pi_1} \|, \| \eta_{11x_1} \| \] (16.35)

since \( r(x_1) < \tilde{r}(x_1) \). Using (16.29), (16.30) and (16.35) we can see that the estimate

\[ \frac{4\nu_2(1 - x^2)}{5} \| \tilde{z} \|_{1,w,r} \leq \nu_2 \left( 2 \left( 1 + x^2 \right) \| \eta_{11x_1} \| + \| \eta_{12x_1} \| + \| \eta_{22x_1} \| \right) + a_0 \| \eta_0 \| \rho \] (16.36)

is valid.

The estimate (16.27) is the direct consequence of (16.28), (16.36). \( \Box \)

**Lemma 16.6.** For the solution of the difference problem (16.20) the a priori estimate

\[ \| \tilde{z} \|_{2,w,r} \leq e \left( \| R \|_r + \| R_{\pi_1} \|_r + \| \eta_{11x_1} \| + \| \eta_{12x_1} \| + \| \eta_{22x_1} \| + \| \eta_0 \| \right) \] (16.37)

is valid.

**Proof.** We multiply (16.23) and (16.24) respectively by \( c_1/2 \) and \( c_2/2 \) and add the inequality (16.11) which was written for \( \pi \). In the right-hand side
of the obtained inequality we choose $\varepsilon_1$ and $\varepsilon_2$ sufficiently small and find that
\[
\|\tau\|_{2,\omega,r} \leq c(\|R\|_{\ast} + \|R_{\tau}\|_{\ast}).
\] (16.38)

Next, by virtue of (16.11), for the solution of the problem (16.22) we have $c_3\|\tau\|_{2,\omega,r} \leq \nu_2(\|\eta_1\|_{\omega} + \|\eta_{22}\|_{\omega} + \eta_3 + \|\eta_4\|_{\omega})$, which together with (16.38) completes the proof of the lemma. □

40. Estimation of the convergence rate. Lemmas 16.5 and 16.6 show that to obtain estimates for the convergence rate of the difference scheme (16.2), (16.3) it is sufficient to estimate the corresponding norms of $R$ and $\eta_1$, $\eta_2$, $\eta_3$, $\eta_4$. Let us show that
\[
\|R\|_{\ast} \leq ch^{m-1}\|u\|_{W^{m}_{2}(\Omega)}, \ m \in (1, 3].
\] (16.39)

Let $c_k = (n_kh, n_kh+h) \times (x_2-h/2, x_2+h/2)$, $\Omega_k = (n_kh, n_kh+h) \times (0, 1)$. We represent $R_k$ as the sum $R_k = (h^2Gk_2 \frac{\partial u}{\partial x_1} - h^2Gk_2 \frac{\partial^2 u}{\partial x_1^2}) + h^2Gk_2 \frac{\partial^2 u}{\partial x_1^2} - R_k + R_k'$, $k = 1, 2, \ldots, m$. Note that $R_k'$ vanishes on the second degree polynomials and is bounded in $W^{m}_2(\Omega)$, $m > 1$. As a consequence, using the Bramble–Hilbert lemma, we obtain
\[
|R_k'| \leq ch^{m-1}|u|_{W^{m-1}_2(\omega_k)}, \ \|R_k\|_{\ast} \leq ch^{m-1}|u|_{W^{m}_2(\Omega)}, \ m \in (1, 3].
\] (16.40)

$R_k'$ vanishes on the first degree polynomials and is bounded in $W^{m}_2(\Omega)$, $m > 1$. Therefore using the Bramble–Hilbert lemma, we obtain the estimate
\[
\|R_k''\|_{\ast} \leq ch^{m-1}|u|_{W^{m}_2(\Omega)}, \ s \in (1, 2, 5].
\] (16.41)

For $m > 2.5$, we write
\[
\|R_k''\|_{\ast} \leq c \sum_{\omega_k} h^2 \int_{\omega_k} \left| \frac{\partial^2 u}{\partial x_1^2} \right|^2 dx \leq ch^3 \left\| \frac{\partial^2 u}{\partial x_1^2} \right\|_{L^2(\Omega_k)}
\]
and since $\frac{\partial^2 u}{\partial x_1^2} \in W^{m-2}_2(\Omega)$, $m-2 > 0.5$, we may use an estimate for $L_2$-norm of a function in a strip along the boundary in terms of $W^{m-2}_2$-norm in the domain (Theorem 1.5): $\| \frac{\partial^2 u}{\partial x_1^2} \|_{L^2(\Omega_k)} \leq ch^{1/2} \| \frac{\partial^2 u}{\partial x_1^2} \|_{W^{m-2}_2(\Omega)}$, $0.5 < m-2 \leq 1$. Consequently, we obtain the estimate $\|R_k''\|_{\ast} \leq ch^2 |u|_{W^{m}_2(\Omega)}$, $m \in (2.5, 3]$, which together with (16.40) and (16.41) proves the validity of the inequality (16.39).

It is not also difficult to see that
\[
\|R_{\tau}\|_{\ast} \leq ch^{m-2}|u|_{W^{m}_2(\Omega)}, \ s \in (2, 4].
\] (16.42)

Taking into account the well-known estimates for $\eta_1$, $\eta_2$, $\eta_3$, $\eta_4$ and for their differences, on the basis of the estimates (16.27), (16.37) we convince ourselves that the following statement is valid.

**Theorem 16.1.** Let the solution of the problem (16.1), (16.2) belong to the class $W^{m}_2(\Omega)$, $m \in (1, 4]$. Then the convergence rate of the difference scheme (16.2), (16.3) is defined by the estimate
\[
\|y - u\|_{W^{m-1}_2(\omega, r)} \leq ch^{m-2}|u|_{W^{m}_2(\Omega)}, \ m \in (s, s+2], \ s = 1, 2,
\] (16.43)
where the positive constant \(c\) does not depend on \(u(x)\) and \(h\).

Remark 16.1. The obtained results are likewise valid both for the inhomogeneous boundary value problems and for the nonlocal conditions.

17. Difference Scheme in the Case of Variable Coefficients

History of the matter. In this section we consider difference approximation of a nonlocal Bitsadze–Samarski˘ı type boundary value problem for the second order elliptic equation with variable coefficients. The results have been published in [26].

1°. Statement of the problem. We consider the nonlocal boundary value problem (15.1), (15.2), where \( a_{1j} = a_{1j}(x_{3-j}), a_{2j} = a_{2j}(x) \) (\( j = 1, 2 \), \( a_0 = a_0(x), a_{1j} \in W_{p}^{m-1}(0, 1), p > \max(1/(m - 1); 2) \) for \( m \in (1, 2] \), \( p = 2 \) for \( m \in (2, 3] \), \( a_{2j} \in W_{q}^{m-1}(\Omega), q > 2/(m - 1) \) for \( m \in (1, 2], q = 2 \) for \( m \in (2, 3] \), \( a_0 \in L_{2+\varepsilon}(\Omega), 1 < m \leq 2, a_0 \in W_{2}^{m-2}(\Omega), 2 < m \leq 3. \) Let, moreover, \( f(x) \in W_{2}^{m}(\Omega) \), and the problem (15.1), (15.2) be uniquely solvable in the class \( W_{2}^{m}(\Omega), 1 < m \leq 3. \)

For the mesh domains and mesh functions we use the notation of Section 16.

The problem (15.1), (15.2) is approximated by the difference scheme

\[
Ay \equiv 2 \sum_{i,j=1}^{2} A_{ij}y + a_0y = -\varphi(x), \quad x \in \omega, \quad \varphi = T_1T_2f, \quad (17.1)
\]

\[
y = 0, \quad x \in \gamma_0, \quad y(1, x_2) = \sum_{k=1}^{m} \alpha_k Y_k(x_2), \quad x_2 \in \omega_2, \quad (17.2)
\]

where \( A_{ij}y = -0.5(a_{ij}^{-0.5})_{x_i}y_{x_i} - 0.5(a_{ij}^{+0.5})_{x_i}y_{x_i}. \)

2°. The correctness of the difference scheme. Let \( H \) be the space of mesh functions introduced on Section 16.

By \( \Phi(a_{11}, y) \) we denote the functional

\[
\Phi(a_{11}, y) = \frac{1}{2} \sum_{i=2}^{\infty} ha_{11}(x_2)\left( -\sum_{k=1}^{m} \frac{\alpha_k}{\sqrt{\xi_k}} Y_k^2(x_2) - y^2(1, x_2) \right). \quad (17.3)
\]

Lemma 17.1. For every mesh function \( y(x) \) defined on \( \omega \) and vanishing on \( \gamma_0 \) the estimate

\[
(Ay, y)_{\rho} \geq \frac{4\nu_1}{5} \|y\|^2_{1, \omega, \rho} + \Phi(a_{11}, y) \quad (17.4)
\]

is valid. In addition, if \( y(x) \) satisfies also the nonlocal condition (17.2), then in the right-hand side (17.4) the second summand can be omitted.
Proof. Analogously to the inequality (16.7), we can show that

\[
(A_{11}y, y)_{\rho} \geq \frac{1}{2} \sum_{\omega_i^1 \times \omega_2} h^2 \rho a_{11}y^2_{\omega_i^1, \omega_2} + \frac{1}{2} \sum_{\omega_i^1 \times \omega_2} h^2 \rho a_{11}y^2_{x_1, \omega_2} + \Phi(a_{11}, y).
\]

Next, summing by parts, we find that

\[
(A_{12}y, y)_{\rho} = \frac{1}{2} \sum_{\omega_i^1 \times \omega_2} h^2 \rho a_{12}^{(-0.5i)} y_{\omega_i^1, \omega_2} + \frac{1}{2} \sum_{\omega_i^1 \times \omega_2} h^2 \rho a_{12}^{(+0.5i)} y_{x_1, \omega_2} + I,
\]

where

\[
I = \frac{1}{2} \sum_{\omega_i^1} h \rho \sum_{\omega_2} (a_{12}^{(-0.5i)} \sum_{\omega_2} h(y_{\omega_2} f_i^{(-1)} + y_{x_2}^{(-1)})y = 0,
\]

\[
(A_{2j}y, y)_{\rho} = \frac{1}{2} \sum_{\omega_i^1 \times \omega_2^j} h^2 \rho a_{2j}^{(-0.5i)} y_{\omega_i^1, \omega_2^j} + \frac{1}{2} \sum_{\omega_i^1 \times \omega_2^j} h^2 \rho a_{2j}^{(+0.5i)} y_{x_1, \omega_2^j}, \ j = 1, 2.
\]

Consequently,

\[
(Ay, y)_{\rho} \geq \frac{1}{2} \sum_{\omega_i^1} h^2 \rho \sum_{i,j=1,2} a_{ij}^{(-0.5i)} y_{\omega_i^1, \omega_2} + \frac{1}{2} \sum_{\omega_i^1} h^2 \rho \sum_{i,j=1,2} a_{ij}^{(+0.5i)} y_{x_1, \omega_2} + (a_{01}, y^2)_{\rho} + \Phi(a_{11}, y).
\]

Using the condition of ellipticity, we obtain the inequality \((Ay, y)_{\rho} \geq |y|_{1, \omega, \rho}^2 + \Phi(a_{11}, y)\), which together with \(2||y||_{\rho} \leq |y|_{1, \omega, \rho}\) results in (17.4).

If \(y(x)\) satisfies also the nonlocal condition (17.2), then \(y^2(1, x_2) \leq \sum_{k=1}^m \frac{|a_{ij}|}{\sqrt{\nu_k}} \sqrt{1}(x_2)\) and \(\Phi(a_{11}, y) \geq 0\). Thus the proof of the lemma is complete. \(\square\)

By Lemma 17.1, the operator \(A\) is positive definite in the space \(H\). Hence the difference scheme (17.1), (17.2) is uniquely solvable.

\(3^{\text{rd}}\). A priori error estimate of the method. To study the question of the convergence and accuracy of the difference scheme (17.1), (17.2), we consider the error \(z = y - u\) of the method, where \(y\) is a solution of the difference scheme, and \(u = u(x)\) is a solution of the initial problem. Substituting \(y = z + u\) in (17.1), (17.2), we find that

\[
Az = \psi, \ \text{as} \ \omega, \ z = 0, \ \text{as} \ \gamma_0, \ z(1, x_2) = \sum_{k=1}^m a_k Z_k + R, \ x_2 \in \omega_2, \ 
\]

where \(\psi = \sum_{i,j=1}^m (\eta_{ij})_{x_2} + \eta_0, \ R = \sum_{k=1}^m a_k R_k, \ R_k = h^2 G_k \frac{\partial^2 w}{\partial x^2}, \ \eta_0 = T_1 T_2 (a_0 u) - T_1 T_2 a_0 u, \ \eta_{ij} = \frac{1}{2} a_{ij}^{(-0.5i)} u_{x_2}^{(1)} + \frac{1}{2} a_{ij}^{(+0.5i, -1)} u_{x_1}^{(-1)} - S_{ij}^{(-1)} T_3 (a_{ij} \frac{\partial u}{\partial x_j}), \ i, j = 1, 2, \)

We now represent the solution $z$ of the problem (17.5) in the form of the sum $z = z + \tilde{z}$ of solutions of the following two problems:

$$A\varpi = 0, \quad x \in \omega, \quad \varpi = 0, \quad x \in \gamma_0, \quad \varpi(x, x_2) = \sum_{k=1}^{m} \alpha_k Z_k + R, \quad x_2 \in \omega_2. \quad (17.6)$$

$$A\tilde{\varpi} = \psi, \quad x \in \omega, \quad \tilde{\varpi} = 0, \quad x \in \gamma_0, \quad \tilde{\varpi}(x, x_2) = \sum_{k=1}^{m} \alpha_k \tilde{Z}_k, \quad x_2 \in \omega_2. \quad (17.7)$$

**Lemma 17.2.** For the functional $\Phi$ defined in (17.3) the estimate

$$-2\Phi(a_{11}, \varpi) \leq \left(1 + \frac{\kappa \rho}{\sqrt{D}}\right) \|R\|^2 + \frac{\kappa \rho}{\sqrt{D}} \|\varpi\|^2_{1,\omega,r}, \quad \forall \rho > 0, \quad (17.8)$$

where $\varpi$ is a solution of the problem (17.6), is valid.

**Proof.** Using the nonlocal condition (17.6), we find that $-2\Phi(a_{11}, \varpi) \leq \sum_{k=1}^{m} h(R^2 + 2R \sum_{k=1}^{m} \alpha_k Z_k)$. Therefore by (16.25), $-2\Phi(a_{11}, \varpi) \leq \|R\|^2 + \frac{2}{\sqrt{D}} \|R\| \|\varpi\|_{1,\omega,r}$, whence we obtain (17.8). \(\Box\)

**Lemma 17.3.** For the solution of the difference problem (17.5) the a priori estimate

$$\|z\|_{1,\omega,r} \leq c(\|\eta_{21}\| + \|\eta_{12}\| + \|\eta_{22}\| + \|\eta_{0}\|) \quad (17.9)$$

is valid.

**Proof.** On the basis of (16.85), (17.4), for the solution of the problem (17.6) we obtain $\Phi(a_{11}, \varpi) + \frac{4\nu_1(1 - \kappa^2)}{5} \|\varpi\|^2_{1,\omega,r} \leq 0$, which together with (17.8) (with $\varepsilon$ chosen appropriately) yields

$$\|\varpi\|_{1,\omega,r} \leq c\|R\|. \quad (17.10)$$

Using Lemma 17.1 for the solution of the problem (17.7) and taking into account (16.5), we get

$$\frac{4\nu_1(1 - \kappa^2)}{5} \|\tilde{z}\|^2_{1,\omega,r} \leq \sum_{i,j=1}^{2} \left( (\eta_{ij})_{x_1}, \tilde{z} \right)_{\rho} + (\eta_{0}, \tilde{z})_{\rho}. \quad (17.11)$$

It is not difficult to estimate the last summand in the right-hand side (17.11):

$$\left( (\eta_{ij})_{x_1}, \tilde{z} \right)_{\rho} \leq \frac{1}{2} \|\eta_{ij}\|_{1,\omega,r} \|\tilde{z}\|_{1,\omega,r}. \quad (17.12)$$

Analogously to (16.35), (16.30), we have

$$\left( (\eta_{ij})_{x_1}, \tilde{z} \right)_{\rho} \leq 2(1 + \kappa^2)\|\tilde{z}\|_{1,\omega,r} \|\eta_{ij}\|, \quad j = 1, 2, \quad (17.13)$$

$$\left( (\eta_{2j})_{x_2}, \tilde{z} \right)_{\rho} \leq \|\tilde{z}\|_{1,\omega,r} \|\eta_{2j}\|, \quad j = 1, 2. \quad (17.14)$$

Applying (17.12)–(17.14), from (17.11) we obtain that

$$\frac{4\nu_1(1 - \kappa^2)}{5} \|\tilde{z}\|_{1,\omega,r} \leq$$
\[ \leq 2(1 + \varepsilon^2)(\|\eta_{11}\| + \|\eta_{12}\|) + \|\eta_{21}\| + \|\eta_{22}\| + \frac{1}{2}\|\eta_0\|_\varepsilon. \]  

(17.15)

The estimate (17.9) is a direct consequence of (17.10), (17.15). □

4. Estimate of the convergence rate. Lemma 17.3 shows that in order to obtain the needed estimate of the convergence rate of the difference scheme (17.1), (17.2) it is necessary to have estimates for summands appearing in the right-hand side (17.9).

The estimate of the norm \(\|R\|_*\) is given in (16.39).

Let us show that for \(\eta_{ij}\) defined in (17.5) the estimates

\[ \|\eta_{1j}\| \leq ch^{m-1}\|u\|_{W^m_2(\Omega)}, \quad \|\eta_{2j}\| \leq ch^{m-1}\|u\|_{W^m_2(\Omega)}, \quad 1 < m \leq 3, \]  

(17.16)

are valid.

For \(1 < m \leq 2\) we represent \(\eta_{ij}\) as the sum

\[ \eta_{ij} = \eta'_{ij} + 0.5a_i^{(-0.5)}\eta''_{ij}\left(\frac{\partial u}{\partial x_j}\right) + 0.5a_j^{(+0.5,-1)}\eta'''_{ij}\left(\frac{\partial u}{\partial x_j}\right), \]  

(17.17)

where

\[ \eta'_{ij} = 0.5\left(a_{ij}^{(-0.5)} + a_{ij}^{(+0.5,-1)}\right)S_i^j T_{3-i} \frac{\partial u}{\partial x_j} - S_i^j T_{3-i} (a_{ij} \frac{\partial u}{\partial x_j}), \]

\[ \eta''_{ij}(v) = S_i^j v - S_i^j T_{3-i} v, \quad \eta'''_{ij}(v) = (S_i^j v)^{(-1)} - S_i^j T_{3-i} v. \]

\(\eta'_{2j}\), being a functional with respect to \(a_{2j}\), vanishes for \(a_{2j} \in \pi_0\). By the Bramble-Hilbert lemma for that functional we obtain

\[ |\eta'_{2j}| \leq ch^{-2}|\beta_{2j}|_{W^{m-1}_q(e)} \int_e^{2e} \left| \frac{\partial u}{\partial x_j} \right| dx \leq ch^{-3}2/q|a_{2j}|_{W^{m-1}_q(e)} \int_e^{2e} \left| \frac{\partial u}{\partial x_j} \right| dx. \]

But

\[ \int_e^{2e} \left| \frac{\partial u}{\partial x_j} \right| dx \leq \left( \int_e^{2e} \left| \frac{\partial u}{\partial x_j} \right|^\frac{2q}{q-2} dx \right)^\frac{q-2}{2q} h^{1+2/q}. \]

Consequently, \(|\eta'_{2j}| \leq ch^{-3}2|a_{2j}|_{W^{m-1}_q(e)}|u|_{W^{1}_q^{2\varepsilon}(e)}\) and

\[ ||\eta'_{2j}|| \leq ch^{-m-1}|a_{2j}|_{W^{m-1}_q(\Omega)}||u||_{W^{1}_q^{2\varepsilon}(\Omega)}. \]  

(17.18)

Analogously, \(|\eta''_{ij}| \leq ch^{-m-2+1/p}|a_{ij}|_{W^{m-1}_q(e)}|u|_{W^{1}_q^{2\varepsilon}(e)}\) and hence

\[ ||\eta''_{ij}|| \leq ch^{-m-1}|a_{ij}|_{W^{m-1}_q(e)}||u||_{W^{1}_q^{2\varepsilon}(\Omega)}. \]  

(17.19)

Since \(W_1^{2\varepsilon/(q-2)}, W_2^{2\varepsilon/(p-2)} \subset W_2^{-m-2}\), therefore using (17.18), (17.19) and the analogous inequalities for \(\eta'''_{ij}\), \(\eta''''_{ij}\), from (17.17) we obtain (17.16) for \(1 < m \leq 2\).

For \(2 < m \leq 3\) we write

\[ \eta_{i1} = \ell_1 (a_{i1} \frac{\partial u}{\partial x_1}) + 0.5a_{i1} \ell_2 (\frac{\partial u}{\partial x_1}) + 0.5a_{i1}^{(+0.5,-1)} \ell_3 (\frac{\partial u}{\partial x_1}), \]  

(17.20)
where $\ell_1(v) = 0.5v^{(-0.5)}_1 + 0.5v^{(0.5,1)}_1 - S_1^{-}T_3^{-}v$, $\ell_2(v) = S_1^{-}v - v^{(-0.5)}_1$, $\ell_3(v) = S_1^{-}v - v^{(0.5)}_1$ and

$$\eta_2 = \ell_4(a_{12} \frac{\partial u}{\partial x_2}) + a_{12}^{(-0.5)} \ell_5(\frac{\partial u}{\partial x_2}) + 0.5u_2 \ell_6(a_{12}),$$ (17.21)

where $\ell_4(v) = v^{(-0.5)}_1 - S_1^{-}T_3^{-}v$, $\ell_5(v) = 0.5S_1^{-}v + 0.5S_2^{+}v^{(-1)} - v^{(-0.5)}_1$, $\ell_6(v) = v^{(-0.5)}_1 - 2v^{(-0.5)}_1 + v^{(+0.5,1)}_1$.

Note that $\ell_j(v)$, $j = 1, 2, 3, 4, 5, 6$, vanish for $v \in \Pi_1$ and are bounded in $W_2^m$, $2 < m \leq 3$. Therefore using the Bramble–Hilbert lemma, for the above values we obtain $|\ell_j(v)| \leq ch^{m-2}|v|_{W_2^{m-1}(\omega)}$, $2 < m \leq 3$, on the basis of which from (17.20), (17.21) we easily obtain (17.16) for $2 < m \leq 3$.

For the norm of $\eta_0$ we have $|\eta_0| \leq ch^{m-1}|u|_{W_2^{m}(\omega)}$, $1 < m \leq 3$.

Finally, the above-obtained estimates and Lemma 17.3 imply that the following statement is valid.

**Theorem 17.1.** Let the solution of the problem (15.1), (15.2) belong to the class $W_2^m(\Omega)$, $m \in (1, 3]$. Then the convergence rate of the difference scheme (17.1), (17.2) is defined by the estimate

$$\|y - u\|_{W_2^m(\omega, r)} \leq ch^{m-1}|u|_{W_2^m(\omega)}, \quad m \in (1, 3],$$ (17.22)

where the positive constant $c$ does not depend on $u(x)$ and $h$.

18. Difference Scheme for The Poisson Equation with Integral Restriction

**History of the matter.** The boundary value problem for differential equations with nonlocal conditions are encountered in many applications. Various problems with integral conditions have been considered, for example, in [72], [73] and [45]. In this section we consider nonlocal boundary value problems with integral restriction for the Poisson equation. The results of Section 18 are published in [25].

1$. **Statement of the problem.** Let $\Omega = \{(x_1, x_2) : 0 < x_1 < \ell_1, \alpha = 1, 2\}$ be a rectangle with the boundary $\Gamma$, $\Gamma_* = \{(0, x_2) : 0 < x_2 < \ell_2\}$, $\Gamma_0 = \Gamma \setminus \Gamma_*$.

We consider the nonlocal boundary value problem

$$\frac{\partial^2 u}{\partial x_1^2} + \frac{\partial^2 u}{\partial x_2^2} = -f(x), \quad x \in \Omega,$$ (18.1)

$$u(x) = 0, \quad x \in \Gamma_0, \quad \int_0^{\ell_1} u(t, x_2) \, dt = 0, \quad 0 \leq x_2 \leq \ell_2.$$ (18.2)

Assume that $f(x) \in W_2^{m-2}(\Omega)$ and the problem (18.1), (18.2) is uniquely solvable in the class $W_2^{m}(\Omega)$, $1 < m \leq 3$. 
As usual, on \( \Omega \) we introduce mesh domains, and on the set of mesh functions we define the operator

\[
Gy = x_1 y - Sy, \quad x \in \Omega,
\]

(18.3)

where

\[
(Sy)_{ij} = \sum_{k=0}^{4} h_1 y_{kj} - h_1 \frac{1}{2} (y_{ij} + y_{0j}),
\]

(18.4)

\( i = 0, 1, 2, \ldots, N_1; \quad j = 0, 1, 2, \ldots, N_2. \)

We approximate the problem (18.1), (18.2) by the difference scheme

\[
\begin{align*}
Ly & \equiv y_{x1} + y_{x2} = -\varphi(x), \quad x \in \omega, \quad \varphi = T_1 T_2 f, \\
y(x) & = 0, \quad x \in \gamma_0, \quad Sy(x_1, x_2) = 0, \quad x_2 \in \mathbb{Z},
\end{align*}
\]

(18.5)

2\text{nd. The correctness of the difference scheme.} Let \( H \) be the space of mesh functions defined on \( \Omega \) and satisfying the conditions (18.6), with the inner product and the norm \( (y, v) = \sum_{\omega_1 \times \omega_2} h_1 h_2 y(x) v(x), \quad \|y\| = (y, y)^{1/2}. \)

Let, moreover,

\[
\begin{align*}
\|y\|^2_1 &= \|y\|^2 + \|\nabla y\|^2, \quad \|\nabla y\|^2 = \|y_1\|_1^2 + \|y_2\|_2^2, \\
\|y_1\|_1^2 &= \sum_{\omega_1 \times \omega_2} h_1 h_2 r_1 (y_1)^2, \quad \|y_2\|_2^2 = \sum_{\omega_1 \times \omega_2} h_1 h_2 r_2 (y_2)^2, \\
r_1 &= x_1 - \frac{1}{2}, \quad r_2 = x_1 \text{ for } x_1 \in \omega_1, \quad r_2 = \frac{h_1}{8} \text{ for } x_1 = 0, \\
\|y_1\|^2 &= \sum_{\omega_1 \times \omega_2} h_1 h_2 y_1^2, \quad \|y_2\|^2 = \sum_{\omega_1 \times \omega_2} h_1 h_2 y_2^2,
\end{align*}
\]

\[
\|y\|^2 = \sum_{\omega_1 \times \omega_2} h_1 h_2 y^2, \quad \|y_1\|^2 = \sum_{\omega_1} h_1 h_2 y_1^2, \quad \|y_2\|^2 = \sum_{\omega_2} h_1 h_2 y_2^2.
\]

Lemma 18.1. If the mesh function \( v \) defined on \( \Omega \) satisfies the conditions \( v = 0, \quad Sv = 0 \) for \( x_1 = \ell_1 \), then

\[
\begin{align*}
\sum_{\omega_1} h_1 (Sv)^2 & \leq 4 \sum_{\omega_1} h_1 x_1^2 v^2, \quad (18.7) \\
\sum_{\omega_1} h_1 (Gv)^2 & \leq 9 \sum_{\omega_1} h_1 x_1^2 v^2, \quad (18.8) \\
\sum_{\omega_1} h_1 Sv v & = -\frac{h_1^2}{8} v^2(0, x_2). \quad (18.9)
\end{align*}
\]

Proof. It is not difficult to verify that

\[
\sum_{\omega_1} h_1 (Sv)^2 = -\sum_{\omega_1} h_1 x_1 (Sv)(x_1) ((Sv)(x_1) + Sv),
\]
from which owing to \((Sv)_{x_1} = \frac{1}{2} ((v^{(+1)} + v)),\) we obtain
\[
\sum_{\omega_1} h_1(Sv)^2 \leq \frac{1}{2} \left( \sum_{\omega_1} h_1^2(v^{(+1)} + v)^2 \right)^{1/2} \left( \sum_{\omega_1} h_1((Sv)^{(+1)} + Sv)^2 \right)^{1/2}.
\] (18.10)

If we notice that
\[
\sum_{\omega_1} h_1 x_1^2(v^{(+1)} + v)^2 \leq 4 \sum_{\omega_1} h_1 x_1^2 v^2,
\]
\[
\sum_{\omega_1} h_1((Sv)^{(+1)} + Sv)^2 \leq 4 \sum_{\omega_1} h_1(Sv)^2,
\]
then from (18.10) it follows the estimate (18.7). According to (18.3),
\[
\sum_{\omega_1} h_1(Gv)^2 \leq \sum_{\omega_1} h_1(Sv)^2 \leq \sum_{\omega_1} h_1(Sv)_{x_1} Sv \leq \frac{h^2}{2} v^2(0, x_2).
\]
which together with (18.7) proves the estimate (18.8).

The relation (18.9) follows from the easily verifiable identity \(\sum_{\omega_1} h_1 Sv = \sum_{\omega_1} h_1(Sv)_{x_1} Sv = \frac{h^2}{2} v^2(0, x_2).\) Thus the lemma is complete. \(\square\)

**Lemma 18.2.** For any \(y \in H\) the identity
\[
-(\Lambda y, Gy)_\omega = \|\nabla y\|^2
\] (18.11)
holds.

**Proof.** By (18.9) we have \(\sum_{\omega_1} h_1Gv = \sum_{\omega_1} h_1 x_1^2 v^2 + \frac{h^2}{2} v^2(0, x_2).\)

Substituting \(v = y_{\tau_2}\), we obtain
\[
(y_{\tau_2 x_2}, Gy)_\omega = - \sum_{\omega_1 \times \omega_2} h_1 h_2 y_{\tau_2} G y_{\tau_2} = -\|y_{\tau_2}\|^2_{(2)}.
\] (18.12)

The summation by parts yields \((y_{\tau_1 x_1}, Gy)_\omega = - \sum_{\omega_1 \times \omega_2} h_1 h_2 y_{\tau_1}(Gy)_{\tau_1}\),
and since
\[
(Gy)_{\tau_1} = (x_1 - \frac{h_1}{2}) y_{\tau_1},
\] (18.13)
therefore
\[
(y_{\tau_1 x_1}, Gy)_\omega = -\|y_{\tau_1}\|^2_{(1)}.
\] (18.14)

The equalities (18.12), (18.14) complete the proof of the lemma. \(\square\)

**Lemma 18.3.** For any \(y \in H\) the estimate
\[
\|y\|^2_{1} \leq (1 + 4\ell_1)\|\nabla y\|^2
\] (18.15)
is valid.

Proof. We have
\[
\sum_{\omega^-_1} h_1 y^2 = - \sum_{\omega^-_1} h_1 r_1 (y^2)_{\omega^-_1} = - \sum_{\omega^-_1} h_1 r_1 (y + y^{(-1)}) y_{\omega^-_1} \leq \\
\leq 2 \sum_{\omega^-_1} h_1 r_1^2 (y_{\omega^-_1})^2 + \frac{1}{2} \sum_{\omega^-_1} h_1 (y + y^{(-1)})^2 \leq \\
\leq 2 \sum_{\omega^-_1} h_1 r_1^2 (y_{\omega^-_1})^2 + \frac{1}{2} \sum_{\omega^-_1} h_1 y^2.
\]

Therefore
\[
\sum_{\omega^-_1} h_1 y^2 \leq 4 \sum_{\omega^-_1} h_1 r_1^2 (y_{\omega^-_1})^2 \leq 4 \ell_1 \| \nabla y \|_2^2,
\]
which proves the estimate (18.15). □

From (18.11), (18.15) it follows
\[
\| y \|_2^2 \leq -(1 + 4 \ell_1) \langle \Lambda y, G y \rangle_\omega.
\]

Thus if \( \Lambda y \equiv 0 \) for \( x \in \omega \), then \( y(x) \equiv 0 \) for \( x \in \overline{\omega} \). This means that the solution of the inhomogeneous problem (18.5), (18.6) exists and is unique.

\section{4. A priori estimate of error of the method.}

For the error \( z = y - u \), where \( y \) is a solution of the difference scheme (18.5), (18.6), and \( u = u(x) \) is the exact solution, we obtain the problem
\[
\Lambda z = \psi, \quad x \in \omega,
\]
\[
z(x) = 0, \quad x \in \gamma_0, \quad S z = \chi(x_2), \quad x_1 = \ell_1, \quad x_2 \in \overline{\omega}_2,
\]
where \( \psi = \eta_{\omega_1 x_1} + \eta_{\omega_2 x_2} \), \( \chi(x_2) = \sum_{\omega^-_1} h_1 \eta, \quad \eta_\alpha = T_{3-\alpha} u - u, \quad \alpha = 1, 2, \quad \eta = S_{\omega^-_1} u(x) - \frac{1}{2} (u(x) + u(x_1 - h_1, x_2)). \)

If in (18.17), (18.18) we pass to the new unknown function
\[
w(x) = z(x) - \frac{2}{\ell_1} (\ell_1 - x_1) \chi(x_2),
\]
then for that function we will obtain the problem
\[
\Lambda w = \psi - \frac{2}{\ell_1} (\ell_1 - x_1) \chi_{\omega_1 x_2}, \quad x \in \omega, \quad w \in H.
\]

Relying on (18.16), for the solution of the problem (18.20) we have
\[
\| w \|_2^2 \leq (1 + 4 \ell_1) \times \\
\times \left( |(\eta_{\omega_1 x_1}, G w)_{\omega}| + |(\eta_{\omega_2 x_2}, G w)_{\omega}| + \frac{2}{\ell_1} |((\ell_1 - x_1) \chi_{\omega_1 x_2}, G w)_{\omega}| \right).
\]
Using summation by parts, the formula (18.13) and the Cauchy-Buniakowski's inequality, we obtain
\[
\left| (\eta_{1\pi_1 \times \omega_1}, Gw_\omega) \right| = \left| \sum_{\omega_1 \times \omega_2} h_1 h_2 \eta_{1\pi_1 \times \omega_1} \omega_{1\pi_1 \times \omega_1} \eta_{1\pi_1 \times \omega_1} \omega_{1\pi_1 \times \omega_1} \right| \leq \sqrt{\ell_1} \| w_{\pi_1 \times \omega_1} \| \| w_{\pi_1 \times \omega_1} \|_{(1)}. \tag{18.22}
\]

The summation by parts, the Cauchy-Buniakowski inequality and the estimate (18.8) result in
\[
\left| (\eta_{2\pi_2 \times \omega_2}, Gw_\omega) \right| = \left| \sum_{\omega_1 \times \omega_2} h_1 h_2 \eta_{2\pi_2 \times \omega_2} Gw_{\pi_2 \times \omega_2} \right| \leq 3 \sqrt{\ell_1} \| w_{\pi_2 \times \omega_2} \| \| \eta_{2\pi_2 \times \omega_2} \|_{(2)}. \tag{18.23}
\]
and analogously,
\[
\left| ((\ell_1 - x_1) \chi_{\pi_2 \times \omega_2}, Gw_\omega) \right| \leq \ell_2^2 \| \chi_{\pi_2 \times \omega_2} \| \| w_{\pi_2 \times \omega_2} \|_{(2)}. \tag{18.24}
\]
Substituting (18.22)–(18.24) in (18.21), we obtain
\[
\| w \|_1 \leq c_1 (\| \eta_{1\pi_1 \times \omega_1} \|_{(1)} + \| \eta_{2\pi_2 \times \omega_2} \|_{(2)} + \| \chi_{\pi_2 \times \omega_2} \|_\ast). \tag{18.25}
\]
According to (18.19), for the error of the method we can write
\[
\| z \|_1 \leq \| w \|_1 + c_2 (\| \chi \|_\ast + \| \chi_{\pi_2 \times \omega_2} \|_\ast). \tag{18.26}
\]
From the definition of \( \chi \) it immediately follows that
\[
\| \chi \|_\ast \leq \sqrt{\ell_1} \| \eta \|_1, \quad \| \chi_{\pi_2 \times \omega_2} \|_\ast \leq \sqrt{\ell_1} \| \eta_{2\pi_2 \times \omega_2} \|. \tag{18.27}
\]
Substituting (18.25) in (18.26) and taking into account (18.27), we arrive at the following

**Lemma 18.4.** For the solution of the difference problem (18.17), (18.18) the a priori estimate
\[
\| z \|_1 \leq c_3 (\| \eta_{1\pi_1 \times \omega_1} \| + \| \eta_{2\pi_2 \times \omega_2} \| + \| \eta \| + \| \eta_{2\pi_2 \times \omega_2} \|) \tag{18.28}
\]
is valid.

2°. Estimation of the convergence rate. Lemma 18.4 shows that to obtain an estimate of the convergence rate of the difference scheme (18.5),(18.6) it is sufficient to estimate the norms of the summands in the right-hand side (18.28).

Note that \( \eta \) vanishes on \( \pi_1 \), while \( \eta_{\pi_2 \times \omega_2}, \eta_{\pi_1 \times \omega_1} \) and \( \eta_{2\pi_2 \times \omega_2} \) vanish on \( \pi_2 \). Using then the well-known techniques of estimation which is based on the Bramble–Hilbert lemma, we can see that the following theorem is valid.

**Theorem 18.1.** The convergence rate of the difference scheme (18.5), (18.6) is defined by the estimate
\[
\| y - u \|_1 \leq c |h|^{m-1} \| u \|_{W^m((\Omega)), m \in (1,3]}, \tag{18.29}
\]
where the positive constant \( c \) does not depend on \( u(x) \) and \( h \).
19. Difference Scheme for a System of Statical Theory of Elasticity

History of the matter. In the present section the results obtained in Section 18 for the Poisson equation are generalized to a system of the statical theory of elasticity. The results were published in [25].

1°. Statement of the problem. Consider the nonlocal boundary value problem

\[
\begin{align*}
(\lambda + 2\mu) \frac{\partial^2 u_1}{\partial x_1^2} + (\lambda + \mu) \frac{\partial^2 u_1}{\partial x_1 \partial x_2} + \mu \frac{\partial^2 u_1}{\partial x_2^2} &= -f_1, \\
\mu \frac{\partial^2 u_1}{\partial x_1^2} + (\lambda + \mu) \frac{\partial^2 u_1}{\partial x_1 \partial x_2} + (\lambda + 2\mu) \frac{\partial^2 u_1}{\partial x_2^2} &= -f_2, \\
u_1(x) &= 0, \ x \in \Gamma_0, \\
\int_0^\ell_1 u_1(t, x_2) dt &= 0, \ 0 \leq x_2 \leq \ell_2, \ u_2(x) = 0, \ x \in \Gamma,
\end{align*}
\]

where \(\lambda, \mu = \text{const}\) are the Lamé coefficients.

It is assumed that \(\mu > 0, \lambda + \mu \geq 0\) and the problem (19.1) is uniquely solvable in \(W^m_2(\Omega), m \in (1, 3]\).

We approximate the problem (19.1), (19.2) by the difference scheme

\[
\Lambda y + \varphi = 0, \ x \in \omega,
\]

\[
y_1(x) = 0, \ x \in \gamma_0, \ S y_1 = 0, \ x_1 = t_1, \ x_2 \in \omega_2, \ y_2(x) = 0, \ x \in \gamma,
\]

where \(y = (y_1, y_2), \varphi = (\varphi^1, \varphi^2), \varphi^\alpha = T_1 T_2 f^\alpha, \alpha = 1, 2, (\Lambda y)^1 = (\lambda + 2\mu)y_{11}^4 + 0.5(\lambda + \mu)(y_{11}^2 + y_{22}^2) + \mu y_{22}^4, (\Lambda y)^2 = \mu y_{22}^4 + 0.5(\lambda + \mu)(y_{11}^2 + y_{22}^2).

2°. The correctness of the difference scheme. Let \(\|y\|_{W^m_2(\omega, r)}^2 = \|y\|^2 = \|\nabla y\|^2 + \|y\|^2\), where \(\|\nabla y\|^2 = \|\nabla y^1\|^2 + \|\nabla y^2\|^2, \|y\|^2 = \|y^1\|^2 + \|y^2\|^2\). Other notation not defined in this section is the same as in Section 18.

We investigate the solvability of the problem (19.3), (19.4). As a result of the summation by parts we obtain

\[
\begin{align*}
(y_{11}^1, G y_1)_\omega &= -\|y_{11}^1\|^2_{(1)}, \\
(y_{11}^2, G y_1)_\omega &= -\|y_{11}^2\|^2_{(2)}, \\
(y_{11}^1, x_1 y_2)_\omega &= -\sum_\omega h_1 h_2 \left(x_1 + \frac{h_1}{2}\right) y_{11}^1 y_{22}, \\
(y_{11}^2, x_1 y_2)_\omega &= -\sum_\omega h_1 h_2 \left(x_1 - \frac{h_1}{2}\right) y_{11}^2 y_{22},
\end{align*}
\]

\[
\begin{align*}
(y_{22}^1, x_1 y_1)_\omega &= -\sum_\omega h_1 h_2 x_1 |y_{22}^1|^2,
\end{align*}
\]
(y^2_{\tau_1, x_2}, x_1 y^2) = - \sum_{\omega^+} h_1 h_2 (x_1 - \frac{h_1}{4}) y^2_{\tau_1, x_2}, \quad (19.10)

(e(y^2_{\tau_1, x_2}, x_1 y^2) = - \sum_{\omega^+} h_1 h_2 (x_1 - \frac{h_1}{4}) y^2_{\tau_1, x_2}, \quad (19.11)

(y^2_{\tau_2, x_2}, x_1 y^2) = - \sum_{\omega^+} h_1 h_2 (x_1 - \frac{h_1}{2}) |y^2_{\tau_1, x_2}|^2. \quad (19.12)

After some transformations, from (19.8), (19.10) it follows that

(y^2_{\tau_1, x_2}, G y^1) = (y^1_{\tau_1, x_2}, x_1 y^2) = -2 \sum_{\omega^+} h_1 h_2 (x_1 - \frac{h_1}{4}) y^1_{\tau_1, x_2} y^2_{\tau_2, x_2}, \quad (19.13)

from (19.7), (19.11) it follows

(y^2_{\tau_1, x_2}, G y^1) + (y^1_{\tau_1, x_2}, x_1 y^2) = -2 \sum_{\omega^+} h_1 h_2 (x_1 + \frac{h_1}{4}) y^1_{\tau_1, x_2} y^2_{\tau_2, x_2}, \quad (19.14)

from (19.5) it follows

(y^1_{\tau_1, x_1}, G y^1) = - \frac{1}{2} \sum_{\omega^+} h_1 h_2 (x_1 - \frac{h_1}{4}) |y^1_{\tau_1, x_1}|^2 - \frac{1}{2} \sum_{\omega^+} h_1 h_2 (x_1 + \frac{h_1}{4}) |y^1_{\tau_1, x_1}|^2, \quad (19.15)

from (19.9) follows

(y^2_{\tau_2, x_2}, x_1 y^2) = - \frac{1}{2} \sum_{\omega^+} h_1 h_2 (x_1 - \frac{h_1}{4}) |y^2_{\tau_2, x_2}|^2 - \frac{1}{2} \sum_{\omega^+} h_1 h_2 (x_1 + \frac{h_1}{4}) |y^2_{\tau_2, x_2}|^2. \quad (19.16)

Multiplying scalarly (19.3) by G y^1 and (19.4) by x_1 y^2, summing up the obtained results and taking into account the formulas (19.6), (19.12)–(19.16), we obtain

2 W_h = (\varphi^1, G y^1) + (\varphi^2, x_1 y^2), \quad (19.17)

where

W_h \equiv \frac{\mu}{2} \|\nabla y\|^2 + \frac{\lambda + \mu}{4} \left( \sum_{\omega^+} h_1 h_2 (x_1 - \frac{h_1}{4}) (y^2_{\tau_1, x_2} + y^2_{\tau_2, x_2})^2 + \sum_{\omega^-} h_1 h_2 (x_1 + \frac{h_1}{4}) (y^2_{\tau_1, x_2} + y^2_{\tau_2, x_2})^2 \right)

is the mesh analogue of energy of elastic deformation.

Similarly to Lemma 18.3, we prove that \|y\|^2 \leq (1 + 4\ell_1) \|\nabla y\|^2. Therefore from (19.17) we get

\|y\|^2 \leq (1 + 4\ell_1) ((\varphi^1, G y^1) + (\varphi^2, x_1 y^2)\). \quad (19.18)

Thus if \varphi = 0, x \in \omega, then y \equiv 0. This means that the solution of the problem (19.3), (19.4) exists and is unique.
3\textsuperscript{rd}. The problem for the error of the method. Let \( z = y - u \). Substituting \( y = z + u \) in (19.3), (19.4), for the error \( z \) we obtain the problem

\[
\Delta z + \psi = 0, \ x \in \omega, \\
z^1(x) = 0, \ x \in \gamma_0, \ S z^1(\ell_1, x_2) = \chi(x_2), \ x_2 \in \Omega_2, \ z^2(x) = 0, \ x \in \gamma, (19.19)
\]

where \( \psi = \varphi + \lambda u \) is the approximation error of the equation (19.1), and \( \chi = -Su^1(\ell_1, x_2) \) is the approximation error of the nonlocal condition. Let \( \eta = S^1 u^1 - \frac{1}{2} (u^1 + u^{1(-1)}) \), \( \eta_{0\alpha} = T_{3-\alpha} u^{\beta} - u^{\beta}, \eta_{12} = S^1_2 u^{\beta} - \frac{1}{2} (u^{\beta(-1)} + u^{\beta(-2)}) \), \( \alpha, \beta = 1, 2 \).

Then \( T_1 T_2 \frac{\partial^2 u}{\partial x_1^2} = u_{\alpha, x_2} + \eta_{0\alpha} \), \( T_1 T_2 \frac{\partial^2 w}{\partial x_1^2} = \frac{1}{2} (u_{\beta, x_2} + u_{\beta, x_2}^2) + \eta_{12, x_2}, \int_0^{\ell_1} w^1(t, x_2) \, dt - Su^1(\ell_1, x_2) = \chi(x_2) \) and the components of the approximation error can be represented as

\[
\psi^a = (\lambda + 2\mu)(\eta_{0\alpha})_{\alpha, x_2} + \frac{\lambda + \mu}{2} (\eta_{12})_{x_1, x_2} + \mu (\eta_{0\alpha})_{\beta, x_2}, \beta = 3 - \alpha, \alpha = 1, 2, \quad \chi = \sum_{\omega} h_1 \eta.
\]

Let

\[
w^1 = z^1 - \frac{2}{\ell_1} (\ell_1 - x_1) \chi(x_2), \quad w^2 = z^2, \quad w = (w^1, w^2). (19.20)
\]

Then for \( w \) we obtain the problem with the homogeneous nonlocal condition

\[
\Lambda w + \tilde{\psi} = 0, \ x \in \omega, \\
w^1(x) = 0, \ x \in \gamma_0, \ S w^1(\ell_1, x_2) = 0, \ x_2 \in \Omega_2, \ w^2(x) = 0, \ x \in \gamma, (19.21)
\]

where \( \tilde{\psi} = \psi^1 + \frac{2w}{\ell_1} (\ell_1 - x_1) \chi_{\beta, x_2}, \tilde{\psi}^2 = \psi^2 + \frac{2(\lambda + \mu)}{\ell_1} \chi_{\beta, x_2} \).

4\textsuperscript{th}. Estimation of the convergence rate.

\textbf{Lemma 19.1.} For the solution of the problem (19.19) the a priori estimate \( \| z \| \leq cJ(u) \), is valid, where \( J(u) = \| \eta_{11} \| + \| \eta_{12} \| + \| \eta_{21} \| + \| \eta_{22} \| + \| \eta_{122} \| + \| \eta_{222} \| + \| \chi \| + \| \chi_{\beta} \| \), and the constant \( c \) does not depend on \( u \) and \( h \).

\textit{Proof.} By virtue of (19.18), for the solution of the problem (19.21) we have

\[
\| w \| \leq (1 + 4\ell_1) ((\tilde{\psi}^1, Gw^1)_\omega + (\tilde{\psi}^2, x_1 w^2)_\omega). (19.22)
\]

Using summation by parts and the Cauchy–Buniakowsky inequality, we find that

\[
(\tilde{\psi}^1, Gw^1)_\omega \leq \frac{\lambda + 2\mu}{\ell_1} \eta_{11, x_2} \| w_{x_2} \|_{(2)} + \frac{\lambda + \mu}{2} \sqrt{\ell_1} \| \eta_{122} \| \| w_{x_2} \|_{(1)} + \\
+ 3\mu \sqrt{\ell_1} \| \eta_{222} \| \| w_{x_2} \|_{(2)} + 2\mu \| \chi_{\beta} \| \| w_{x_2} \|_{(2)}. (19.23)
\]
Analogously,
\[(\tilde{\psi}^2, x_1 w^2)_\omega \leq (\lambda + 2\mu) \sqrt{\ell_1} \| \eta_{2x1}^2 \| \| u_{x1}^2 \|_{(2)} + \]
\[+ \frac{\lambda + \mu}{2} \sqrt{\ell_1} \| \eta_{1x1}^1 \| \| u_{x1}^2 \|_{(2)} + \]
\[+ 3\mu \sqrt{\ell_1} \| u_{x1}^2 \|_{(1)} \| \eta_{1x1}^1 \| + \frac{2(\lambda + \mu)}{\ell_1} \| \chi \| \| u_{x1}^2 \|_{(2)}. \quad (19.24)\]

Note that when deducing the inequality (19.24) we have used the estimate
\[(\eta_{1x1}^1, x_1 w^2)_\omega = - \sum_{\omega_1} h_1 h_2 (x_1 - h_1) \eta_{1x1}^1 \eta_{1x1}^2 - \frac{1}{2} \sum_{\omega_1} h_1 h_2 \eta_{1x1}^1 (w^2 + w^{-2(-1)}) \leq \]
\[\leq \sqrt{\ell_1} \| \eta_{1x1}^1 \| \| u_{x1}^2 \|_{(1)} + \| \eta_{1x1}^1 \| \| w^2 \| \leq 3\sqrt{\ell_1} \| \eta_{1x1}^1 \| \| u_{x1}^2 \|_{(1)}.\]

Taking into account (19.23), (19.24), from (19.22) we obtain
\[\| w \|_1 \leq cJ(u). \quad (19.25)\]

Moreover, according to (19.20),
\[\| z \|_1 \leq \| u \|_1 + \frac{2}{\ell_1} \| (\ell_1 - x_1) \chi \|_{(1)} \leq \| u \|_1 + c(\| \chi \|_{*} + \| \chi_{x1} \|_{*}). \quad (19.26)\]

The inequalities (19.25), (19.26) complete the proof of the lemma. \(\square\)

From Lemma 19.1, using the Bramble–Hilbert lemma we obtain the following

**Theorem 19.1.** The difference scheme (19.3), (19.4) converges in the mesh norm \(W_2^\frac{1}{2}(\omega, r)\), and the convergence rate is determined by the estimate
\[\| y - u \|_{W_2^\frac{1}{2}(\omega, r)} \leq c|h|^{m-1}\| u \|_{W^p(r)}, \quad 1 < m \leq 3, \text{ where the positive constant } c \text{ does not depend on } u \text{ and } h.\]

20. A Nonlocal Problem with the Integral Condition for a Two-Dimensional Elliptic Equation

**History of the matter.** In this section we consider a nonlocal boundary value problem with integral restriction for second order elliptic equation with constant coefficients. The existence and uniqueness of a weak solution of the problem in a weighted Sobolev space are proved in the first part of this section. The second part is devoted to the construction and investigation of the corresponding difference scheme. The a priori estimate of the convergence rate,
\[\| y - u \|_{W_2^\frac{1}{2}(\omega, r)} \leq c|h|^{m-1}\| u \|_{W^p(r)}, \quad m \in (1, 3), \quad (20.1)\]
is obtained; here \(p = 2\) for \(\varepsilon \in (0.5, 1)\) and \(p > 1/\varepsilon\) for \(\varepsilon \in (0, 0.5]\).

The results of Section 20 were published in [28].
The solvability of the nonlocal problem. Let \( \Omega = \Omega_0 = \{(x_1, x_2) : 0 < x_k < 1, \ k = 1, 2\} \) be a square with the boundary \( \Gamma; \Gamma_0 = \Gamma \setminus \Gamma_{-1} \). Here we consider the nonlocal boundary value problem with integral restriction for the second order elliptic equation with constant coefficients

\[
Lu = f(x), \quad x \in \Omega, u(x) = 0, \quad x \in \Gamma_0, \quad \ell(u) = 0, \quad 0 < x_2 < 1,
\]

where

\[
Lu = -\sum_{i,j=1}^{2} a_{ij} \frac{\partial^2 u}{\partial x_i \partial x_j} + a_0 u,
\]

\[
\ell(u) = \int_0^1 \beta(x_1) u(x) \ dx_1, \quad \beta(t) = \varepsilon t^{-1}, \quad \varepsilon \in (0, 1),
\]

and the coefficients satisfy the conditions

\[
\sum_{i,j=1}^{2} a_{ij} t_i t_j \geq \nu_1 (t_1^2 + t_2^2), \quad \nu_1 > 0, \quad a_0 \geq 0.
\]

We choose the weight function \( \rho(x) \) as follows: \( \rho(x) = \rho(x_1) = \int_0^{x_1} \beta(t) \ dt = x_1^2 \). Define a subspace of the space \( \dot{W}^1_2(\Omega, \rho) \) which is obtained by closing the set \( \dot{C}^\infty(\Omega) = \{ u \in \mathcal{C}^\infty(\Omega) : \text{supp} \ u \cap \Gamma_0 = \emptyset, \ \int_0^1 \beta(x_1) u(x) \ dx_1 = 0, \ 0 < x_2 < 1 \} \) in the norm \( \| \cdot \|_{\dot{W}^1_2(\Omega, \rho)} \). Denote it by \( \dot{W}^1_2(\Omega, \rho) \).

Let the right-hand side \( f(x) \) in the equation (20.2) be a linear continuous functional on \( \dot{W}^1_2(\Omega, \rho) \) which is representable as

\[
f = f_0 + \frac{\partial f_1}{\partial x_1} + \frac{\partial f_2}{\partial x_2}, \quad f_k(x) \in L_2(\Omega, \rho), \quad k = 0, 1, 2.
\]

The function \( u \in \dot{W}^1_2(\Omega, \rho) \) is said to be a weak solution of the problem (20.2)–(20.4) if the identity

\[
a(u, v) = \langle f, v \rangle, \quad \forall \ v \in \dot{W}^1_2(\Omega, \rho),
\]

is fulfilled; here

\[
a(u, v) = \int_\Omega \left( a_{11} x_1^2 \frac{\partial u}{\partial x_1} \frac{\partial v}{\partial x_1} + (a_{12} + a_{21}) x_1^2 \frac{\partial u}{\partial x_2} \frac{\partial v}{\partial x_1} + a_{22} \frac{\partial u}{\partial x_2} G \frac{\partial v}{\partial x_2} + a_0 u G v \right) dx,
\]

\[
\langle f, v \rangle = \int_\Omega f_0 G v \ dx - \int_\Omega x_1 f_1 \frac{\partial v}{\partial x_1} \ dx - \int_\Omega f_2 G \frac{\partial v}{\partial x_2} \ dx.
\]
\[ Gv(x) = \rho v(x) - \int_{0}^{x_1} \beta(t)v(t,x_2) \, dt. \]  
(20.8)

(The equality (20.5) is obtained formally from \( (Lu - f, Gv) = 0 \) by integration by parts.)

To prove the existence of a unique solution of the problem (20.5) (a weak solution of the problem (20.2)–(20.4)), the use will be made of the Lax–Milgram lemma ([81]). First of all, we establish some auxiliary results.

**Lemma 20.1.** Let \( u, v \in L_2(\Omega, \rho) \), and \( v(x) \) satisfy the condition \( \ell(v) = 0 \). Then

\[
\begin{align*}
| (u, Gv) | & \leq \frac{1 + \varepsilon}{1 - \varepsilon} \| u \|_{L_2(\Omega, \rho)} \| v \|_{L_2(\Omega, \rho)}, \\
\| v \|_{L_2(\Omega, \rho)}^2 & \leq (v, Gv), \\
\| v \|_{L_2(\Omega, \rho^2)} & \leq \| Gv \| \leq (2\varepsilon + 1) \| v \|_{L_2(\Omega, \rho^2)},
\end{align*}
\]

(20.9) (20.10) (20.11)

**Proof.** Since \( C^\infty(\overline{\Omega}) \) is dense in \( L_2(\Omega, \rho) \), it is sufficient to prove the lemma for arbitrary functions from \( C^\infty(\overline{\Omega}) \).

Using the Cauchy inequality, we obtain

\[
| (u, Gv) | \leq \| u \|_{L_2(\Omega, \rho)} (\| v \|_{L_2(\Omega, \rho)} + \varepsilon J_1(v)),
\]

(20.12)

where

\[
J_1(v) = \int_{\Omega} x_1^{-\varepsilon} \left( \int_{0}^{x_1} t^{\varepsilon - 1}v(t,x_2) \, dt \right)^{2} \, dx =
\]

\[
= -\frac{2}{1 - \varepsilon} \int_{\Omega} v(x) \int_{0}^{x_1} t^{\varepsilon - 1}v(t,x_2) \, dt \, dx \leq \frac{2}{1 - \varepsilon} \| v \|_{L_2(\Omega, \rho)} \cdot J_1(v).
\]

Thus \( J_1(v) \leq 2(1 - \varepsilon)^{-1} \| v \|_{L_2(\Omega, \rho)}, \) and from (20.12) it follows (20.9).

The inequality (20.10) is the consequence of the identity \( (v, Gv) = \| v \|_{L_2(\Omega, \rho^2)}^2 + 0.5\varepsilon(1 - \varepsilon)J_1^2(v). \)

Let left-hand side of (20.11) follows from the identity

\[
\| Gv \|^2 = \int_{\Omega} x_1^{2\varepsilon} v^2(x) \, dx + (\varepsilon^2 + \varepsilon)(J_2(v))^2,
\]

\[
(J_2(v))^2 = \int_{\Omega} \left( \int_{0}^{x_1} t^{\varepsilon - 1}v(t,x_2) \, dt \right)^{2} \, dx.
\]

To prove the validity of the right-hand side of (20.11), it suffices to notice that

\[
(J_2(v))^2 = -2 \int_{\Omega} x_1^{\varepsilon} v(x) \int_{0}^{x_1} t^{\varepsilon - 1}v(t,x_2) \, dt \, dx \leq 2\| v \|_{L_2(\Omega, \rho^2)} J_2(v),
\]
i.e., \((J_2(v))^2 \leq 4\|v\|^2_{L_2(\Omega, \rho)}\). Thus the proof of the lemma is complete. □

**Lemma 20.2.** If \(u \in \dot{W}^1_2(\Omega, \rho)\), then

\[
|u|_{W^1_2(\Omega, \rho)} \leq \|u\|_{W^1_2(\Omega, \rho)} \leq c_1 |u|_{W^1_2(\Omega, \rho)}, \quad c_1 = (4(1 + \varepsilon)^{-2} + 1)^{1/2}.
\]

**Proof.** Since \(\dot{C}^\infty(\Omega)\) is dense in \(\dot{W}^1_2(\Omega, \rho)\), it is sufficient to prove the lemma for an arbitrary \(u \in \dot{C}^\infty(\Omega)\).

The left inequality of the lemma is obvious. Integration by parts results in

\[
\int_\Omega x_1 u^2(x) \, dx = - \int_\Omega \left(\varepsilon x_1 u^2(x) + 2x_1 u(x) \frac{\partial u}{\partial x_1}\right) \, dx.
\]

Consequently,

\[
(1 + \varepsilon) \int_\Omega x_1 u^2(x) \, dx = -2 \int_\Omega x_1^{t+1} u \frac{\partial u}{\partial x_1} \, dx \leq 2\|u\|_{L^2(\Omega, \rho)} \left(\int_\Omega x_1^{t+2} \left| \frac{\partial u}{\partial x_1} \right|^2 \, dx \right)^{1/2},
\]

so

\[
\|u\|_{L^2(\Omega, \rho)} \leq \frac{2}{1 + \varepsilon} \left(\int_\Omega x_1^{t+2} \left| \frac{\partial u}{\partial x_1} \right|^2 \, dx \right)^{1/2}.
\]

Application of this inequality completes the proof of the lemma. Using Lemmas 20.1, 20.2 and the conditions (20.3), from (20.6) follows the continuity: \(|a(u, v)| \leq c_2\|u\|_{W^1_2(\Omega, \rho)}\|v\|_{W^1_2(\Omega, \rho)}\), \(c_2 > 0\), \(\forall u, v \in \dot{W}^1_2(\Omega, \rho)\) and \(W^1_2\)-ellipticity: \(a(u, u) \geq c_3\|u\|^2_{W^1_2(\Omega, \rho)}, c_3 > 0\), \(\forall u \in \dot{W}^1_2(\Omega, \rho)\) of the bilinear form \(a(u, v)\).

Again, using Lemmas 20.1 and 20.2, from (20.7) follows the continuity of the linear form \((f, v), |(f, v)| \leq c_4\|v\|_{W^1_2(\Omega, \rho)}\), \(c_4 > 0\), \(\forall v \in \dot{W}^1_2(\Omega, \rho)\).

Thus all the Lax–Milgram conditions are fulfilled, and hence the following theorem is valid. □

**Theorem 20.1.** The problem (20.2)–(20.4) has a unique weak solution from \(\dot{W}^1_2(\Omega, \rho)\).

2. The difference scheme. Here we introduce mesh domains with the step \(h = 1/N\). Let \(\gamma_i = \Gamma \cap \partial \Omega, \omega_{i,k} = \{x_1 : x_1 = ih, i = 1, 2, \ldots, k\}\).

Denote \(\beta^+ = T^+_1 \beta, \beta^- = T^-_1 \beta, \beta_k = \frac{1}{h} (\beta^+(kh) + \beta^-(kh)), \beta^- = \beta^+_N = 0, \rho_i = \sum_{k=0}^{ih} h\beta_k - \frac{h}{2} \beta^+_i\). It is not difficult to notice that \(\rho_i = \int_0^t \beta(t) \, dt = \rho(ih)\).
Let $\rho^+ \equiv \rho + \frac{h}{2} \beta^+ = S^+_h \rho$, $\rho^- \equiv \rho - \frac{h}{2} \beta^- = S^-_h \rho$, $\overline{\rho} = \frac{1}{2} (\rho^+ + \rho^-)$. The difference analogue of the operator $G$ from (20.8) is defined as follows:

$$G_h y = \overline{\rho} y - Py, \quad Py(\mathcal{i}h, x_2) = \sum_{k=0}^i \beta_k y(kh, x_2) - \frac{h}{2} \beta_y(\mathcal{i}h, x_2). \quad (20.13)$$

By $H$ we denote the set of the mesh functions defined on $\mathcal{F}$ and satisfying the conditions

$$y = 0, \quad x \in \gamma_*, \quad \ell_h(y) \equiv \sum_{k=0}^N \beta_k y(kh, x_2) = 0, \quad x_2 \in \omega_2. \quad (20.14)$$

Let

$$(y, v) = \sum_{\omega_1} \int_{\omega_2} h y v, \quad \|y\| = (y, y)_0^{1/2}, \quad \|y\|^2 = \sum_{\omega_1} \int_{\omega_2} h y \overline{\rho} y^2, \quad \|y\|^2 = \sum_{\omega_1} \int_{\omega_2} h h y \overline{\rho} y^2,$$

$$\|y\|^2 = \|y\|^2 + \|\nabla y\|^2, \quad \|\nabla y\|^2 = \|\nabla y\|^2_{(1)} + \|\nabla y\|^2_{(2)},$$

$$\|y\|^2_{(1)} = (\rho^- y \overline{\rho}^+, \overline{\rho}^+)_{\omega_1} \times \omega_2, \quad \|y\|^2_{(2)} = \|\nabla y\|^2_{(2)}.$$

We approximate the problem (20.2)–(20.4) by the difference scheme

$$L_h y = -a_{11} y_{\mathcal{J}_1, x_1} - 2a_{12} y_{\mathcal{J}_2, x_2} - a_{22} y_{\mathcal{J}_2, x_2} + a_0 y = \varphi(x), \quad x \in \omega, \quad y \in H, \quad (20.15)$$

where $\varphi = T_1 T_2 f_0 + (S^-_1 T_2 f_1) x_1 + (T_1 S^-_2 f_2) x_2$.

**Lemma 20.3.** For the mesh functions $y(x)$ satisfying the conditions $\ell_h(x) = 0, y(1, x_2) = 0, x_2 \in \omega_2$, the estimates $(y, G_h y)_{\omega} \geq \|y\|^2_{\omega}$, $(y, G_h y)_{\omega_1} \times \omega_2 \geq \|y\|^2_{\omega}$ are valid.

**Proof.** We can show that

$$- \sum_{i=1}^{N-1} h y(\mathcal{i}h, x_2) Py(\mathcal{i}h, x_2) = \frac{1}{\beta_1} \left( \frac{h}{2} \beta^+_0 y(0, x_2) \right)^2 + J_3, \quad (20.16)$$

where $J_3 = 0$ for $N = 2$ and $J_3 = \frac{1}{2} \sum_{i=2}^{N-1} \left( \frac{1}{\beta_{i-1}} - \frac{1}{\beta_i} \right) \left( Py(\mathcal{i}h, x_2) - \frac{h}{2} \beta^+_1 y(\mathcal{i}h, x_2) \right)^2$ for $N > 2$.

If we observe that $J_3 \geq 0$ by $(1/\beta_i) - (1/\beta_{i-1}) > 0$, and also $\beta^+_0 > \beta_1$, then from (20.16) it follows that Lemma 20.3 is valid.

**Lemma 20.4.** For any function $y \in H$ the estimate

$$L_h y, G_h y)_{\omega} \geq c_5 \|y\|^2_{\omega}, \quad c_5 = \frac{\nu}{4}, \quad (20.17)$$

is valid.
Proof. The identities

\[ \sum_{\omega_1} h v_{x_1} G_h y = - \sum_{\omega_1} h \rho^- v_{y_1}, \quad \sum_{\omega_1} h v_{x_1} G_h y = - \sum_{\omega_1} h \rho^+ v_{y_1}, \]

where \( v \) is an arbitrary mesh function, are valid. Therefore

\[ -(y_{x_1}, G_h y) = \frac{1}{2} \sum_{\omega_1 \times \omega_2} h^2 \rho^- (y_{x_1})^2 + \frac{1}{2} \sum_{\omega_1 \times \omega_2} h^2 \rho^+ (y_{x_1})^2, \quad (20.18) \]

\[ -(y_{\hat{x}_2}, G_h y) = \frac{1}{2} \sum_{\omega_1 \times \omega_2} h^2 \rho^+ y_{x_2} y_{\hat{x}_2} + \frac{1}{2} \sum_{\omega_1 \times \omega_2} h^2 \rho^- y_{x_2} y_{\hat{x}_2}, \quad (20.19) \]

Moreover, using Lemma 20.3, we obtain

\[ -(y_{x_2}, G_h y) \geq \|y_{x_2}\|^2_{(2)}, \quad (20.20) \]

Let \( \hat{\rho} = \rho + \frac{h}{2} \beta^+ - \frac{h}{2} \beta_0^+, \hat{\rho} = (\rho - \frac{h}{2} \beta^+ + \frac{h}{2} \beta_0^+). \] Then \( \bar{\rho} = \frac{1}{2} (\hat{\rho} + \rho), \bar{\rho}_0 = \frac{h}{2} \beta_0^+ \) and after some transformations, (20.18) yields

\[ -(y_{x_1}, G_h y) = \frac{1}{2} \sum_{\omega_1 \times \omega_2} h^2 \hat{\rho} (y_{x_1})^2 + \frac{1}{2} \sum_{\omega_1 \times \omega_2} h^2 \hat{\rho}_0 (y_{x_1})^2, \quad (20.21) \]

from (20.19) it follows

\[ -(y_{\hat{x}_2}, G_h y) = \frac{1}{2} \sum_{\omega_1 \times \omega_2} h^2 \hat{\rho}_0 y_{x_2} y_{\hat{x}_2} + \frac{1}{2} \sum_{\omega_1 \times \omega_2} h^2 \hat{\rho}_0 y_{x_2} y_{\hat{x}_2}, \quad (20.22) \]

from (20.20) we have

\[ -(y_{x_2}, G_h y) \geq \frac{1}{2} \sum_{\omega_1 \times \omega_2} h^2 \hat{\rho} (y_{x_2})^2 + \frac{1}{2} \sum_{\omega_1 \times \omega_2} h^2 \hat{\rho}_0 (y_{x_2})^2. \quad (20.23) \]

Taking into account (20.21), (20.22) and (20.23), from (20.15) we obtain

\[ 4(L_h y, G_h y) \geq \sum_{\omega_1 \times \omega_2} h^2 \hat{\rho} F(y_{x_1}, y_{x_2}) + \sum_{\omega_1 \times \omega_2} h^2 \hat{\rho}_0 F(y_{x_1}, y_{x_2}) + \sum_{\omega_1 \times \omega_2} h^2 \hat{\rho}_0 F(y_{x_1}, y_{x_2}) + a_0(y, G_h y) \omega, \quad (20.24) \]

where \( F(t_1, t_2) = a_{11} t_1^2 + 2a_{12} t_1 t_2 + a_{22} t_2^2. \) If we notice that

\[ \hat{\rho} = \frac{1}{h} \int_{x_1}^{x_1 + h} \rho(t) dt + \frac{1}{2h} \int_{0}^{h} \rho(t) dt > 0, \quad x_1 \in \omega_1^+, \]

\[ \hat{\rho} = \frac{1}{h} \int_{x_1}^{x_1 + h} \rho(t) dt - \frac{1}{2h} \int_{0}^{h} \rho(t) dt > 0, \quad x_1 \in \omega_1^-, \]
then by the ellipticity conditions (20.3), from (20.24) follows the estimate
\((L_h y, G_h y)\omega \geq \nu_t\|\nabla y\|^2\), which together with \(\|y\| \leq 2\|\nabla y\|\) proves
the lemma.

Thus if \(\varphi = 0\), \(x \in \omega\), then \(y = 0\), and hence the difference scheme
(20.15) is uniquely solvable.

**Lemma 20.5.** If the mesh function \(y\) defined on \(\mathcal{F}\) satisfies the conditions
\(\ell_h(y) = 0\), \(y(1, x_2) = 0\), \(x_2 \in \omega_2\), then
\[
\left| \sum_{\omega_1} h v G_h y \right| \leq c \left( \sum_{\omega_1} h p y \right)^{1/2} \left( \sum_{\omega_1} h q y \right)^{1/2},
\]
where \(v\) is an arbitrary mesh function.

**Proof.** From the definition of the operator \(G_h\) it follows that
\[
\left| \sum_{\omega_1} h v G_h y \right| \leq \left( \sum_{\omega_1} h p y \right)^{1/2} \left( \sum_{\omega_1} h q y \right)^{1/2} + J_4(y),
\]
(20.25)
where \(J_4^2(y) = \sum_{\omega_1} h(\bar{p})^{-1}(Py)^2\).

Denote \(2(\tilde{P}y)_i = \sum_{k=0}^{i} h \beta_k y(kh, x_2), \sigma_i = \sum_{k=1}^{i} \rho k, \sigma_0 = 0\). Then \((\tilde{P}y)_i, (\tilde{P}y)_{i-1} = (Py)_i, (\tilde{P}y)_{i-1} = h(\bar{p})^{-1} y(ih, x_2), (\tilde{P}y)_{N-1} = 0, \sigma_i - \sigma_{i-1} = \frac{h}{\rho_i}\),
and we have
\[
J_4^2(y) \leq 2 \sum_{i=1}^{N-1} (\sigma_i - \sigma_{i-1})((\tilde{P}y)_i^2 + (\tilde{P}y)_{i-1}^2) = -2 \sum_{i=1}^{N-1} (\sigma_i + \sigma_{i-1})((\tilde{P}y)_{i-1}^2 - (\tilde{P}y)_{i-2}^2) = - \sum_{i=1}^{N-1} (\sigma_i + \sigma_{i-1}) h \beta_i y(ih, x_2)(\tilde{P}y)_i.
\]
(20.26)

Let us show that
\[
(\sigma_i + \sigma_{i-1}) \beta_i \leq c.
\]
(20.27)

Indeed, for \(i = 1\), \(\sigma_1 + \sigma_0 = 0.5(1+\varepsilon)(2h)^{1-\varepsilon}, \beta_1 = h^{\varepsilon-1}(\varepsilon + 1)^{-1}(2^{1+1-2})\)
and \(\sigma_1 + \sigma_0 \beta_1 < 1\).

For \(i > 1\), we have \(\bar{p}_k = \frac{2}{h} \int_{(k-1)h}^{(k+1)h} \rho(t) dt > t_k - t_k-1, \ t_k = kh\). By the
Lagrange theorem, \(t_k - t_{k-1} - t_{k-2} = (1-\varepsilon)h\xi^{-\varepsilon} > (1-\varepsilon)h^{\varepsilon-\varepsilon} t_{k-1}, \ t_{k-2} < \xi < t_{k-1}\),
and since \(h(\bar{p}_1)^{-1} = \frac{1.5}{2h} (2h)^{1-\varepsilon} < \frac{1.5}{2h}, \ t_{k} < \xi < t_{k-1}\),
therefore \(\sum_{k=1}^{i} h(\bar{p}_k)^{-1} < \frac{2(1-\varepsilon)}{1-\varepsilon}, \ t_i + a_i - 2sigma < \frac{4(1-\varepsilon)}{1-\varepsilon}, \ t = 2, 3, \ldots \). Moreover, \(\beta_i < \varepsilon t_i^{-1}, \ i =

2, 3, . . ., and hence \( (\sigma_i + \sigma_{i-1}) < \frac{4\epsilon}{1+\epsilon}, \ i = 2, 3, \ldots \) The inequality (20.27) is proved.

Using (20.27), from (20.26) we obtain

\[
J^2_1(y) \leq c \sum_{\omega_1} h |Py| \leq c \left( \sum_{\omega_1} h |Py|^2 \right)^{1/2} J_4(y), \ i.e. \ J_4(y) \leq c \left( \sum_{\omega_1} h |Py|^2 \right)^{1/2},
\]

which together with (20.25) completes the proof of Lemma 20.5. \( \square \)

To study the problem on the convergence and accuracy of the difference scheme (20.15), we consider the error \( z = y - u \), where \( y \) is a solution of the difference scheme, and \( u = u(x) \) is a solution of the differential problem. For \( z \) we obtain the problem

\[
L_h z = \psi, \ \ x \in \omega, \ \ z = 0, \ x \in \gamma, \ \ \ell_h(z) = \chi(x_2), \ x_2 \in \omega_2, \quad (20.28)
\]

where \( \psi = a_{11} \eta_1 \tau_1 x_1 + a_{12} \eta_1 x_1 x_2 + a_{22} \eta_2 x_2 + a_0 \eta_0, \ \eta_0 = T_1 T_2 u - u, \ \eta_{12} = u - T_{3-a} u, \ \alpha = 1, 2, \ \eta_{12} = \frac{1}{2} (u + u(-1) + u(-1) + u(-1)) - 2S_1 S_2 u(x), \ \chi = \ell(u) - \ell_h(u).\)

Noticing that

\[
\ell_h(u) = \sum_{\omega_1} \int_{x_1}^{x_2} \left( \frac{t - x_1}{h} u(x_1 - h, x_2) + \frac{t - x_1 + h}{h} u(x_1, x_2) \right) dt,
\]

we can represented \( \chi \) in the form

\[
\chi = \sum_{\omega_1} \eta, \ \eta = \int_{x_1}^{x_2} \beta(t) \left( \frac{t - x_1}{h} u(x_1 - h, x_2) + \frac{t - x_1 + h}{h} u(x_1, x_2) \right) dt + \int_{x_1}^{x_2} \beta(t) \frac{t - x_1 + h}{h} \int_{x_1}^{x_2} \left( \xi - x_1 \right) \frac{\partial^2 u(\xi, x_2)}{\partial \xi^2} d\xi dt.
\]

Obviously, \( \chi = 0 \) for \( u(x) = 1 - x_1 \). Consequently, \( \ell_h(1 - x_1) = \ell(1 - x_1) = 1/(1 + \epsilon) \), and substitution

\[
z(x) = \tilde{z}(x) + \frac{1 - x_1}{1 + \epsilon} \chi(x_2)
\]

reduces the problem (20.28) (in which the nonlocal condition is inhomogeneous) to the problem with the homogeneous conditions

\[
L_h \tilde{z} = \tilde{\psi}, \ \ x \in \omega, \ \ \tilde{z} \in H, \quad (20.30)
\]

where \( \tilde{\psi} = \psi + 2a_{12} (\frac{1-x_1}{1+x_1} \chi)_{x_1 x_2} + a_{22} (\frac{1-x_1}{1+x_1} \chi)_{x_2} - a_0 \frac{1-x_1}{1+x_1} \chi.\)

Using Lemmas 20.4 and 20.5, for the problem (20.30) we obtain the a priori estimate

\[
||\tilde{z}|| \leq c (||\eta_1 \tau_1 ||_{\omega_1^T, \omega_1^T} + ||\eta_2 x_2 ||_{\omega_1^T, \omega_2^T} + ||\eta_2 \tau_2 ||_{\omega_1^T, \omega_2^T} + ||\eta_0 ||_{\omega_2^T} + ||\chi ||_{\omega_2^T} + ||\chi_{\omega_2^T} ||_{\omega_2^T}). \quad (20.31)
\]
For the error of the method we obtain from (20.29) the estimate \( \|z\|_1 \leq \|\tilde{z}\|_1 + c(\|\chi\|_* + \|\chi_{\omega_1}\|_*) \), which together with (20.31) yields
\[
\|z\|_1 \leq c(\|\eta_{11}\|_{\omega_2} + \|\eta_{12}\|_{\omega_2} + \|\eta_{22}\|_{\omega_2} + \|\eta_0\|_1 + \|\chi\|_* + \|\chi_{\omega_1}\|_*) \quad (20.32)
\]

To obtain the estimate of the convergence rate of the difference scheme (20.15) it is sufficient to estimate the corresponding norms of \( \chi \) and the components \( \eta_{11}, \eta_{12}, \eta_{22}, \eta_0 \) of the approximation error in the right-hand side of (20.32).

Let us estimate \( \chi_{\omega_2} \). Note that the linear with respect to \( u(x) \) functional \( \eta_{\omega_2} \) is bounded in \( W_p^{m}(\Omega) \), \( pm > 1 \), and vanishes on the polynomials of second order. Consequently, using the Bramble–Hilbert lemma, for the above functional we obtain the estimate \( \|\eta_{\omega_2}\| \leq ch^{m-1/p} \int_{x_{1-h}}^{x_1} \beta(t) dt \|u\|_{W_p^{m}(\omega)} \), \( pm > 1 \), \( m \in (1,3] \), \( \varepsilon = (x_1 - h, x_1) \times (x_2 - h, x_2) \). Thus
\[
\|\eta_{\omega_2}\| \leq c h^{m-1/p} \int_{x_{1-h}}^{x_1} t (e^{-1} p)^{1/p} dt \|u\|_{W_p^{m}(\omega)},
\]
\[
\|\chi_{\omega_2}\| \leq c h^{m-1/p} \sum_{\omega_1} \left( \int_{x_{1-h}}^{x_1} t (e^{-1} p)^{1/p} dt \right)^{1/p} \|u\|_{W_p^{m}(\omega)}.
\]

Applying Hölder’s inequality, we obtain
\[
\|\chi_{\omega_2}\| \leq c h^{m-1/p} \left( \frac{1}{0} \int_{0}^{1} (e^{-1} p)^{1/p} dt \right)^{p-1} \|u\|_{W_p^{m}(\omega)}, \quad \omega = (0, 1) \times (x_2 - h, x_2).
\]

Obviously, \( \int_{0}^{1} (e^{-1} p)^{1/p} dt = \frac{1}{p-1}, p > \frac{1}{\varepsilon} \). Therefore, choosing \( p = 2 \) for \( \varepsilon \in (0.5, 1) \), and \( p > 1/\varepsilon \) for \( \varepsilon \in (0, 0.5] \), we have \( \|\chi_{\omega_2}\| \leq c h^{m-1/p} \|u\|_{W_p^{m}(\omega)} \), \( \|\chi_{\omega_2}\|_2^2 \leq c h^{2m-2/2} \sum_{\omega_2} \|u\|_{W_p^{m}(\omega)}^2 \). Taking here into account the inequality \( \sum_{\omega_2} \|u\|_{W_p^{m}(\omega)}^2 \leq c h^{1+2/2} \|u\|_{W_p^{m}(\omega)} \), we finally have \( \|\chi_{\omega_2}\|_2 \leq c h^{m-1} \|u\|_{W_p^{m}(\omega)} \).

An analogous estimate is obtained for \( \|\chi\|_* \). Taking also into account the well-known estimates for \( \eta_{11}, \eta_{12}, \eta_{22}, \eta_0 \), from (20.32) we prove the theorem on the convergence.

**Theorem 20.2.** The finitely-difference scheme (20.15) converges, and for its convergence rate the estimate (20.1) is valid.
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