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ON CORRECT SOLVABILITY OF A PROBLEM WITH LOADED BOUNDARY CONDITIONS FOR A FOURTH ORDER PSEUDOPARABOLIC EQUATION
Abstract. It is known that different conditions can be found for correct solvability of the non-local problem. In this sense, in the paper we find correct solvability conditions of the non-local problem with loaded boundary conditions in the integral form for a fourth order pseudoparabolic equation.
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On Correct Solvability of a Problem with Loaded Boundary Conditions

1. Introduction

Recently a great interest to non-local problems for partial differential equations has shown itself [1]–[4]. This is connected with their rise in various problems of physical character. Various classes of problems of non-local character arise, for example, while studying problems of moisture transfer in soils [5], heat transfer in heterogeneous media [6], diffusion of thermal neutrons in inhibitors [7], [8], simulation of various biological processes, phenomena etc. [9].

Pseudoparabolic equations are used for sufficiently adequate description of majority of real processes occurring in nature, technology and so on. In particular, many processes arising in the theory of fluid filtration in cracked media are described by pseudoparabolic equations with non-smooth phenomena etc. [9].

Notice that in this paper the considered equation is a generalization of many model equations of some processes (e.g., telegraph equation, string vibration equation etc.).

Therefore, there arises a very urgent question on investigation of problems of correct solvability for non-local problems connected with pseudoparabolic equations with dominating derivatives, generally speaking, with non-smooth variable coefficients.

2. Of the Statement Problem

Let us consider the equation

\[(V_{3,1} u)(x, t) \equiv D_x^2 u(x, t) + a_{2,1}(x, t) D_x^2 D_t u(x, t) + a_{3,0}(x, t) D_x^3 u(x, t) + \sum_{i+j<k} a_{ij}(x, t) D_x^i D_t^j u(x, t) = \varphi_{3,1}(x, t) \in L_p(G), \quad (2.1)\]

under the following loaded boundary conditions

\[
\begin{align*}
V_{0,0} u & \equiv u(x_0, t_0) = \varphi_{0,0} \in R; \\
V_{1,0} u & \equiv D_x u(x_0, t_0) = \varphi_{1,0} \in R; \\
V_{2,0} u & \equiv D_x^2 u(x_0, t_0) = \varphi_{2,0} \in R; \\
(V_{3,0} u)(x) & \equiv D_x^3 u(x, t_0) = \varphi_{3,0}(x) \in L_p(G_1); \\
(V_{0,1} u)(t) & \equiv D_t u(x_0, t) = \varphi_{0,1}(t) \in L_p(G_2); \\
(V_{1,1} u)(t) & \equiv D_x D_t u(x_0, t) + \mu(t) D_x D_t u(\bar{x}_0, t) = \varphi_{1,1}(t) \in L_p(G_2); \\
(V_{2,1} u)(t) & \equiv D_x^2 D_t u(x_0, t) + \sigma(t) D_x^2 D_t u(\bar{x}_0, t) = \varphi_{2,1}(t) \in L_p(G_2),
\end{align*}\]

where \(\varphi_{i,0}, \ i = 0, 2\), are given constants, and the other \(\varphi_{i,j}\) are given measurable functions; \(D_t = \frac{\partial}{\partial t}\) is a generalized differentiation operator in S. L. Sobolev’s sense. Besides, the above-given \(a_{i,j}(x, t)\) are measurable functions on \(G = G_1 \times G_2; G_1 = (x_0, x_1), G_2 = (t_0, t_1)\) and satisfy only the
following conditions:

\[ a_{i,0}(x,t) \in L_p(G), \quad a_{i,1}(x,t) \in L_{p,\infty}^z(G), \quad i = 0,2; \]
\[ a_{3,0}(x,t) \in L_{p,\infty}^z(G). \]

Notice that here we assume \( \nu(x) \in L_\infty(G_1), \mu(t) \in L_\infty(G_2), \sigma(t) \in L_\infty(G_2), \) where \( t_0 \in [t_0,t_1], \sigma_0 \in [\sigma_0,\sigma_1] \) and \( \bar{x}_0 \in [x_0,x_1] \) are fixed points.

Under the imposed conditions, the solution \( u(x,t) \) of the problem (2.1), (2.2) is to be found in the S. L. Sobolev space:

\[ W^{(3,1)}_p(G) \equiv \left\{ u(x,t) : D_x^iD_t^j u(x,t) \in L_p(G), \ i = 0,3, \ j = 0,1 \right\}, \]
\[ 1 \leq p \leq \infty. \]

We will define the norm in the space \( W^{(3,1)}_p(G) \) by the equality

\[ \|u(x,t)\|_{W^{(3,1)}_p(G)} = \sum_{i=0}^{3} \|D_x^iD_t^j u(x,t)\|_{L_p(G)}. \]

We will investigate the problem (2.1), (2.2) by the operator equations method and follow the scheme of the paper [12]. We will preliminarily write the problem (2.1), (2.2) in the form of the operator equation

\[ Vu = \varphi, \quad (2.3) \]

where \( V \) is a vector operator defined by the equality

\[ V = (V_{0,0}, V_{1,0}, V_{2,0}, V_{3,0}, V_{0,1}, V_{1,1}, V_{2,1}, V_{3,1}) : W^{(3,1)}_p(G) \to E^{(3,1)}_p \]

and \( \varphi \) is a given vector element of the form

\[ \varphi = (\varphi_{0,0}, \varphi_{1,0}, \varphi_{2,0}, \varphi_{3,0}, \varphi_{0,1}, \varphi_{1,1}, \varphi_{2,1}, \varphi_{3,1}) \]

from the space

\[ E^{(3,1)}_p \equiv R \times R \times R \times L_p(G_1) \times L_p(G_2) \times L_p(G_2) \times L_p(G_2) \times L_p(G). \]

Notice that in the space \( E^{(3,1)}_p \) we will define the norm in the natural way, by means of the equality

\[ \|\varphi\|_{E^{(3,1)}_p} = \sum_{i=0}^{2} \|\varphi_{i,0}\|_R + \|\varphi_{3,0}(x)\|_{L_p(G_1)} +
\]
\[ + \sum_{i=0}^{2} \|\varphi_{i,1}(t)\|_{L_p(G_2)} + \|\varphi_{3,1}(x,t)\|_{L_p(G)}. \]

**Definition 1.** If the problem (2.1), (2.2) for any

\[ \varphi = (\varphi_{0,0}, \varphi_{1,0}, \varphi_{2,0}, \varphi_{3,0}, \varphi_{0,1}, \varphi_{1,1}, \varphi_{2,1}, \varphi_{3,1}) \in E^{(3,1)}_p \]

has a unique solution \( u(x,t) \in W^{(3,1)}_p(G) \) such that

\[ \|u\|_{W^{(3,1)}_p(G)} \leq M\|\varphi\|_{E^{(3,1)}_p}, \]
we will say that the operator $V$ of the problem (2.1), (2.2) (or of the equation (2.3)) is a homeomorphism from $W^{(3,1)}_p(G)$ on $E^{(3,1)}_p$, or the problem (2.1), (2.2) is everywhere correctly solvable. Here $M$ is a constant independent of $\varphi$.

Obviously, if the operator $V$ of the problem (2.1), (2.2) is a homeomorphism from $W^{(3,1)}_p(G)$ on $E^{(3,1)}_p$, then there exists the bounded inverse operator:

$$V^{-1} : E^{(3,1)}_p \rightarrow W^{(3,1)}_p(G).$$

But if $\nu(x) = \mu(t) = \sigma(t) \equiv 0$, then the conditions (2.2) will take the form

$$\begin{align*}
V_{0,0}u &\equiv u(x_0, t_0) = \varphi_{0,0} \in R; \\
V_{1,0}u &\equiv D_x u(x_0, t_0) = \varphi_{1,0} \in R; \\
V_{2,0}u &\equiv D^2_x u(x_0, t_0) = \varphi_{2,0} \in R; \\
(V_{3,0}u)(x) &\equiv D^3_x u(x, t_0) = \varphi_{3,0}(x) \in L_p(G_1); \\
(V_{0,1}u)(t) &\equiv D_t u(x_0, t) = \varphi_{0,1}(t) \in L_p(G_2); \\
(V_{1,1}u)(t) &\equiv D_x D_t u(x_0, t) = \varphi_{1,1}(t) \in L_p(G_2); \\
(V_{2,1}u)(t) &\equiv D^2_x D_t u(x_0, t) = \varphi_{2,1}(t) \in L_p(G_2).
\end{align*}$$

These may be considered as Goursat conditions. Such a formulation of the Goursat problem has a number of advantages:

1) no additional agreement conditions are required in this formulation;
2) namely, such a formulation generates a homeomorphism between two Banach spaces $W^{(3,1)}_p(G)$ and $E^{(3,1)}_p$;
3) we can consider this problem as a problem formulated by traces in S. L. Sobolev spaces $W^{(3,1)}_p(G)$.

It should be particularly noted that various aspects of Goursat type boundary value problems were studied in detail in the papers [13-19] and etc.

3. **Equivalent System of Integral Equations for Non-Local Problem with Loaded Boundary Conditions**

We will study the problem (2.1), (2.2) by means of the following integral representation of the functions $u(x, t) \in W^{(3,1)}_p(G)$ [20]:

$$u(x, t) = u(x_0, t_0) + (x - x_0)D_x u(x_0, t_0) + \frac{(x - x_0)^2}{2} D^2_x u(x_0, t_0) +$$

$$+ \frac{1}{2} \int_{x_0}^{x} (x - \tau)^2 D^3_x u(\tau, t_0) \, d\tau + \int_{t_0}^{t} D_x u(x_0, \xi) \, d\xi +$$

$$+ (x - x_0) \int_{t_0}^{t} D_x D_t u(x_0, \xi) \, d\xi + \frac{(x - x_0)^2}{2} \int_{t_0}^{t} D^2_x D_t u(x_0, \xi) \, d\xi +$$
The function $u(x, t) \in W^{3,1}_p(G)$ satisfying the conditions (2.2) is of the form

$$u(x, t) = B_0(x, t) + \frac{1}{2} \int_{x_0}^x (x - \tau)^2 b_{3,0}(\tau) \, d\tau + (x - x_0) \int_{t_0}^t b_{1,1}(\xi) \, d\xi +$$

$$+ \frac{(x - x_0)^2}{2} \int_{t_0}^t b_{2,1}(\xi) \, d\xi + \frac{1}{2} \int_{x_0}^x \int_{t_0}^t (x - \tau)^2 b_{3,1}(\tau, \xi) \, d\tau \, d\xi,$$

where

$$B_0(x, t) = \sum_{i=0}^2 \frac{(x - x_0)^i}{i!} \varphi_{i,0} + \int_{t_0}^t \varphi_{0,1}(\xi) \, d\xi.$$

Here $b_{3,0}(x) \in L_p(G_1)$, $b_{1,1}(t) \in L_p(G_2)$, $b_{2,1}(t) \in L_p(G_2)$ and $b_{3,1}(x, t) \in L_p(G)$ are unknown functions. Now we will choose the functions $b_{3,0}(x)$, $b_{1,1}(t), b_{2,1}(t)$ and $b_{3,1}(x, t)$ in such a way that the conditions (2.2) be fulfilled. To this end, we calculate the derivatives $D_3^x u(x, t)$, $D_x D_t u(x, t)$ and $D_3^x D_t u(x, t)$ of the function (3.2):

$$D_3^x u(x, t) = \frac{\partial^3 B_0(x, t)}{\partial x^3} + b_{3,0}(x) + \int_{t_0}^t b_{3,1}(x, \xi) \, d\xi,$$

$$D_x D_t u(x, t) = \frac{\partial^2 B_0(x, t)}{\partial x \partial t} + b_{1,1}(t) + (x - x_0) b_{2,1}(t) + \int_{x_0}^x (x - \tau) b_{3,1}(\tau, t) \, d\tau$$

and

$$D_3^x D_t u(x, t) = \frac{\partial^3 B_0(x, t)}{\partial x^2 \partial t} + b_{2,1}(t) + \int_{x_0}^x b_{3,1}(\tau, t) \, d\tau.$$

The expressions for these derivatives show that the following equalities are valid

$$D_3^x u(x, t_0) = b_{3,0}(x),$$

$$D_3^x u(x, \bar{t}_0) = b_{3,0}(x) + \int_{G_1} b_{3,1}(x, \xi) \theta(\bar{t}_0 - \xi) \, d\xi,$$

$$D_x D_t u(x_0, t) = b_{1,1}(t),$$

$$D_x D_t u(\bar{x}_0, t) = b_{1,1}(t) + (\bar{x}_0 - x_0) b_{2,1}(t) + \int_{G_1} (\bar{x}_0 - \tau) b_{3,1}(\tau, t) \theta(\bar{x}_0 - \tau) \, d\tau,$$

$$D_3^x D_t u(\bar{x}_0, t) = b_{2,1}(t).$$
\[ D_x^2 D_t u(x_0, t) = b_{2,1}(t), \]
\[ D_x^2 D_t \tilde{u}(x_0, t) = b_{2,1}(t) + \int_{G_1} b_{3,1}(\tau, t) \theta(\tilde{x}_0 - \tau) \, d\tau, \]

where \( \theta(\tau) \) is the Heaviside function on \( R \), i.e.
\[
\theta(\tau) = \begin{cases} 
1, & \tau > 0 \\
0, & \tau \leq 0.
\end{cases}
\]

Therefore, we can write the conditions (2.2)4, (2.2)6 and (2.2)7 in the form
\[
b_{3,0}(x)[1 + \nu(x)] = \varphi_{3,0}(x) - \nu(x) \int_{G_2} b_{3,1}(x, \xi) \theta(\tilde{x}_0 - \xi) \, d\xi, \quad x \in G_1, \quad (3.3)
\]
\[
b_{1,1}(t)[1 + \mu(t)] + (x_0 - x_0) \mu(t) b_{2,1}(t) =
\]
\[
= \varphi_{1,1}(t) - \mu(t) \int_{G_1} (\tilde{x}_0 - \tau) b_{3,1}(\tau, t) \theta(\tilde{x}_0 - \tau) \, d\tau, \quad t \in G_2, \quad (3.4)
\]
\[
b_{2,1}(t)[1 + \sigma(t)] = \varphi_{2,1}(t) - \sigma(t) \int_{G_1} b_{3,1}(\tau, t) \theta(\tilde{x}_0 - \tau) \, d\tau, \quad t \in G_2. \quad (3.5)
\]

Now require the function (3.2) to be a solution of the equation (2.1). For this, we take into account the expression (3.2) of this function in the equation (2.1). Then, after the substitution
\[ u(x, t) = B_0(x, t) + \tilde{u}(x, t), \]
where
\[
\tilde{\tilde{u}}(x, t) = \frac{1}{2} \int_{x_0}^{x} (x - \tau)^2 b_{3,0}(\tau) \, d\tau + (x - x_0) \int_{t_0}^{t} b_{1,1}(\xi) \, d\xi +
\]
\[
+ \frac{(x - x_0)^2}{2} \int_{t_0}^{t} b_{2,1}(\xi) \, d\xi + \frac{1}{2} \int_{x_0}^{x} \int_{t_0}^{t} (x - \tau)^2 b_{3,1}(\tau, \xi) \, d\tau \, d\xi,
\]
we can write the equation (2.1) in the form
\[ (V_{3,1} \tilde{u})(x, t) = \tilde{R}(x, t), \quad (3.6) \]
where
\[ \tilde{R}(x, t) = \varphi_{3,1}(x, t) - (V_{3,1} B_0)(x, t). \]

Obviously, we can calculate the derivatives of the function \( \tilde{u} \) by means of the equalities
\[ D_x \tilde{u}(x, t) = \int_{x_0}^{x} (x - \tau) b_{3,0}(\tau) \, d\tau + \int_{t_0}^{t} b_{1,1}(\xi) \, d\xi +
\]
Therefore, we can reduce the equation (3.6) to the form

\[ + (x - x_0) \int_{t_0}^t b_{2,1}(\xi) \, d\xi + \int_{x_0}^x \int_{t_0}^t (x - \tau)b_{3,1}(\tau, \xi) \, d\tau \, d\xi, \]

\[ D_x^2 \tilde{u}(x, t) = \int_{x_0}^x b_{1,0}(\tau) \, d\tau + \int_{t_0}^t b_{2,1}(\xi) \, d\xi + \int_{x_0}^x \int_{t_0}^t b_{3,1}(\tau, \xi) \, d\tau \, d\xi, \]

\[ D^2_x \tilde{u}(x, t) = b_{3,0}(x) + \int_{t_0}^t b_{3,1}(x, \xi) \, d\xi, \]

\[ D_i \tilde{u}(x, t) = (x - x_0)b_{1,1}(t) + \frac{(x - x_0)^2}{2}b_{2,1}(t) + \frac{1}{2} \int_{x_0}^x (x - \tau)b_{3,1}(\tau, t) \, d\tau, \]

\[ D_x D_i \tilde{u}(x, t) = b_{1,1}(t) + (x - x_0)b_{2,1}(t) + \int_{x_0}^x (x - \tau)b_{3,1}(\tau, t) \, d\tau, \]

\[ D_x^2 D_i \tilde{u}(x, t) = b_{2,1}(t) + \int_{x_0}^x b_{3,1}(\tau, t) \, d\tau, \]

\[ D^3_x D_i \tilde{u}(x, t) = b_{3,1}(x, t). \]

Therefore, we can reduce the equation (3.6) to the form

\[(Nh)(x, t) \equiv b_{3,1}(x, t) + \]

\[ + \int_{x_0}^x \left\{ \left[ a_{2,1}(x, t) + (x - \tau)a_{1,1}(x, t) + \frac{(x - \tau)^2}{2}a_{0,1}(x, t) \right] b_{3,1}(\tau, t) + \right\} \, d\tau + \]

\[ + \int_{t_0}^t \left\{ a_{2,0}(x, t) + (x - \tau)a_{1,0}(x, t) + \frac{(x - \tau)^2}{2}a_{0,0}(x, t) \right\} b_{3,1}(\xi) \, d\xi + \]

\[ + \int_{x_0}^x \left\{ a_{2,0}(x, t) + (x - x_0)a_{1,0}(x, t) + \frac{(x - x_0)^2}{2}a_{0,0}(x, t) \right\} b_{2,1}(\xi) \, d\xi + \]

\[ + \int_{x_0}^x \int_{t_0}^t \left[ a_{2,0}(x, t) + (x - \tau)a_{1,0}(x, t) + \frac{(x - \tau)^2}{2}a_{0,0}(x, t) \right] b_{3,1}(\tau, \xi) \, d\tau \, d\xi + \]

\[ + \int_{x_0}^x \int_{t_0}^t \left[ a_{1,1}(x, t) + (x - x_0)a_{0,1}(x, t) \right] b_{1,1}(t) + \]

\[ + \int_{x_0}^x \int_{t_0}^t \left[ a_{2,1}(x, t) + (x - x_0)a_{1,1}(x, t) + \frac{(x - x_0)^2}{2}a_{0,1}(x, t) \right] b_{2,1}(t) + \]

\[ + a_{3,0}(x, t) b_{3,0}(x) = \bar{R}(x, t), \quad (x, t) \in G, \]  

(3.7)
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where

\[ h = (b_{3,0}(x), b_{1,1}(t), b_{2,1}(t), b_{3,1}(x,t)) \in \tilde{E}_p^{(3,1)} = L_p(G_1) \times L_p(G_2) \times L_p(G_2) \times L_p(G) \]

is the unknown quadruple.

Thus, solution of the problem (2.1), (2.2) in the spaces \( W_p^{(3,1)}(G) \) is reduced to solution of the system of integral equations (3.3), (3.4), (3.5), (3.7) with respect to the quadruple of unknowns \( h(x,t) = (b_{3,0}(x), b_{1,1}(t), b_{2,1}(t), b_{3,1}(x,t)) \) in the space \( \tilde{E}_p^{(3,1)} \).

If \( 1 + \nu(x) \neq 0 \) and \( \lambda(x) = (1 + \nu(x))^{-1} \) is bounded on \( G_1 \), then \( b_{3,0}(x) \) may be determined from the equality (3.3):

\[ b_{3,0}(x) = \lambda(x)\varphi_{3,0}(x) - \int_{G_2} \nu(x)\lambda(x)\varphi_{3,1}(x,\xi)\theta(\xi - \xi) d\xi. \quad (3.8) \]

If \( 1 + \sigma(t) \neq 0 \) and \( \rho(t) = (1 + \sigma(t))^{-1} \) is bounded on \( G_2 \), then \( b_{2,1}(t) \) may be determined from the equality (3.5):

\[ b_{2,1}(t) = \rho(t)\varphi_{2,1}(t) - \int_{G_1} \rho(t)\sigma(t)\varphi_{3,1}(\tau,\xi)\theta(\xi - \tau) d\xi. \quad (3.9) \]

If \( 1 + \mu(t) \neq 0 \) and \( l(t) = (1 + \mu(t))^{-1} \) is bounded on \( G_2 \), then \( b_{1,1}(t) \) may be determined from the equality (3.4) in the following way:

\[ b_{1,1}(t) = l(t)\varphi_{1,1}(t) - \int_{G_1} l(t)\mu(t)(\varphi_{0} - \varphi_{0})(\xi - \xi) d\xi - (\varphi_{0} - \varphi_{0})l(t)\mu(t)b_{2,1}(t) = \\
= l(t)\varphi_{1,1}(t) - \int_{G_1} l(t)\mu(t)(\varphi_{0} - \varphi_{0})\varphi_{3,1}(\tau,\xi)\theta(\xi - \tau) d\xi - \\
- (\varphi_{0} - \varphi_{0})l(t)\mu(t)\varphi_{2,1}(t) - \int_{G_1} \rho(t)\sigma(t)\varphi_{3,1}(\tau,\xi)\theta(\xi - \tau) d\xi. \quad (3.10) \]

Thus under the above-imposed conditions we have proved

**Theorem 3.1.** For everywhere correct solvability of the problem (2.1), (2.2) in the space \( W_p^{(3,1)}(G) \) it is necessary and sufficient that the system of integral equations (3.7), (3.8), (3.9), (3.10) be everywhere correctly solvable in the space \( E_p^{(3,1)} \).

**Remark 3.1.** Obviously, taking into account the expressions (3.8), (3.9) and (3.10) for the unknowns \( b_{3,0}(x), b_{2,1}(t) \) and \( b_{1,1}(t) \), we can reduce the equation (3.7) to an independent integral equation with the unknown function \( b_{3,1}(x,t) \):

\[ (Nb_{3,1})(x,t) \equiv b_{3,1}(x,t)+ \]
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