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HASEMAN’S PROBLEM IN CLASSES OF FUNCTIONS REPRESENTABLE BY THE CAUCHY TYPE INTEGRAL WITH DENSITY FROM $L^p(\Gamma; \rho)$
Abstract. Haseman’s problem \( \phi^+(\alpha(t)) = a(t)\phi^-(t) + b(t) \) is investigated in the class of the Cauchy type integrals with density from the weighted Lebesgue space with a variable exponent \( p(t) \). Besides that the problem is studied in a more general statement than that considered earlier, for the first time we cover the case where the boundary condition is prescribed on a non-smooth curve, namely, on a curve with the chord condition.
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Let $\Gamma$ be a simple, closed, rectifiable, oriented curve dividing the complex plane into the domains $D^+$ and $D^-$ of which the point at infinity is contained in $D^-$. Haseman’s boundary value problem is called the following one: find a function $\phi$, analytic on the plane cut along $\Gamma$, from a given class of functions $A$ with the boundary values $\phi^+(t)$, $t \in \Gamma$, (from $D^+$) and $\phi^-(t)$ (from $D^-$) satisfying the condition

$$\phi^+(\alpha(t)) = a(t)\phi^-(t) + b(t), \quad (1)$$

where $\alpha = \alpha(t)$ is a homeomorphism of $\Gamma$ onto itself, and $a(t)$ and $b(t)$ are given on $\Gamma$ functions.

C. Haseman was the first to investigate the homogeneous problem \[1\]

$$\phi^+(\alpha(t)) = a(t)\phi^-(t). \quad (2)$$

Later T. Carleman \[2\] investigated the problem with shifts. D. A. Kveselava (\[3\]–\[4\]) gave a complete solution of the problem \(1\). He supposed that $\Gamma$ is a Lyapunov curve, $a(t)$ and $b(t)$ belong to the Hölder class $H$, and $\alpha(t)$ is a preserving orientation homeomorphism of $\Gamma$ onto itself with $\alpha'(t) \neq 0$ and $\alpha' \in H$.

Haseman’s problem in the vector case was considered by N. P. Vekua. His results, as well as those obtained by other authors in this direction can be found in \[5\].

In the sequel, the boundary value problems with shifts became an investigation topic for a great deal of authors. Many of their result are exposed in a book by G. S. Litvinchuk \[6\].

The case where $A$ is the $K^p(\Gamma)$-class of the functions representable by the Cauchy type integrals with density from $L^p(\Gamma)$, $p > 1$, has been considered by B. V. Khvedelidze \[7\], B. V. Khvedelidze and G. F. Manjavidze \[8\], I. B. Simonenko \[9\], G. F. Manjavidze \[10\] as well as by many other authors.

When the boundary conditions involve functions which on different parts of the boundary are integrable with different powers, then it is advisable instead of the common Lebesgue spaces to introduce into consideration a class of functions integrable in a somewhat different sense, with a finer regard for local singularities of the functions. Such are the Lebesgue spaces with variable exponent.

The generalized Lebesgue spaces have been intensively studied since 1970s. Important results were obtained for various operators in these spaces and their applications. Not going into details (the reader can be referred to the works \[11\]–\[14\]), it is worth mentioning the results that are significant for the boundary value problems of the function theory in general, and for the given work in particular, which were obtained by V. M. Kokilashvili and S. G. Samko. They investigated in detail maximal operators and singular operators with the Cauchy kernel in those spaces. They found a continuity criterion and the compactness conditions \(\[15\]–\[17\]\), promoting further
investigation of boundary value problems of the function theory and singular integral equations in new general and more appropriate statements ([18]–[23]).

Relying on the results of [16]–[17] and [20] and using the methods of solution of the problem (1) described in [10], we study Haseman’s problem in a new, more general statement. The results concerning some particular cases considered in the present paper have been announced in [24].

1. The Curves with the Chord Condition and One of Their Properties

Let \( \Gamma \) be a simple, rectifiable curve and \( z = z(\zeta), 0 \leq \zeta \leq \ell \), be its equation with respect to the arc abscissa. We say that \( \Gamma \) is a curve with the chord condition or the Lavrentyev curve (see, e.g., [25, p. 163]), if there exists a constant \( m > 0 \) such that for any \( t, \tau \in \Gamma \) we have

\[
|t - \tau| \geq m s(t, \tau),
\]

where \( s(t, \tau) \) is the length of the least of the two arcs of \( \Gamma \) connecting the points \( t \) and \( \tau \). The set of such curves is denoted by \( \text{HC} \).

Let \( \alpha = \alpha(t) \) be a homeomorphism of \( \Gamma \) onto itself, and let at every point \( t \) there exist the derivative \( \alpha'(t) \) satisfying \( \alpha'(t) \neq 0 \) and \( \alpha' \in H(\mu) \), i.e., there exist constants \( M \) and \( \mu, 0 < \mu \leq 1 \), such that for any \( t_1, t_2 \in \Gamma \) we have

\[
|\alpha'(t_1) - \alpha'(t_2)| < M|t_1 - t_2|^{\mu}.
\]

**Lemma 1.** If \( \Gamma \in \text{HC} \) and

\[
K(\tau, t) = \frac{\alpha'(t)}{\alpha(\tau) - \alpha(t)} - \frac{1}{\tau - t}, \quad \tau, t \in \Gamma,
\]

then there exists a constant \( c \) such that

\[
|K(\tau, t)| < c[s(\tau, t)]^{\mu - 1}.
\]

**Proof.** Let \( \tau = z(\sigma), t = t(s) \) and \( \gamma(\tau, t) \) be the least arc of \( \Gamma \) with the ends \( \tau \) and \( t \). Then

\[
K(\tau, t) = \frac{\alpha'(\tau)(\tau - t) - [\alpha(\tau) - \alpha(t)]}{(\tau - t)(\alpha(\tau) - \alpha(t))} = \frac{\alpha'(\tau) \int_{\gamma(\tau, t)} \alpha'(u) du}{(\tau - t)(\alpha(\tau) - \alpha(t))} = \frac{\varphi(\tau, t)}{(\tau - t)(\alpha(\tau) - \alpha(t))}.
\]

Next,

\[
|\varphi(\tau, t)| = \left| \int_{\gamma(\tau, t)} [\alpha'(z(\sigma)) - \alpha'(z(\zeta))](\zeta(\sigma) - \zeta) d\zeta \right| \leq M \int_{\gamma(\tau, t)} |z(\sigma) - z(\zeta)|^{\mu} d\zeta \leq M[s(\tau, t)]^{1+\mu}.
\]
Now, by virtue of (3), from (4) we obtain
\[ |K(\tau, t)| \leq \frac{M[s(\tau, t)]^{1+\mu}}{m s(\tau, t)^2 |\alpha(\tau) - \alpha(t)||\tau - t|^{-1}} = \frac{M}{m^2 s(\tau, t)^{\mu-1}}. \]
where
\[ \psi(\tau, t) = |\alpha(\tau) - \alpha(t)||\tau - t|^{-1}. \]

Show that \( \psi(\tau, t) \) tends uniformly to \( \alpha'(t) \) as \( \tau \to t \). This follows from the inequality
\[ \frac{\alpha(\tau) - \alpha(t)}{\tau - t} - \alpha'(t) \leq \int_{\gamma(\tau,t)}^{\gamma(\tau,t)} \frac{[\alpha'(u) - \alpha'(t)]}{\tau - t} \, du \leq \frac{M}{m} s(\tau, t)^{\mu}. \]
From the above-said and the assumption \( \alpha'(t) \neq 0 \) (i.e. \( \min |\alpha'(t)| = k > 0 \)), we obtain
\[ |K(\tau, t)| \leq \frac{2M}{km^2} s(\tau, t)^{\mu-1} = c s(\tau, t)^{\mu-1}, \quad c = \frac{2M}{km^2}. \]

2. THE CLASSES OF FUNCTIONS \( \mathcal{P} \), \( \tilde{K}^{p(\cdot)}(\Gamma; \rho) \) AND \( K^{p(\cdot)}(\Gamma; \rho) \)

Let \( p : \Gamma \to R^+ \) be a real function satisfying the following conditions:

1. there is a constant \( A \) such that for any \( t_1, t_2 \in \Gamma \) we have
\[ |p(t_1) - p(t_2)| < \frac{A}{|\ln(t_1 - t_2)|}; \]

2. \( p_0 = \min_{t \in \Gamma} p(t) > 1. \)

The set of all such functions is denoted by \( \mathcal{P} \).

Obviously, the condition (1) can be replaced by the condition (1') there exist constants \( A \) and \( \delta > 0 \) such that the inequality (5) holds for any \( t_1, t_2 \in \Gamma \), \( |t_1 - t_2| < \delta \).

Let \( p_\alpha(t) = p(\alpha(t)) \) and \( \overline{p}_\alpha(t) = \max(p(t), p_\alpha(t)) \).

**Lemma 2.** If \( p \in \mathcal{P} \), \( \alpha' \in H \), \( \alpha' \neq 0 \), then the functions \( p_\alpha(t) \) and \( \overline{p}_\alpha(t) \) also belong to \( \mathcal{P} \).

**Proof.** Let us first show that \( p_\alpha \in \mathcal{P} \). We have
\[ |p(\alpha(t_1)) - p(\alpha(t_2))| < \frac{A}{|\ln|\alpha(t_1) - \alpha(t_2)||} \leq \frac{A}{|\ln|\frac{\alpha(t_1) - \alpha(t_2)}{t_1 - t_2}|| + \ln|t_1 - t_2||}. \]

Since \( 0 < m_1 \leq \frac{\alpha(t_1) - \alpha(t_2)}{t_1 - t_2} \leq m_2 \), we have \( \sup \ln|\frac{\alpha(t_1) - \alpha(t_2)}{t_1 - t_2}| \leq M \), and hence for \( |t_1 - t_2| < e^{-2M} = \delta \) we have
\[ |p_\alpha(t_1) - p_\alpha(t_2)| = |p(\alpha(t_1)) - p(\alpha(t_2))| < \frac{2A}{|\ln(t_1 - t_2)|}. \]

Moreover, \( \min p_\alpha(t) = \min p(t) = p_0 > 1 \), and thus \( p_\alpha \in \mathcal{P} \).
Consider now the function $\overline{p}_\alpha(t)$. Let $t_1$ be an arbitrary point on $\Gamma$ and $\overline{p}_\alpha(t_1) = p(t_1) \neq p_\alpha(t_1)$. As far as the functions $p$ and $p_\alpha$ are continuous, there exists $\delta_1 = \delta_1(t_1)$ such that for $|t_1 - t_2| < \delta_1$ we have $\overline{p}_\alpha(t_2) = p(t_2)$. Then $|\overline{p}_\alpha(t_1) - \overline{p}_\alpha(t_2)| = |p(t_1) - p(t_2)|$, and the inequality (5) is fulfilled since $p \in P$. Analogously, if $\overline{p}_\alpha(t_1) = p_\alpha(t_1) \neq p(t_1)$, then there exists $\delta_2 = \delta_2(t_1)$ such that for $|t_1 - t_2| < \delta_2$ we have $|p_\alpha(t_1) - p_\alpha(t_2)| = |p_\alpha(t_1) - p(t_2)|$, and the inequality (5) is fulfilled since $p_\alpha \in P$. When $\overline{p}_\alpha(t_1) = p(t_1) = p_\alpha(t_1)$, then if $\overline{p}_\alpha(t_2) = p(t_2)$ we write $|\overline{p}_\alpha(t_1) - \overline{p}_\alpha(t_2)| = |p(t_1) - p(t_2)|$, while if $\overline{p}_\alpha(t_2) = p_\alpha(t_2)$ we have $|\overline{p}_\alpha(t_1) - \overline{p}_\alpha(t_2)| = |p_\alpha(t_1) - p_\alpha(t_2)|$. In both cases the inequality (5) (for any $t_2$) is valid.

Thus for every point $t_1 \in \Gamma$ there is a neighborhood $u(t_1; \delta)$ ($\delta = \min(m \delta_1, m \delta_2)$) in which the inequality (5) is true. From the set of these intervals we select a finite covering in such a way that none of the intervals of that covering contains another one. Consider the set of all ends of those intervals. They divide $\Gamma$ into a finite number of intervals. Let $\delta_0$ be the length of the least interval. If $t_1, t_2 \in \Gamma$ and $|t_1 - t_2| < \delta < \frac{\delta_0}{2}$, then the points $t_1$ and $t_2$ get into some of the intervals of the initial covering, and hence the inequality (5) is fulfilled. Thus $\overline{p}_\alpha \in P$. \hfill \Box

2). We dwell especially on the case $\rho(t) = 1$. Then $L_{p_\alpha}^\omega(\Gamma; \rho_\alpha) = L^\omega_{p_\alpha}(\Gamma)$. By virtue of the inequalities $|f(\overline{p}_\alpha(t))| < |f(p_\alpha(t))| + |f|_{p_\alpha(t)}$ and $|f|_{p_\alpha(t)} < 1 + |f|_{p_\alpha(t)}$, $|f|_{p_\alpha(t)} < 1 + |f|_{p_\alpha(t)}$ we conclude that

$$L^\omega(\Gamma) \cap L_{p_\alpha}^\omega(\Gamma) = L^\omega_{p_\alpha}(\Gamma).$$

Consequently, the set $L^\omega(\Gamma) \cap L_{p_\alpha}^\omega(\Gamma) = L_{p,\alpha}(\Gamma)$ can be considered as the space $L^\omega_{p_\alpha}(\Gamma)$.

3). Let $t_k \in \Gamma$ and

$$\rho(t) = \prod_{k=1}^N |t - t_k|^{\nu_k}, \ \nu_k \in \mathbb{R}. \tag{7}$$

Suppose that

$$L^\omega(\Gamma; \rho) =$$

$$= \left\{ f : I_{p,\rho}(f) = \int \left| f(t)\rho(t)\right|^p dt, \int_0^t f(t(\zeta))\rho(t(\zeta))|f(t(\zeta))|^p d\zeta \right\}. $$

If $p \in P$ and

$$\frac{1}{p(t)} < \nu_k < \frac{1}{p'(t)}k, \ k = 1, \ldots, N, \ p'(t) = \frac{p(t)}{p(t) - 1}, \tag{8}$$

then $L^\omega(\Gamma; \rho)$ is a Banach space with the norm

$$\|f\|_{\rho,\omega} = \inf \left\{ \lambda > 0 : I_{p,\rho} \left( \frac{f}{\lambda} \right) \leq 1 \right\}.$$
$L^p \cap (\Gamma; \frac{1}{\rho})$ is the conjugate to that space. For $\rho(t) \equiv 1$, we put $L^p \cap (\Gamma; 1) = L^p \cap (\Gamma)$.

We denote by $\tilde{K}^p \cap (\Gamma; \rho)$ the set of the functions $\phi(z)$ analytic in the plane cut along $\Gamma$ and representable in the form

$$
\phi(z) = \frac{1}{2\pi i} \int_{\Gamma} \frac{f(t)}{t-z} \, dt + q(z) = K_\Gamma(f) + q(z), \quad z \not\in \Gamma, \ f \in L^p \cap (\Gamma; \rho),
$$

where $q(z)$ is a polynomial.

The subset of those functions from $\tilde{K}^p \cap (\Gamma; \rho)$ for which $q(z) = 0$ is denoted by $K^p \cap (\Gamma; \rho)$.

Assume $\tilde{K}^p \cap (\Gamma) = \tilde{K}^p \cap (\Gamma; 1)$, $K^p \cap (\Gamma) = K^p \cap (\Gamma; 1)$.

If $\Gamma$ is a Carleson curve (in particular, if $\Gamma \in HC$), $p \in P$, and for the weight $\rho$ given by equality (7) the conditions (8) are fulfilled, then the function $\phi(z) \in K^p \cap (\Gamma; \rho)$ for almost all $t \in \Gamma$ has angular boundary values

$$
\phi^\pm(t) = \pm \frac{1}{2} f(t) + \frac{1}{2\pi i} \int_{\Gamma} \frac{f(\tau)}{\tau-t} \, d\tau, \quad t \in \Gamma.
$$

Note that the functions $\phi^+(t)$ and $\phi^-(t)$ belong to $L^p \cap (\Gamma; \rho)$ since the singular Cauchy operator

$$
S_\Gamma : f \rightarrow S_\Gamma f, \quad (S_\Gamma f)(t) = \frac{1}{\pi i} \int_{\Gamma} \frac{f(\tau)}{\tau-t} \, d\tau, \quad t \in \Gamma,
$$

is continuous in $L^p \cap (\Gamma; \rho)$ ([15]–[17]). Moreover, the conditions (8) are necessary for $S_\Gamma$ to be continuous in $L^p \cap (\Gamma; \rho)$ ([17], [18]).

Further, $\phi(z) - q(z) = K_\Gamma f \in E^{\alpha}(D^\pm), \ \alpha > 0$, and if $\phi \in K^p \cap (\Gamma)$, then $\phi \in E^{p^0}(D^\pm)$ ($p^0 = \min p(t)$) (see [20, Theorem 3.3]), where $E^{\delta}(D^\pm)$ denotes Smirnov’s class (for definition, see [26, p. 203]).

Here we present one more property of the functions from $K^p \cap (\Gamma; \rho)$.

Let $\Gamma \in HC$. It follows from (8) that $\rho^{-1}(t) \in L^{p(\cdot)+\varepsilon}(\Gamma)$ for some $\varepsilon > 0$. Moreover, for $f \in L^p \cap (\Gamma; \rho)$, we have $f(t) = \varphi(t)\rho^{-1}(t)$, $\varphi \in L^p \cap (\Gamma)$. To the above product we apply the generalized Hölder’s inequality [27]

$$
\int_{\Gamma} |\psi(t)g(t)| \, dt < c\|\psi\|_{p(\cdot)}\|g\|_{p'(\cdot)}.
$$

Taking as $p(t)$ the function $p(t)/(1+\eta)$, $\eta > 0$, we obtain

$$
\int_{\Gamma} |f|^{1+\eta} \, d\zeta = \int_{\Gamma} |\varphi|^{1+\eta} \left| \frac{1}{\rho} \right|^{1+\eta} \, d\zeta \leq c_0\|\varphi\|_{p(\cdot)}\left| \frac{1}{\rho} \right|_{p(\cdot)+\eta(\cdot)} = \frac{\eta p(t)}{p(t) - 1 - \eta},
$$

$$
\eta(t) = \frac{\eta p(t)}{p(t) - 1 - \eta},
$$
whence it follows that if \( \max \tilde{g}(t) < \varepsilon \), then \( f \in L^{1+\eta}(\Gamma) \). For that it suffices to take \( \eta \in (0; \varepsilon \min \frac{1}{p(\tau)}) \). For such \( \eta \), we have \( K_{\Gamma} f \in E^{1+\eta}(D^\pm) \) [28, p. 29].

3. The Classes \( \tilde{K}^{p(\cdot)}(\Gamma; \rho) \) and \( K^{p(\cdot)}(\Gamma; \rho) \). The Statement of the Problem

1. A solution of the problem (1) is sought in classes of functions representable by the Cauchy type integral with density integrable with a variable exponent.

If \( \phi \in K^{p(\cdot)}(\Gamma; \rho) \) satisfies the boundary condition (1), then \( \phi^+(t) = a(\beta(t))\phi^-(\beta(t)) + b(\beta(t)) \), where \( \beta = \beta(t) \) is the function inverse to \( \alpha(t) \).

Since \( \phi^+ \in L^{p(\cdot)}(\Gamma; \rho) \), we must have \( [a(\beta(t))\phi^-(\beta(t)) + b(\beta(t))] \in L^{p(\cdot)}(\Gamma; \rho) \).

Therefore besides the assumptions \( \phi \in K^{p(\cdot)}(\Gamma; \rho) \), \( b \in L^{p(\cdot)}(\Gamma; \rho) \), it is natural to require the fulfillment of the conditions

\[
\phi^-(\beta(t)) \in L^{p(\cdot)}(\Gamma; \rho), \quad b(\beta(t)) \in L^{p(\cdot)}(\Gamma; \rho).
\]

This is equivalent to the requirement that

\[
\phi^- \in L^{p(\alpha(t))}(\Gamma; \rho(\alpha(t))), \quad b \in L^{p(\alpha(t))}(\Gamma; \rho(\alpha(t))).
\]

Introduce the notation

\[
\rho_\alpha(t) = \rho(\alpha(t)), \quad L_{p, \alpha}(\Gamma; \rho) = L^{p(\cdot)}(\Gamma; \rho) \cap L^{p(\cdot)}(\Gamma; \rho_{\alpha}).
\]

Since \( p_\alpha \in \mathcal{P} \), for the singular Cauchy operator \( S_{\Gamma} \) to act continuously in \( L^{p(\cdot)}(\Gamma; \rho_{\alpha}) \), where

\[
\rho_\alpha(t) = \prod_{k=1}^N |\alpha(t) - t_k|^{\rho_k} = \prod_{k=1}^N |\alpha(t) - \alpha(\beta(t_k))|^{\rho_k} \sim \prod_{k=1}^N |t - \beta(t_k)|^{\rho_k},
\]

it is necessary and sufficient that the conditions

\[
-\frac{1}{p(\alpha(\beta(t_k)))} < \nu_k < \frac{1}{p'(\alpha(\beta(t_k)))}, \quad k = 1, \ldots, N,
\]

be fulfilled [18]. In view of the fact that \( \alpha(\beta(t_k)) = t_k \), these conditions coincide with the conditions (8). Thus if \( p \in \mathcal{P} \), \( \alpha' \in H \), \( \alpha' \neq 0 \) and the conditions (8) are fulfilled, then the operator \( S_{\Gamma} \) is continuous in \( L^{p(\cdot)}(\Gamma; \rho_{\alpha}) \).

2. Along with the classes \( \tilde{K}^{p(\cdot)}(\Gamma; \rho) \) and \( K^{p(\cdot)}(\Gamma; \rho) \) we introduce the following classes of holomorphic functions

\[
\tilde{K}^{p(\cdot)}_{\alpha}(\Gamma; \rho) = \left\{ \phi : \phi \in \tilde{K}^{p(\cdot)}(\Gamma; \rho), \phi^- \in L^{p(\cdot)}(\Gamma; \rho_{\alpha}) \right\}, \quad p_\alpha(t) = p(\alpha(t)), \quad \rho_\alpha(t) = \rho(\alpha(t)),
\]

\[
K^{p(\cdot)}_{\alpha}(\Gamma; \rho) = \left\{ \phi : \phi \in K^{p(\cdot)}(\Gamma; \rho), \phi^- \in L^{p(\cdot)}(\Gamma; \rho_{\alpha}) \right\}.
\]
For the problem
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$3^0$. We consider Haseman’s problem under the following assumptions.

Let $\Gamma \in H\text{C, } \alpha = \alpha(t)$ be a preserving orientation homeomorphism of $\Gamma$ onto itself, $\alpha'(t) \neq 0$, $\alpha' \in H$, $a(t)$ be a continuous non-zero function on $\Gamma$, $b \in L_{p,\alpha}(\Gamma; \rho)$. Find a function $\phi$ from $K^{p(\cdot)}_\alpha(\Gamma; \rho)$ (or $K^{p(\cdot)}_\alpha(\Gamma; \rho)$), whose boundary values $\phi^+ (t)$ and $\phi^- (t)$ almost everywhere on $\Gamma$ satisfy the condition (1).

In the sequel, we will not repeat the assumptions regarding the given and unknown elements of the problem.

4. CONDITIONS OF SOLVABILITY OF THE PROBLEM (1) IN THE CLASSES $K^{p(\cdot)}_\alpha(\Gamma; \rho)$ AND $K^{p(\cdot)}_\alpha(\Gamma)$

Lemma 3. For the problem (1) to be solvable in the class $K^{p(\cdot)}_\alpha(\Gamma; \rho)$ with a continuous coefficient $a(t)$ and $b(t) \in L_{p,\alpha}(\Gamma; \rho)$, it is necessary that the condition

$$
\int_\Gamma \tilde{b}(t)v(t)\, dt = 0 \tag{9}
$$

be fulfilled, where

$$
\tilde{b}(t) = b(t) + \frac{1}{\pi i} \int_\Gamma \frac{b(\tau)}{\tau - t} \, d\tau + \int_\Gamma K(t, \tau)b(\tau) \, d\tau
$$

and $v(t)$ is an arbitrary solution of the class $L^{p,\alpha}(\Gamma; \frac{1}{\rho})$ or $L^{p,\alpha}(\Gamma; \frac{1}{p,\alpha})$ of the equation

$$
K'(a)v = -\frac{1}{\pi i} \int_\Gamma \frac{a(t) + a(t_0)}{t - t_0} \, v(t) \, dt - \frac{a(t_0)}{\pi i} \int_\Gamma K(t, t_0)v(t) \, dt = 0. \tag{10}
$$

Proof. Since the functions from $E^{\delta}(D^+)$ and $E^{\delta}(D^-)$, $\delta \geq 1$, are representable by the Cauchy integrals in the domains $D^+$ and $D^-$, respectively (see, e.g., [26, pp. 205–208]), and the restrictions of the functions from $K^{p(\cdot)}(\Gamma; \rho)$ on $D^+$ and $D^-$ belong to $E^{1+\eta}(D^+)$ and $E^{1+\eta}(D^-)$, $\eta > 0$ (see Sect. 2), therefore every solution $\phi(z)$ of the problem (1) is representable in the form

$$
\phi(z) = \begin{cases} 
-\frac{1}{2\pi i} \int_\Gamma \frac{\phi^-(t)}{t - z} \, dt, & z \in D^-, \\
\frac{1}{2\pi i} \int_\Gamma \frac{\phi^+(t)}{t - z} \, dt, & z \in D^+.
\end{cases}
$$

Denoting $\mu(t) = \phi^-(t)$, we have $\mu \in L_{p,\alpha}(\Gamma; \rho)$. By the assumptions regarding $\phi^-(t)$ and $b(t)$, the function $a(\beta(t))\mu(\beta(t)) + b(\beta(t))$ belongs to
where the operator \( L^{(1)} \) and \( L \) we derive (11) and (1) we derive

\[
\phi(z) = \begin{cases} 
\frac{1}{2\pi i} \int_{\Gamma} \frac{\mu(t)}{t-z} \, dt, & z \in D^-, \\
\frac{1}{2\pi i} \int_{\Gamma} \frac{a(\beta(t))\mu(\beta(t)) + b(\beta(t))}{t-z} \, dt, & z \in D^+.
\end{cases}
\] (11)

Using the Plemelj–Sokhotskii formula for the Cauchy type integrals, from (11) and (1) we derive

\[
K(a)\mu \equiv \frac{1}{\pi i} \int_{\Gamma} \frac{a(t) + a(t_0)}{t-t_0} \mu(t) \, dt + M(a)\mu = \tilde{b}(t_0),
\] (12)

where

\[
M(a)\mu = \frac{1}{\pi i} \int_{\Gamma} K(t_0,t)a(t)\mu(t) \, dt, \quad K(t_0,t) = \frac{a'(t)}{a(t) - a(t_0)} - \frac{1}{t-t_0}.
\]

Since the operator \( S_\rho \) is continuous in the spaces \( L^{(1)}(\Gamma;\rho) \) and \( L^{(1)}(\Gamma;\rho_0) \), we have \( \tilde{b} \in L_{p,\alpha}(\Gamma;\rho) \), and moreover, by the assumption, \( \mu \in L_{p,\alpha}(\Gamma;\rho) \). Hence it is not difficult to show that every solution \( \mu \) of the equation (12) belonging to \( L_{p,\alpha}(\Gamma;\rho) \) generates (by means of the formula (11)) a function \( \phi \in K^{(1)}_{\rho}(\Gamma;\rho) \) satisfying the condition (1).

We write the operator \( K(a)\mu \) in the form

\[
K(a)\mu = \frac{1}{\pi i} \int_{\Gamma} \frac{a(t) - a(t_0)}{t-t_0} \mu(t) \, dt + \frac{2a(t_0)}{\pi i} \int_{\Gamma} \frac{\mu(t)}{t-t_0} \, dt + M(a)\mu = 2aS_\rho\mu + T(a)\mu + M(a)\mu,
\]

where

\[
T(a)\mu = \frac{1}{\pi i} \int_{\Gamma} \frac{a(t) - a(t_0)}{t-t_0} \mu(t) \, dt.
\]

According to Lemma 1, the kernel of the operator \( M(a)\mu \) has a weak singularity. Therefore it is a compact operator in the spaces \( L^{(1)}(\Gamma;\rho) \) and \( L^{(1)}(\Gamma;\rho_0) \) (see [16]). Moreover, since \( a(t) \) is continuous, \( T(a)\mu \) is a compact operator in the above-mentioned spaces. This can be proved just in the same way as for the constant \( p \) (see, e.g., [29, p. 85]).

Thus

\[
K(a)\mu = 2aS_\rho\mu + (T(a)\mu + M(a)\mu),
\]

where the operator \([T(a) + M(a)]\mu \) is completely continuous in the spaces \( L^{(1)}(\Gamma;\rho) \) and \( L^{(1)}(\Gamma;\rho_0) \).

Since \( a(t_0) \neq 0 \) and \( a \) is continuous, and \( \Gamma \) is a Carleson curve, the operator \( K(a)\mu \) in those spaces is Noetherian, and its index in both cases is equal to zero. Hence \( K(a)\mu \) is a Fredholm operator in \( L^{(1)}(\Gamma;\rho) \) and \( L^{(1)}(\Gamma;\rho_0) \) (see, e.g., [19]–[20]).
For the equation (12) to have a solution \( \mu \in \mathcal{L}p(\Gamma; \rho) \), it is necessary and sufficient that the condition (9) be fulfilled in which \( v(t) \) is any solution of the class \( \mathcal{L}p(\Gamma; \frac{1}{p}) \) of the conjugate equation \( K^{\prime}(a)v = 0 \), i.e., the equation (10). For the equation (12) to have a solution \( \mu \in \mathcal{L}p_{\alpha}(\Gamma; \rho_{\alpha}) \), it is necessary and sufficient that the function \( \tilde{b} = b(t_0) \) satisfy the condition (9), where this time \( v \) is any solution of the equation (10) of the class \( \mathcal{L}p_{\alpha}(\Gamma; \frac{1}{p_{\alpha}}) \).

Consequently, for the equation (12) to have a solution \( \mu \in \mathcal{L}p_{\alpha}(\Gamma; \rho) \), it is necessary that the conditions formulated in the lemma be fulfilled.

2°. Suppose now that \( \rho(t) = 1 \). In this case

\[ K^{p(\Gamma)}_{\alpha} = \{ \phi : \phi \in K^{p(\Gamma)}, \phi^{-} \in \mathcal{L}p_{\alpha}(\Gamma) \} \]

(see 2° of Sect. 2). Hence if we solve the equation (12) in the class \( \mathcal{L}p_{\alpha}(\Gamma) \), then using the formula (11) we obtain all solutions of the problem (1). Since the space \( \mathcal{L}p_{\alpha}(\Gamma) \) is conjugate to the space \( \mathcal{L}p_{\alpha}(\Gamma) \), following the way of proving Lemma 3 we can prove the following

**Theorem 1.** For the problem (1) to be solvable in the class \( K^{p(\Gamma)}_{\alpha} \) with a continuous coefficient \( a(t) \) and \( b(t) \in \mathcal{L}p_{\alpha}(\Gamma) \), it is necessary and sufficient that the conditions (9) be fulfilled, where \( \tilde{b} = b + S_{\Gamma}b + \int_{\Gamma} K(\cdot, \tau)p(\tau)d\tau \), and \( v(t) \) is an arbitrary solution of the class \( \mathcal{L}p_{\alpha}(\Gamma) \) of the equation (10).

5. The Boundary Value Problem with the Coefficient \([a'(t)]^{-1}\)

1°. To investigate the problem (1) with the coefficient \([a'(t)]^{-1}\), we will need the following assertion proved in [10] (here we join the results of two Lemmas 2.1 (p. 73) and 2.2 (p. 79)).

Let \( \Gamma \) be a simple, closed, rectifiable curve bounding the domains \( D^{+} \) and \( D^{-} \). If \( \omega^{+}(z) \) is holomorphic in \( D^{+} \) and continuous in \( \overline{D^{-}} \), \( \omega^{-}(z) = A z + \omega_{0}^{-}(z) \), where \( A = \text{const} \neq 0 \), \( \omega_{0}^{-}(z) \) is holomorphic in \( D^{-} \) and continuous in \( \overline{D^{-}} \), the set \( \gamma : \tau = \omega^{-}(t), t \in \Gamma \), has no inner points and

\[ \omega^{+}(\alpha(t)) = \omega^{-}(t), \ t \in \Gamma, \]

then the functions \( \omega^{+}(z) \) and \( \omega^{-}(z) \) are schlicht in the domains \( D^{+} \) and \( D^{-} \), respectively, and the curve \( \gamma \) is simple.

If, however, \( A = 0 \), then \( \omega^{+}(z) = c \), \( \omega^{-}(z) = c \), \( c = \text{const} \).

2°. **Lemma 4.** In the class of functions \( \Psi \) holomorphic in the plane cut along \( \Gamma \), with the restrictions \( \Psi^{+}(z) \) and \( \Psi^{-}(z) \) in the domains \( D^{+} \) and \( D^{-} \), respectively, belonging to \( E^{1}(D^{+}) \) and \( E^{1}(D^{-}) \), the boundary problem

\[ a'(t)\Psi^{+}(t) = \Psi^{-}(t) \]

has only the trivial solution. In particular, the problem (14) in any class \( K^{p(\Gamma)}_{\alpha} \), and hence in the class \( K^{p(\Gamma)}_{\alpha} \), has only the trivial solution.
Proof. By $F^+(z)$ and $F^-(z)$ we denote the primitives of the functions $\Psi^+(z)$ and $\Psi^-(z)$, respectively. Since $\Psi^\pm \in E^1(D^\pm)$, the primitives are continuously extendable up to $\Gamma$ and absolutely continuous on $\Gamma$ with respect to the arc abscissa (see, e.g., [26, p. 208]), and by the condition (3), they are continuous with respect to the parameter $t$ as well. Moreover, from the condition $\int_{\Gamma} \Psi^-(t) \, dt = 0$ it follows that the function $F^-(z)$ is single-valued in $D^-$. The condition (14) yields

$$F^+(\alpha(t)) = F^-(t).$$

Thus for the function

$$F(z) = \begin{cases} F^+(z), & z \in D^+ \\ F^-(z), & z \in D^- \end{cases}$$

(15)

the conditions given in the previous section are fulfilled with $A = 0$. Hence $F(z) = F^+(z) = 0$.

The final part of the assertion of the lemma follows from the fact that $\Psi(z) = K f \in E^1(D^\pm)$ when $f \in L^p(\cdot; \rho)$ (see 20 of Sect. 2).

6. The Problem (1) with the Coefficient $a(t) = 1$

1. Following the way of investigation of the problem (1) for $a(t) = 1$ described in [10, pp. 79–80], we, first of all, prove that the following lemma is valid.

**Lemma 5. If the equation (10) with $a(t) = 1$ has a solution $v \in L^{p',\alpha}(\Gamma; 1/\rho)$, then $v = 0$.**

**Proof.** Consider the function

$$N(z) = \begin{cases} -\frac{1}{2\pi i} \int_{\Gamma} \frac{v(t)}{t-z} \, dt, & z \in D^- \\ \frac{1}{2\pi i} \int_{\Gamma} \frac{\beta'(t)v(\beta(t))}{t-z} \, dt, & z \in D^+ \end{cases}$$

(16)

By the assumption, $v \in L^{p'}(\Gamma; 1/\rho)$, $v(\beta(t)) \in L^{p',\alpha}(\Gamma; 1/\rho_\alpha)$, and for $\rho$ and $\rho_\alpha$ the conditions (8) are fulfilled. Hence it is not difficult to prove that $N \in E^1(D^\pm)$. Thus we have

$$N^+(t_0) = \frac{1}{2} \beta'(t_0)v(\beta(t_0)) + \frac{1}{2\pi i} \int_{\Gamma} \frac{\beta'(t)v(\beta(t))}{t-t_0} \, dt =$$

$$= \frac{v(\beta(t_0))}{2\alpha'(\beta(t_0))} + \frac{1}{2\pi i} \int_{\Gamma} \frac{v(t)}{\alpha(t) - \alpha(t_0)} \, dt,$$

i.e.,

$$N^+(\alpha(t_0)) = \frac{v(t_0)}{2\alpha'(t_0)} + \frac{1}{2\pi i} \int_{\Gamma} \frac{v(t)}{\alpha(t) - \alpha(t_0)} \, dt.$$
First we prove that the equation uniquely solvable in the class $L$ and

$$\alpha'(t_0)N^+(\alpha(t_0)) = \frac{1}{2} v(t_0) + \frac{\alpha'(t_0)}{2\pi i} \int_{\Gamma} \frac{v(t)}{\alpha(t) - \alpha(t_0)} \, dt.$$ 

On the other hand,

$$N^-(t_0) = \frac{1}{2} v(t_0) - \frac{\alpha'(t_0)}{2\pi i} \int_{\Gamma} \frac{v(t)}{t - t_0} \, dt$$

and

$$K'(1)v = -\frac{1}{\pi i} \int_{\Gamma} \frac{2v(t)}{t - t_0} \, dt + \frac{1}{\pi i} \int_{\Gamma} \left( \frac{\alpha'(t_0)}{\alpha(t_0) - \alpha(t)} - \frac{1}{t_0 - t} \right) v(t) \, dt =$$

$$= -\frac{1}{\pi i} \int_{\Gamma} \frac{v(t)}{t - t_0} \, dt - \frac{\alpha'(t_0)}{\pi i} \int_{\Gamma} \frac{v(t)}{\alpha(t) - \alpha(t_0)} \, dt = 0.$$ 

Therefore

$$\frac{\alpha'(t_0)}{\pi i} \int_{\Gamma} \frac{v(t)}{\alpha(t) - \alpha(t_0)} \, dt = -\frac{1}{\pi i} \int_{\Gamma} \frac{v(t)}{t - t_0} \, dt.$$ 

Consequently,

$$N^-(t_0) = \frac{1}{2} v(t_0) + \frac{\alpha'(t_0)}{\pi i} \int_{\Gamma} \frac{v(t)}{\alpha(t) - \alpha(t_0)} \, dt,$$

and from the above-said we obtain

$$\alpha'(t_0)N^+(\alpha(t_0)) = N^-(t_0).$$

By Lemma 4, we can conclude that $N(z) = 0$. Then from (16) it follows the existence of functions $\varphi^+ \in E^1(D^+), \varphi^- \in E^1(D^-)$ such that

$$v(t) = \varphi^+(t), \quad \beta'(t)v(\beta(t)) = \varphi^-(t),$$

i.e.,

$$\beta'(t)\varphi^+(t) = \varphi^-(t).$$

Since from the equality $\beta'(t) = [\alpha'(\beta(t))]^{-1}$ it follows that $\beta' \in H$ and $\beta'(t) \neq 0$, on the basis of Lemma 4 with $\alpha(t)$ replaced by $\beta(t)$ we establish that $\varphi^\pm(z) = 0$, and hence $v = 0$. \qed

2. **Theorem 2.** For $a(t) = 1$ and $b \in L_{\rho,\alpha}(\Gamma; \rho)$, the problem (1) is uniquely solvable in the class $K_0^\rho(\Gamma; \rho)$.

**Proof.** First we prove that the equation $K'(1)v = 0$ in the classes $L_0^\rho(\Gamma; 1/\rho)$ and $L_0^\rho(\Gamma; 1/\rho_\alpha)$ has only the zero solution.

According to our assumptions regarding $p$ and $\rho$, there exists a number $\eta > 0$ such that $L_0^\rho(\Gamma; 1/\rho) \subset L^{1+\eta}(\Gamma)$ and $L_0^\rho(\Gamma; 1/\rho_\alpha) \subset L^{1+\eta}(\Gamma)$. Therefore all the solutions of the equation $K'(1)v = 0$ belonging to at least one of the above-mentioned classes lie in the set of solutions of this equation of the class $L^{1+\eta}(\Gamma)$. 

Let us show that the equation $K'(1)v = 0$ has only the zero solution in this class. Towards this end, we consider the operator $K(1)\mu$ in the class $L^{1+\eta} \Gamma$. Then $p(t) = p_\alpha(t) = (1 + \eta)/\eta$, $\rho(t) = 1$, $\rho_\alpha(t) = 1$, and hence $L_{p'\alpha}(\Gamma; 1/\rho) = L^{1+\eta}(\Gamma)$. By Lemma 5, $v(t) = 0$.

Since $K(1)\mu$ is a Fredholm operator in the spaces $L^{\delta}(\Gamma)$, $\delta > 1$, the equations

$$K(1)\mu = 0, \mu \in L^{1+\eta}(\Gamma),$$

$$K'(1)v = 0, v \in L^{1+\eta}(\Gamma)$$

have the same number of linearly independent solutions.

By the above-proven, since the equation $K'(1)v = 0$ in $L^{1+\eta}(\Gamma)$ (and likewise in $L^{1+\eta}(\Gamma)$) has only the zero solution, we have that the equation $K(1)\mu = 0$ in $L^{1+\eta}(\Gamma)$ has the zero solution. All the more, it has the zero solution in the classes $L^{p'(\Gamma; \rho)}$ and $L^{p'(\Gamma; \rho_\alpha)}$, and thus in the class $L_{p'\alpha}(\Gamma; \rho)$ as well.

Consider now the problem (1) with $a(t) = 1$. Since the equation (12) is a Fredholm one in $L^{p'(\Gamma; \rho)}$, it is solvable for those $b \in L^{p'(\Gamma; \rho)}$ for which the condition (9) is fulfilled, where $v$ is any solution of the equation $K'(1)v = 0$ of the class $L^{p'(\Gamma; 1/\rho)}$. But, as we have shown, $v = 0$. Therefore (12) has a solution $\mu \in L^{p'(\Gamma; \rho)}$.

Analogously, since $b \in L^{p'(\Gamma; \rho_\alpha)}$ and $K'(1)v = 0$ has only the zero solution in $L^{p'(\Gamma; \rho_\alpha)}$, the equation (12) has a unique solution $\mu_\alpha \in L^{p'(\Gamma; \rho_\alpha)}$. The difference $\tilde{\mu}(t) = \mu(t) - \mu_\alpha(t)$ is a solution of the equation $K(1)\mu = 0$ from $L^{1+\eta}(\Gamma)$, and consequently, $\tilde{\mu} = 0$.

Thus $\mu = \mu_\alpha$ is a unique solution of the equation (12) generating by means of the formula (11) a solution of the problem (1) of the class $K^{p'(\Gamma; \rho)}$.

**Corollary.** The operator

$$R = \left( \phi^+(\alpha(t)) - \phi^-(t) \right) = K(1)\mu$$

in every space $L^{p'(\Gamma; \rho)}$, $p \in \mathcal{P}$, has the inverse operator $R^{-1}_{p\rho}$ which is bounded in $L^{p'(\Gamma; \rho)}$. In particular, the operators $R^{-1}_{p'\lambda/\rho}$ and $R^{-1}_{p'\lambda/\rho_\alpha}$ exist.

**Remark 1.** From the above-proven theorem it follows that the problem (1) for $a(t) = 1$, $b \in L_{p,\alpha}(\Gamma; \rho)$ in the class $K^{p'(\Gamma; \rho)}$ has only the zero solution, while in the class of the functions $\phi \in K^{p'(\Gamma; \rho_\alpha)}$ with $\phi(\infty) = 1$, it has only the solution $\phi(z) = 1$. In particular, this assertion is valid for the classes $K^{\delta}(\Gamma)$ and $\tilde{K}^{\delta}(\Gamma)$, $\delta > 1$. 

Remark 2. Following our reasoning when proving the above theorem and using Lemma 4, we can easily see that the problem

\[ \Psi^+(\alpha(t)) = \frac{1}{\alpha'(t)} \Psi^-(t) + b(t) \]

with \( b \in L_{p,\alpha}(\Gamma; \rho) \) is uniquely solvable in the class \( K_{\alpha}^{p}(\Gamma; \rho) \). In particular, the problem is uniquely solvable in the classes \( K^{\lambda}(\Gamma), \lambda > 1 \) (since \( K_{\lambda}^{\lambda}(\Gamma; 1) = K^{\lambda}(\Gamma) \)). If the function \( b(t) \) is bounded, then these solutions coincide. If \( \phi \) is that solution, then \( \phi \in \bigcap_{\delta > 1} K^{\delta}(\Gamma) \).

7. The Problem (1) with a Coefficient Close to Unity

Lemma 6. There exists a number \( \varepsilon > 0 \) such that if \( \max |a(t) - 1| < \varepsilon \), then the boundary value problem (1) is uniquely solvable in the class \( K_{\alpha}^{(p)}(\Gamma; \rho) \), and the homogeneous problem (2) has a solution \( X_0 \in \tilde{K}_{\alpha}^{(p)}(\Gamma; \rho) \) possessing the property \( [X_0]^{-1} \in \tilde{K}_{\alpha}^{(p)}(\Gamma; 1/\rho), X_0(\infty) = 1 \).

Proof. Let \( \Phi \in K_{\alpha}^{(p)}(\Gamma; \rho) \) be a solution of the problem (1). Then it is representable by the equality (11).

Assume

\[ R\mu = \Phi^+(\alpha(t)) - \Phi^-(t) = \frac{1}{2} (\alpha(t) - 1)(\mu(t) - (S\Gamma\mu)(t)) \]

According to the corollary of Theorem 1, there exists the bounded \( L_{p,\rho}^{(\cdot)}(\Gamma; \rho) \) operator \( R_{p,\rho}^{-1} \). The boundary condition (1) yields

\[ \mu = R_{p,\rho}^{-1} \left[ \frac{1}{2} (a - 1)(\mu + S\Gamma\mu) + b \right] = N\mu. \]

We have

\[ ||N(\mu_1 - \mu_2)||_{p,\rho} \leq ||R_{p,\rho}^{-1}||_{p,\rho} \left( \frac{1}{2} (1 + \|S\Gamma\|_{p,\rho}) \max |a(t) - 1| \right) ||\mu_1 - \mu_2||_{p,\rho}. \]

Consequently, if

\[ \max |a(t) - 1| < \frac{2\nu}{||R_{p,\rho}^{-1}||_{p,\rho} (1 + \|S\Gamma\|_{p,\rho})} = \varepsilon_1, \quad \nu \in (0, 1), \]

then \( N \) is a contraction operator. This implies that the equation \( K(\mu) = \tilde{b} \) is uniquely solvable in \( L_{p,\rho}^{(\cdot)}(\Gamma; \rho) \).

Analogously, if \( b \in L_{p,\alpha}(\Gamma; \rho_\alpha) \) and

\[ \max |a(t) - 1| < \frac{2\nu}{||R_{p,\alpha}^{-1}||_{p,\rho_\alpha} (1 + \|S\Gamma\|_{p,\rho_\alpha})} = \varepsilon_{1,\alpha}, \]

then the equation \( K(\mu) = \tilde{b} \) is uniquely solvable in \( L_{p,\alpha}(\Gamma; \rho_\alpha) \). According to these two statements we find that the problem (1) with \( \max |a(t) - 1| < \min(\varepsilon_1; \varepsilon_{1,\alpha}) \) is uniquely solvable in \( K_{\alpha}^{(p)}(\Gamma; \rho) \).
Next, since \( \max \left| \frac{1}{a(t)} - 1 \right| < \frac{\max |a(t)| - 1}{\min |a(t)|} \), it is not difficult to see that if
\[
\max |a(t) - 1| < \frac{2\nu \min |a(t)|}{\| R^{-1}_{\rho',1/\rho} \| (1 + \| S \|_{\rho',1/\rho})} = \varepsilon_2,
\]
then the equation \( K(1/a)\mu = c, c \in L^{p^{(\cdot)}}(\Gamma; 1/\rho) \), is uniquely solvable. If, however,
\[
\max |a(t) - 1| < \frac{2\nu \min |a(t)|}{\| R^{-1}_{\rho',1/\rho} \| (1 + \| S \|_{\rho',1/\rho})} = \varepsilon_{2,\alpha},
\]
then the equation \( K(1/a)\mu = c, c \in L^{p^{(\cdot)}}(\Gamma; 1/\rho_a) \), is uniquely solvable in the class \( K^{p^{(\cdot)}}(\Gamma; 1/\rho_a) \).

Consequently, if \( \max |a(t) - 1| < \min(\varepsilon_2, \varepsilon_{2,\alpha}) \), then the problem (1) with the coefficient \( [a(t)]^{-1} \) is uniquely solvable in \( K^{p^{(\cdot)}}(\Gamma; 1/\rho) \).

Taking \( \varepsilon = \min(\varepsilon_1; \varepsilon_2; \varepsilon_{1,\alpha}; \varepsilon_{2,\alpha}) \) and bearing in mind that \( a(t) \) and \( [a(t)]^{-1} \) are bounded functions, we that find the boundary value problems
\[
\Phi^+(a(t)) = a(t)\Phi^-(t) + a(t), \quad \Phi \in K^{p^{(\cdot)}}_a(\Gamma; \rho),
\]
\[
\Psi^+(a(t)) = \frac{1}{a(t)}\Psi^-(t) + \frac{1}{a(t)}, \quad \Psi \in K^{p^{(\cdot)}}_a(\Gamma; 1/\rho)
\]
are uniquely solvable when \( \max |a(t) - 1| < \varepsilon \).

Note that we can choose \( \eta > 0 \) such that the condition (8) preserves if we replace in it \( p(t) \) by \( p(t) + \eta \). Replacing everywhere in the sequel \( p(t) \) by \( p(t) + \eta \) and denoting the obtained values for \( \varepsilon_k, \varepsilon_{k,\alpha} \), \( k = 1, 2 \), respectively by \( \tilde{\varepsilon}_1, \tilde{\varepsilon}_2, \tilde{\varepsilon}_{1,\alpha}, \tilde{\varepsilon}_{2,\alpha} \), we will find that if \( \max |a(t) - 1| < \varepsilon(\eta) = \min(\tilde{\varepsilon}_1, \tilde{\varepsilon}_2, \tilde{\varepsilon}_{1,\alpha}, \tilde{\varepsilon}_{2,\alpha}) \), then the solutions \( \Phi(z) \) and \( \Psi(z) \) satisfy the conditions
\[
\Phi \in K^{p^{(\cdot)}+\varepsilon}(\Gamma; \rho), \quad \Psi \in K^{p^{(\cdot)}+\varepsilon}(\Gamma; 1/\rho).
\]

Further, we have
\[
\Phi^+(a(t))\Psi^+(a(t)) = \Phi^-(t)\Psi^-(t) + \Phi^-(t) + \Psi^-(t) + 1.
\]
Assume
\[
F(z) = \begin{cases} 
\Phi(z)\Psi(z), & z \in D^+, \\
[\Phi(z) + 1] [\Psi(z) + 1], & z \in D^-.
\end{cases}
\]
Then \( F(z) \in E^{1+\lambda}(D^+) \), \( [F(z) - 1] \in E^{1+\lambda}(D^-) \), where \( \lambda \) is some positive number. Moreover, \( F^+(a(t)) = F^-(t), F(\infty) = 1 \). Owing to Remark 1, we have \( F(z) = 1 \). Therefore
\[
\Phi(z)\Psi(z) = 1, \quad z \in D^+, \quad [\Phi(z) + 1] [\Psi(z) + 1] = 1, \quad z \in D^-.
\]
(17)

The function
\[
X_0(z) = \begin{cases} 
\Phi(z), & z \in D^+, \\
\Phi(z) + 1, & z \in D^-.
\end{cases}
\]
is a solution of the problem (2) of the class \( \tilde{K}^{p^{(\cdot)}}_a(\Gamma; \rho) \) and \( X_0(\infty) = 1 \). It can be seen from (17) that \( X_0(z) \) possesses the required property. \( \square \)
Remark 3. From the above-said we can conclude that
\[ X_0 \in \tilde{K}_0^{\rho(\cdot)+\eta(\cdot)}(\Gamma; \rho), \quad [X_0]^{-1} \in K_0^{\rho(\cdot)+\eta(\cdot)}(\Gamma; 1/\rho), \quad X_0(\infty) = 1. \]

Remark 4. If \( \rho(t) = 1 \), then \( X_0 \in \tilde{K}_0^{\rho(\cdot)}(\Gamma) \) for any \( \rho \in \mathcal{P} \), and \( [X_0]^{-1} \in \tilde{K}_0^{\rho(\cdot)}(\Gamma) \). In particular, \( X_0 \in \bigcap_{\delta > 1} \tilde{K}_0^{\delta}(\Gamma) \) and \( [X_0]^{-1} \in \bigcap_{\delta > 1} \tilde{K}_0^{\delta}(\Gamma) \) (this follows from the fact that \( \tilde{K}_0^{\delta}(\Gamma) = \tilde{K}_0^{\delta}(\Gamma) \)).

8. Solution of Homogeneous Haseman’s Problem. Canonical Solution

10. In solving the problem (2) we will need good properties of the solution of the problem (13). Denote the restrictions of the solution \( \omega(z) \) to the domains \( D^+ \) and \( D^- \) by \( \omega^+(z) \) and \( \omega^-(z) \), respectively.

**Lemma 7.** There exists a solution of the problem (13) possessing the properties: \( \omega^+(z) \) (\( \omega^-(z) \)) is schlicht and continuous in \( D^+(\cdot) (D^-) \), \( \omega^-(z) = z + \omega^0_-(z) \), where \( \omega^0_-(z) \) is holomorphic in \( D^- \). Moreover,
\[
[\omega^+(z)]' \in \bigcap_{\delta > 1} E^\delta(D^+), \quad [\omega^-(z) - z]' \in \bigcap_{\delta > 1} E^\delta(D^-),
\]
and \( \gamma = \omega^-(\Gamma) \) is a simple rectifiable curve.

**Proof.** Consider the boundary value problem
\[
\alpha(t) \Phi^+(\alpha(t)) = \Phi^-(t) + 1.
\]

Since the free term \( (b(t) \equiv 1) \) in this problem is a bounded function, then by Remark 2 this problem has a unique solution \( \Phi \in \bigcap_{\delta > 1} K^\delta(\Gamma) \). By \( \omega^+(z) \) (\( \omega^-(z) \)) we denote the primitive of the function \( \Phi(z) \) (\( \Phi(z) + 1 \)) in the domain \( D^+ (D^-) \). We choose the primitive functions in such a way that the equality (13) is fulfilled. Since \( \Phi \in \bigcap_{\delta > 1} K^\delta(D^\pm) \), we have \( \Phi \in \bigcap_{\delta > 1} E^\delta(D^\pm) \).

Hence the functions \( \omega^+(z) \) and \( \omega^-(z) \) are continuous in the domains \( \overline{D^+} \) and \( \overline{D^-} \setminus \{\infty\} \) (see [26, p. 208]). By the result obtained in [10] and cited above in Sect. 5, they are schlicht in the corresponding domains. Moreover,
\[
[\omega^+(z)]' = \Phi(z), \quad z \in D^+, \quad [\omega^-(z) - z]' = \Phi(z), \quad z \in D^-.
\]

Hence owing to the above-said regarding \( \Phi(z) \), the inclusions (18) are valid.

The rectifiability of the curve \( \gamma = \omega^-(\Gamma) \) follows from the summability of the function \( [\omega^-(z)]' \). \( \square \)

20. Assume
\[
\kappa = \text{ind} \alpha(t) = \frac{1}{2\pi} [\text{arg} \alpha(t)]_t,
\]
where \( [f(t)]_t \) is the increment of \( f(t) \) for a single circuit of the curve \( \Gamma \) by the point \( t \) in the positive direction.
Theorem 3. If $a(t)$ is a non-zero continuous function, then all the solutions of the problem (2) of the class $\mathcal{K}_\alpha^p(\Gamma; \rho)$ are given by the equality

$$\Phi(z) = X(z)P(\omega(z)),$$

where $\omega(z)$ is the function constructed in Lemma 7, $P(z)$ is an arbitrary polynomial, and $X(z)$ is a solution of the homogeneous problem (2) defined to within a constant multiplier and possessing the properties:

1. $X \in \mathcal{K}_\alpha^p(\Gamma; \rho)$, $[X]^{-1} \in \mathcal{K}_\alpha^p(\Gamma; 1/\rho)$;
2. the order of $X(z)$ at infinity is equal to $(-\infty) = -\text{ind} a(t)$.

Proof. Choose a rational function $r(t)$ such that $|a(t)r^{-1}(t) - 1| < \varepsilon$, where $\varepsilon$ is the number mentioned in Lemma 6. Note that we can choose the function $r(z)$ to be of the type

$$r(z) = \sum_{k=-n}^{m} A_k (z - z_0)^k, \quad z_0 \in D, \quad r(t) \neq 0, \quad t \in \Gamma. \quad (19)$$

Since

$$\text{ind} a(t) = \text{ind} \left( \frac{a(t)}{r(t)} \right) + \text{ind} r(t),$$

and from the condition $|a(t)r^{-1}(t) - 1| < \varepsilon$ (assuming $\varepsilon < 1$) it follows

$$\text{ind} \left( \frac{a(t)}{r(t)} \right) = 0,$$

we have

$$\text{ind} r(t) = \text{ind} a(t) = \infty.$$

Assume $a_0(t) = a(t)r^{-1}(t)$ and write the condition (2) in the form

$$\Phi^+(a(t)) = a_0(t)r(t)\Phi^-(t). \quad (20)$$

By Lemma 6, there exists a function $X_0(z)$ such that

$$X_0 \in \mathcal{K}_\alpha^p(\Gamma; \rho), \quad [X_0]^{-1} \in \mathcal{K}_\alpha^p(\Gamma; 1/\rho),$$

$$X_0(\infty) = 1, \quad X_0^+(a(t)) = a_0(t)X_0^-(t).$$

Therefore (20) can be written as follows:

$$[X_0^+(a(t))]^{-1}\Phi^+(a(t)) = r(t)[X_0^-]^{-1}\Phi^-(t). \quad (21)$$

Now the use will be made of the function $\omega(z)$ constructed in Lemma 7.

Denote the domains bounded by the curve $\gamma = \omega^-(\Gamma)$ by $G^+$ and $G^-$.

Let $\omega_1^+$ and $\omega_1^-$ be the inverse functions to $\omega^+$ and $\omega^-$, respectively, in the domains $G^+$ and $G^-$. Assuming $\tau = \omega^+(a(t)) = \omega^-(t)$, we obtain

$$\alpha(t) = \omega_1^+(\tau), \quad t = \omega_1^-(\tau), \quad (22)$$

From Remark 3 we can easily conclude that $\Phi(z)[X_0(z)]^{-1}$ belongs to $E^{1+\eta_1}(D^+), \eta_1 > 0$. Using now the inclusion (18), we get

$$\varphi_1(\zeta) = \left[X_0^+(\omega_1^+(\zeta))\right]^{-1}\Phi(\omega_1^+(\zeta)) \in E^{1}(G^+). \quad (23)$$
Analogously,

$$\left[X_0^-(\omega_1^- (\zeta))\right]^{-1} \Phi(\omega_1^- (\zeta)) r(\omega_1^- (\zeta)) = \varphi_1(\zeta) + q(\zeta), \quad \zeta \in G^-,$$

(24)

where \(q(\zeta)\) is a polynomial, and \(\varphi_1 \in E^1(G^-)\).

Here we have used the fact that if \(\mu \in L^{\delta_0}(\Gamma), \delta_0 > 1\), and \(p(z)\) is a polynomial, then

$$\frac{1}{\pi i} \int_{\Gamma} \frac{\mu(t)}{t-z} \, dt \, p(z) = \frac{1}{\pi i} \int_{\Gamma} \frac{\mu_1(t)}{t-z} \, dt + p_1(z),$$

where \(\mu_1 \in L^{\delta_0}(\Gamma), \) and \(p_1(z)\) is a polynomial whose order is less by unity than that of the polynomial \(p(z)\) \([29, \text{p. 98}]\) and \(p_1(\omega_1(\zeta)) = q(\zeta) + \varphi_2(\zeta),\)

where \(q(z)\) is a polynomial and \(\varphi_2 \in \bigcap_{\delta > 1} E^\delta(G^-).\) The latter follows from

\(\omega^-(\zeta) = \zeta + \omega_{0,1}(\zeta),\) where \(\omega_{0,1}(\zeta)\) is a function continuous in \(G_1^-\) and holomorphic in \(G^-\).

Note here that if \(r(z) = A_{-n}(z - z_0)^{-n} \cdots + A_0 + A_1(z - z_0)^{+ \cdots + A_m(z - z_0)^{+n}}, z_0 \in D^+\) (see (19)), then the order of \(r(z)\) at infinity is equal to \(m\). If \(\Phi \in K_{\alpha^+}^p(\Gamma; \rho),\) then \(\Phi(\infty) = 0,\) and (24) implies that \(q(z)\) is a polynomial of order \(m - 1.\)

Getting back to the investigation of the problem (20) which is reduced to the problem (22) and taking into account (23) and (24), we see that the equality (22) yields

$$\varphi_1^+(\tau) = \varphi_1^-(\tau) + q(\tau), \quad \tau \in \gamma, \quad \varphi_1^\pm \in E^1(G^\pm),$$

whence \(\varphi_1^+(z) = q(z), \ z \in G^+, \varphi_1(z) = 0, \ z \in G^-\). But then

$$\Phi(z) = X_0(z)q(\omega^+(z)), \quad z \in D^+,$n

$$\Phi(z) = r^{-1}(z)X_0(z)q(\omega^-(z)), \quad z \in D^-.$$

(25)

For \(\Phi(z)\) to be analytic in \(D^-\), the function \([r(z)]^{-1}q(\omega^-(z))\) must have no singularities in \(D^-\).

We write \(r(z)\) in the form

$$r(z) = (z - z_0)^m(z - z_1) \cdots (z - z_{m+n}),$$

where \(z_0 \in D^+\), and \(z_1, z_2, \ldots, z_{m+n}\) are zeroes of \(r(z)\) of which \(z_1, \ldots, z_j\) belong to \(D^+\) while \(z_{j+1}, \ldots, z_{m+n}\) belong to \(D^-\). Then \(\text{ind } r(t) = j - n,\) and since \(\text{ind } a(t) = \infty\), therefore \(j - n = \infty.\) For the function \(\Phi\) to be analytic in \(D^-\), it is necessary that the function \(q(\omega^-(z))\) have zeroes at the points \(z_{j+1}, \ldots, z_{m+n}.\) Since \(\omega^-(z)\) is schlicht, there exist points \(\zeta_{j+1}, \ldots, \zeta_{m+n}\) belonging to the domain \(G^-\) and such that \(\omega^-(\zeta_k) = z_k, k = j + 1, \ldots, m + n.\) Consequently, we must have \(q(\zeta) = \tilde{q}(\zeta)P(\zeta),\) where \(\tilde{q}(\zeta) = (\zeta - \zeta_{j+1}) \cdots (\zeta - \zeta_{m+n}),\) and \(P(\zeta)\) is an arbitrary polynomial.

Thus from (25) we conclude that all possible solutions of the problem (20) (and hence of the problem (2)) of the class \(\tilde{K}_{\alpha^+}^p(\Gamma; \rho)\) lie in the set of
functions

\[
\Phi(z) = \begin{cases} 
    [X_0(z)\tilde{q}(\omega^+(z))]P(\omega^+(z)), & z \in D^+, \\
    [X_0(z)r^{-1}(z)\tilde{q}(\omega^-(z))]P(\omega^-(z)), & z \in D^-
\end{cases}
\]  \quad (26)

where \(X_0(z)\) is the solution constructed in Lemma 6, \(\tilde{q}(z)\) is the above-mentioned and \(P(z)\) is an arbitrary polynomial. Since \(X_0 \in \tilde{K}_\alpha^{0p}(\Gamma; \rho)\), it is easily seen that the equality (26) provides us with a general solution of the problem (2) of the class \(\tilde{K}_\alpha^{0p}(\Gamma; \rho)\).

Assuming

\[
X(z) = \begin{cases} 
    X_0(z)\tilde{q}(\omega^+(z)), & z \in D^+, \\
    X_0(z)r^{-1}(z)\tilde{q}(\omega^-(z)), & z \in D^-
\end{cases}
\]  \quad (27)

we can write the equality (26) in the form \(\Phi(z) = X(z)P(\omega(z))\).

The function \(X(z)\) at infinity is of the order \(m - (m - n - j) = n - j = -\infty\). It possesses the following properties:

1. \(X^+(a(t)) \equiv a(t)X^-(t)\);
2. \(X \in \tilde{K}_\alpha^{0p}(\Gamma; \rho)\), \(1/X \in \tilde{K}_\alpha^{p'}(\Gamma; 1/\rho)\);
3. \(X\) at infinity it has the order \((-\infty)\).

The function \(X\) possessing the properties (1)–(3) will be called a canonical solution of the problem (2) of the class \(\tilde{K}_\alpha^{0p}(\Gamma; \rho)\), or a canonical function of the function \(a(t)\).

Although our formal representation of \(X(z)\) (see (27)) depends on the function \(r(z)\), on the basis of Theorem 3 we can easily conclude that all canonical functions differ from each other by a non-zero constant multiplier.

We have several remarks.

Remark 5. From Remark 3 regarding the function \(X_0(z)\) it follows that the canonical function \(X(z)\) given by the equality (27) possesses the property: there exists \(\eta > 0\) such that

\[
X \in \tilde{K}_\alpha^{0p}(-\infty, \eta; \Gamma; \rho), \quad 1/X \in \tilde{K}_\alpha^{p'}(-\infty, \eta; \Gamma; 1/\rho).
\]

Remark 6. If we consider the problem for \(\rho(t) = 1\), i.e. in the class \(\tilde{K}_\alpha^{0p}(\Gamma)\), then there is no need to coordinate the relations between \(p\) and \(\rho\) by means of the inequality (8), and the function \(X\) satisfies the conditions \(X \in \bigcap_{p \in \mathcal{P}} \tilde{K}_\alpha^{p}(\Gamma)\), \(1/X \in \bigcap_{p \in \mathcal{P}} \tilde{K}_\alpha^{p'}(\Gamma)\). In particular, the continuous non-zero function \(a(t)\) has a canonical function \(X\) for which

\[
X \in \bigcap_{\delta > 1} \tilde{K}_\delta(\Gamma), \quad 1/X \in \bigcap_{\delta > 1} \tilde{K}_\delta(\Gamma).
\]

Remark 7. From the basic assertion of the theorem it follows that every solution of the problem (2) of the class \(\tilde{K}_\delta(\Gamma)\), \(\delta_0 > 1\) belongs to the set \(\bigcap_{\delta > 1} \tilde{K}_\delta(\Gamma)\).
Remark 8. Observing the proof of the assertion of the theorem on the validity of the representation of all solutions of the problem (2) in the form \( \Phi(z) = X(z)P(\omega(z)) \), it is not difficult to see that this assertion remains valid for all coefficients \( a(t) \) for which a canonical function \( X(z) \) exists with properties from Remark 5.

9. Solution of the Problem (1) in the Classes \( \tilde{K}_p^\alpha(\Gamma; \rho) \) and \( K_p^\alpha(\Gamma; \rho) \)

Theorem 4. All the solutions of the class \( \tilde{K}_p^\alpha(\Gamma; \rho) \) of Haseman’s problem (1) with the continuous coefficient \( a(t) \) and the condition \( b \in L_p,\alpha(\Gamma; \rho) \) are given by the formula

\[
\Phi(z) = X(z)\left[\Phi_0(z) + P(\omega(z))\right],
\]  

(28)

where \( X(z) \) is the canonical solution of the problem (2) given by the equality (27), \( \omega(z) \) is a piecewise holomorphic solution of the problem (13) with the principal part equal at infinity to \( z \), \( P(z) \) is an arbitrary polynomial, and \( \Phi_0(z) \) is a solution of the problem

\[
\Phi_0^+(\alpha(t)) = \Phi_0^-(t) + b_0(t), \quad b_0(t) = \left[X_0^+(\alpha(t))\right]^{-1}b(t)
\]

(29)

belonging to the set \( \bigcup_{\delta \geq 1} \tilde{K}_\delta^2(\Gamma) \).

Solutions vanishing at infinity, i.e., those of the class \( K_p^\alpha(\Gamma; \rho) \) exist if \( \varkappa = \text{ind} a(t) \geq 0 \), and all such solutions are given by the formula (28) in which \( P(z) \) is an arbitrary polynomial of order \( \varkappa - 1 \) for \( \varkappa > 0 \), and \( P(z) = 0 \) for \( \varkappa = 0 \).

If \( \varkappa < 0 \), then for the solvability of the problem (1) in \( K_p^\alpha(\Gamma; \rho) \) it is necessary and sufficient that the conditions

\[
\int_{\Gamma} t^k \mu(t) \, dt = 0, \quad k = 0, \ldots, |\varkappa| - 1,
\]

(30)

be fulfilled, where \( \mu \) is a solution of the equation \( K(1)\mu = \tilde{b}_0(t) \), \( \tilde{b}_0 = b + S_{\Gamma}b + \int_{\Gamma} K(\cdot, \tau)b(\tau) \, d\tau \).

If the conditions (30) are fulfilled, then there exists a unique solution \( \Phi \) which is given by the equality (28) with \( P(z) \equiv 0 \).

Proof. Let us show that the inhomogeneous problem is solvable in \( \tilde{K}_p^\alpha(\Gamma; \rho) \) for any \( b \in L_p,\alpha(\Gamma; \rho) \). We choose a rational function \( r(z) \) of the type (19) in such a way that \( \max|a(t) - 1| < \varepsilon \) and consider the problem

\[
\Psi^+(\alpha(t)) = a(t)r^{-1}(t)\Psi^-(t) + b(t).
\]

This problem is solvable in \( \tilde{K}_p^\alpha(\Gamma; \rho) \) if \( \varepsilon \) is a sufficiently small number (see Lemma 6).
Having chosen the function \( r(z) \) in the way mentioned above, we see that it has no poles in \( D^- \). Therefore the function

\[
\tilde{\Psi}(z) = \begin{cases} 
\Psi(z), & z \in D^+; \\
r(z)\Psi(z), & z \in D^-;
\end{cases}
\]

is a solution of the problem \((1)\) of the class \( \tilde{K}\alpha^{(\cdot)}_\alpha(\Gamma; \rho) \).

Further, let \( \Phi_\alpha(z) \in \tilde{K}\alpha^{(\cdot)}_\alpha(\Gamma; \rho) \) be any solution of the problem \((1)\). Assuming \( \Phi_0(z) = [X(z)]^{-1}\Phi_\alpha(z) \) and taking into account that \( X^{-1} \in \tilde{K}\alpha^{(\cdot)}_\alpha(\Gamma; 1/\rho) \), we find that \( \Phi_0 \in \tilde{K}\alpha^{(\cdot)}_\alpha(\Gamma) \) with \( \delta_0 > 1 \), and \( \Phi_0 \) is a solution of the problem \((29)\). The difference \( \varphi(z) = \Phi_\alpha(z) - \tilde{\Psi}(z) = \Phi_0(z)X(z) - \tilde{\Psi}(z) \) is a solution of the problem \((2)\) of the class \( \tilde{K}\delta_0(\Gamma) \). Every such solution belongs, by Remark 7, to \( \bigcap_{\delta > 1} \tilde{K}\delta(\Gamma) \), and hence \( \varphi^\pm \in \bigcap_{\delta > 1} L^\delta(\Gamma) \).

Let us show that if \( \varphi \in \bigcap_{\delta > 1} K\alpha^{\delta}_{\alpha}(\Gamma) \) and the weight \( \rho(t) \) satisfies the condition \((8)\), then \( \varphi \in \tilde{K}\alpha^{(\cdot)}_\alpha(\Gamma; \rho) \). Towards this end, it suffices to show that \( \varphi^\pm(t) \) belong to \( L^{\rho(\cdot)}(\Gamma; \rho) \cap L^{p_\alpha(\cdot)}(\Gamma; \rho_\alpha) \).

Using the generalized Hölder inequality [27], we obtain

\[
\int_\Gamma |\varphi^\pm(t)\rho(t)| |p(t)| dt \leq c_0 \|\varphi^\pm\|_{\rho^{(\cdot)}+\rho_+} \|\rho\|_{\rho^{(\cdot)}+\epsilon}.
\]

Since for \( p(t) \leq p_1(t) \) we have \( \|f\|_{\rho_1(t)} < (1 + |\Gamma|) \|f\|_{\rho(t)} \), we obtain the inequality

\[
\int_\Gamma |\varphi^\pm(t)\rho(t)| |p(t)| dt \leq c_0 (1 + |\Gamma|) \|\varphi^\pm\|_{\rho^{(\cdot)}+\rho_++\epsilon} \|\rho\|_{\rho^{(\cdot)}+\epsilon}, \quad (31)
\]

where \( p_+ = \max p(t) \). By \((8)\), there exists \( \varepsilon > 0 \) such that \( \rho \in L^{(\cdot)+\varepsilon}(\Gamma) \). Then from \((31)\) it follows that \( \varphi^\pm \in L^{(\cdot)+\varepsilon}(\Gamma; \rho) \), and hence \( \varphi \in \tilde{K}^{(\cdot)+\varepsilon}(\Gamma; \rho) \). Analogously, we can prove that \( \varphi^-(t) \in L^{p_\alpha^{(\cdot)}(\Gamma; \rho_\alpha)} \).

Thus \( \varphi \in L_{p_\alpha, \alpha}(\Gamma; \rho) \) and hence \( \varphi(z) \) is a solution of the problem \((2)\) of the class \( K\alpha^{(\cdot)}_\alpha(\Gamma; \rho) \). All the solutions of the above-mentioned class are given by the equality \( \Psi(z) = X(z)P(\omega(z)) \). Hence \( \varphi(z) = X(z)P(\omega(z)) \) for some polynomial \( P \). Therefore the function \( \Phi_0(z)X(z) = \tilde{\Psi}(z) + X(z)P(\omega(z)) \) is a particular solution of the problem \((2)\) of the class \( \tilde{K}\alpha^{(\cdot)}_\alpha(\Gamma; \rho) \). This implies that the general solution of the problem \((1)\) is given by the equality \((28)\).

Thus the proof the first part of the theorem is complete.

From the union of functions given by the equality \((28)\), we select the solutions belonging to \( K\alpha^{(\cdot)}_\alpha(\Gamma; \rho) \).

First, let \( \kappa \geq 0 \). In this case \( X(z) \) has at infinity the order \(-\kappa\). Therefore any function given by the equality \((28)\) belongs to \( K\alpha^{(\cdot)}_\alpha(\Gamma; \rho) \) if the order of the polynomial \( P(z) \) does not exceed \( \kappa - 1 \) \((P_{-1}(z) = 0) \). Thus
all the solutions in this case are given by the equality
\[ \Phi(z) = X(z)(\Phi_0(z) + P_{-\kappa - 1}(z)). \quad (32) \]

If \( \kappa < 0 \), then \( X(z) \) has at infinity pole of order \( -\kappa \). Therefore in (28) we have to take \( P(z) = 0 \) and, moreover, it is necessary and sufficient that \( \Phi_0(z) \) have a zero of order \( -\kappa + 1 \) at infinity.

Let \( \mu \) be a solution of the equation \( K(1)\mu = \tilde{b}_0(t), b_0(t) = b(t)[X_0(\alpha(t))]^{-1} \). Then the solution \( \Phi_0 \) of the problem (29) in the domain \( D^- \) is given by the equality
\[ \Phi_0(z) = -\frac{1}{2\pi i} \int_{\Gamma} \frac{\mu(t)}{t - z} \, dt. \]

Obviously, \( \Phi_0 \) has a zero of order \( -\kappa + 1 \) if and only if the conditions (30) are fulfilled. \( \square \)
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