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SOME PROPERTIES OF THE GENERALIZED EULER BETA FUNCTION
Abstract. A generalization of the Euler beta function for the case of multi-dimensional variable is proposed. In this context ordinary beta function is defined as a function of two-dimensional variable. An analogue of the Euler formula for this new function is proved for arbitrary dimension. There is found out the connection of defined function with multi-dimensional hypergeometric Laurichella’s function and the theorem on cancelation of multi-dimensional hypergeometric functions singularities is proved. Such generalizations (among others) may be helpful to construct corresponding physical (string) models including different number of fields, as far the (bosonic) string theory reproduces the Euler beta function (Veneziano amplitude) and its multi-dimensional analogue.
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In the articles [1], [2] there was proposed and investigated the function

\[ B_n(r_0, r_1, \ldots, r_n) = B_n(r) = \begin{cases} 1 & \text{if } n = 0, \\ \det^{-1}[x_j^{-1}]_{i,j=1}^{n} \det [x_j^{-1}b_{ij}]_{i,j=1}^{n} & \text{if } n \geq 1 \\ (0 = x_0 < x_1, x_2 < \cdots < x_n), \end{cases} \]  

(1)

where

\[ b_{ij} = \int_{x_{j-1}/x_j}^{1} u^{i-1}(1-u)^{r_j-1} \prod_{k=0 \atop k \neq j}^{n} \frac{x_ju-x_k}{x_j-x_k} \frac{x_k}{u} du \quad (i, j = 1, \ldots, n). \]

The function (1) is a multidimensional generalization of the Euler beta function

\[ B(r_0, r_1) = B_1(r) = \frac{1}{0} u^{r_0-1}(1-u)^{r_1-1} du. \]

A multidimensional analogues of Euler’s beta function had been studied by mathematicians such as Selberg, Weil and Deligne among many others (see e.g. [3]–[7]). In [1] we have shown that for any \( n \in \mathbb{N} \) and for \( r_0 > 0, r_j \in \mathbb{C} \) \( (j = 1, \ldots, n) \) an analogue of the Euler formula is valid:

\[ B_n(r) = \frac{\prod_{j=0}^{n} \Gamma(r_j)}{\Gamma\left(\sum_{j=0}^{n} r_j\right)}, \]  

(2)

where \( \Gamma(t) = \int_{0}^{\infty} e^{-u}u^{t-1} du \) is the Euler Gamma function.

In [2] there is investigated the case of the dimension \( n = 2 \). The analogue of the Euler formula has been proved for any complex parameters \( r_0, r_1, r_2 \) \( (\text{Re} r_j > 0, j = 0, 1, 2) \) and the complications arising when \( n \geq 3 \) are shown. The relations between \( B_n(r) \) and hypergeometric functions of one and of many variables are shown too. Number of relations for the Gauss hypergeometric function is obtained. The analytic formulae for some new definite integrals of the special functions are obtained as well as for the elementary ones.

In present article we prove (2) for any \( n \in \mathbb{N} \) and for \( r_j \in \mathbb{C} \) \( (\text{Re} r_j > 0, j = 0, 1, \ldots, n) \). The key of the proof is the known

**Carlson theorem** ([8]). If the function \( f(z) \) of a complex variable \( z \) is regular in the semi-plane \( \text{Re} z > A, A \in \mathbb{R} \), and if the conditions

(a) \( \lim_{|z| \to \infty} |f(z)| \exp(-k|z|) \leq \text{const}, 0 < k < \pi; \)

(b) \( f(z) = 0 \) for \( z = 0, 1, 2, \ldots, \)
are valid, then \( f(z) = 0 \) for any \( z \in \mathbb{C} \).

For proving (2) we need the following

**Lemma.** On the complex plane of the variable \( r_j \in \mathbb{C} \) \( (j = 0, 1, \ldots, n) \) the function \( B_0(r_0, r_1, \ldots, r_n) = B_n(r) \) is bounded when \( |r_j| \to \infty \) if other variables \( r_0, \ldots, r_{j-1}, r_{j+1}, \ldots, r_n \) are fixed and \( \text{Re} r_j \geq 1 \) \( (j = 0, 1, \ldots, n) \):

\[
|B_n(r)| \leq M < \infty .
\]

(3)

The bound \( M \) does not depend on the variables \( r_0, r_1, \ldots, r_n \) \( (\text{Re} r_j \geq 1, j = 0, 1, \ldots, n) \).

**Proof.** The substitutions

\[
u = \tilde{u}, \quad j = 1; \quad \nu = 1 - \tilde{u} \left(1 - \frac{x_{j-1}}{x_j}\right), \quad j = 2, \ldots, n \quad (n \geq 2),
\]

give to the formula (1) the form

\[
B_n(r) = \frac{\det[x_{i-1}^{-1} \tilde{b}_{ij}]}{\det[x_j^{-1}]}_{i,j=1,n},
\]

(4)

where

\[
\tilde{b}_{i1} = \prod_{k=2}^{n} \left(1 - \frac{x_k}{x_1}\right)^{1-r_k} \int_0^1 \tilde{u}^{r_0+i-2}(1 - \tilde{u})^{r_1-1} \prod_{k=2}^{n} \left(1 - \frac{x_k}{\tilde{u}}\right)^{r_k-1} d\tilde{u},
\]

\[
\tilde{b}_{ij} = \left(1 - \frac{x_{j-1}}{x_j}\right)^{r_j} \times
\]

\[
\times \int_0^1 \left[1 - \left(1 - \frac{x_{j-1}}{x_j}\right)^{r_j+i-2}\tilde{u}^{r_j-1} \prod_{k=0}^{n} \left(1 - \frac{x_k - x_{j-1}}{x_j - x_k}\right)^{r_k-1} d\tilde{u},
\]

\[
i = 1, \ldots, n; \quad j = 2, \ldots, n.
\]

All these integrals converge if the conditions

\[
\text{Re} r_j > 0, \quad j = 0, \ldots, n; \quad 0 = x_0 < x_1 < x_2 < \cdots < x_n
\]

are fulfilled. Note that

\[
\frac{\Gamma(c)}{\Gamma(a)\Gamma(c-a)} \int_0^1 u^{a-1}(1-u)^{c-a-1} \prod_{k=1}^{n} (1 - z_k u)^{b_k} du =
\]

\[
= F\left(\frac{a}{c}; b_1, z_1; \ldots; b_n, z_n \right) \quad (\text{Re} c > \text{Re} a > 0),
\]

where \( F\left(\frac{a}{c}; b_1, z_1; \ldots; b_n, z_n \right) \) denotes the multi-variable hypergeometric function – one of the four Lauricella’s functions of the arguments \( z_1, \ldots, z_n \) (see
Some Properties of the Generalized Euler Beta Function

\[ F \left( \frac{a}{c}; b_1, z_1; \ldots; b_n, z_n \right) \equiv F_D \left( a; b_1, \ldots, b_n; c; z_1, \ldots, z_n \right) = \sum_{k_1, k_2, \ldots, k_n = 0}^{\infty} \frac{(a)_{k_1 + \ldots + k_n}}{(c)_{k_1 + \ldots + k_n}} \prod_{j=1}^{n} \frac{(b_j)_{k_j} z_j^{k_j}}{k_j!} , \]

if \(|z_j| < 1, j = 1, \ldots, n\). Here \((a)_k\) denotes the Pochhammer symbol:
\[
(a)_0 = 1, \quad (a)_k = (a)(a+1) \cdots (a+k-1), \quad k \in \mathbb{N}.
\]

Thus the formula (4) expresses the above-defined function (1) via the determinant of Lauricella’s multi-variable hypergeometric functions.

Let us rewrite the formula (4) as follows
\[
B_n(r) \det[z_j^{-1}b_{ij}]_{i,j=1,n} = M_1 \det[z_j^{-1}\tilde{b}_{ij}]_{i,j=1,n},
\]
where
\[
z_k = \frac{x_k}{x_n}, \quad 0 < x_0 < x_1 < \cdots < x_{n-1} < x_n = 1, \quad (6)
\]
\[
M_1 = \prod_{k=2}^{n} \left( 1 - \frac{z_1}{z_k} \right)^{1-r_k} \left( 1 - \frac{z_{k-1}}{z_k} \right)^{r_k} = \prod_{k=2}^{n} \left( 1 - \frac{z_1}{z_k} \right) \prod_{k=3}^{n} \left( \frac{z_k - z_{k-1}}{z_k - z_1} \right)^{r_k}
\]
and
\[
\tilde{b}_{11} = \int_{0}^{1} u^{r_0-2} (1-u)^{r_1-1} \prod_{k=2}^{n} \left( 1 - u \frac{z_1}{z_k} \right)^{r_k-1} du,
\]
\[
\tilde{b}_{ij} = \int_{0}^{1} \left( 1 - \frac{z_j - z_{j-1}}{z_j} \right)^{r_0-2} u^{r_j-1} \prod_{k=1}^{n} \left( 1 - \frac{z_j - z_{j-1}}{z_j - z_k} \right)^{r_k-1} du, \quad j = 2, \ldots, n.
\]

Due to the inequalities (6), the expression (5) can be estimated as follows:
\[
|B_n(r)| \det[z_j^{-1}]_{i,j=1,n} = |M_1| \det[z_j^{-1}\tilde{b}_{ij}]_{i,j=1,n} \leq |M_1| \per[z_j^{-1}\tilde{b}_{ij}]_{i,j=1,n},
\]

where \(|a_{ij}]_{i,j=1,n}\) stands for the permanent of a matrix \([a_{ij}]_{i,j=1,n}\) (see e.g. [10]):
\[
\per[a_{ij}]_{i,j=1,n} = \sum_{\sigma} a_{1 \sigma(1)} \cdots a_{n \sigma(n)}, \quad \sigma : i \mapsto \sigma(i).
\]
Further estimations give:

\[
|\tilde{b}_{ij}| \leq \int_0^1 u^{r_0+i-2}(1-u)^{r_1-1} \prod_{k=2}^{n} (1 - u \frac{z_1}{z_k})^{r_k-1} \, du =
\]

\[
= \int_0^1 u \Re r_0+i-2(1-u)\Re r_1-1 \prod_{k=2}^{n} (1 - u \frac{z_1}{z_k})^{\Re r_k-1} \, du \equiv
\]

\[
\equiv \int_0^1 g_{i1}(u) f_1(u) \, du,
\]

\[
|\tilde{b}_{i1}| \leq \int_0^1 \left| (1 - u \frac{z_j - z_{j-1}}{z_j})^{r_0+i-2} u^{r_1-1} \prod_{k=2 \atop k \neq j}^{n} (1 - u \frac{z_j - z_{j-1}}{z_j - z_k})^{r_k-1} \right| \, du =
\]

\[
= \int_0^1 \left| (1 - u \frac{z_j - z_{j-1}}{z_j})^{\Re r_0+i-2} u^{\Re r_1-1} \prod_{k=2 \atop k \neq j}^{n} (1 - u \frac{z_j - z_{j-1}}{z_j - z_k})^{\Re r_k-1} \right| \, du \equiv
\]

\[
\equiv \int_0^1 f_{ij}(u) g_j(u) \, du, \quad j = 2, \ldots, n,
\]

where we have denoted

\[
f_1(u) = \prod_{k=1}^{n} \left(1 - u \frac{z_1}{z_k}\right)^{\Re r_k-1},
\]

\[
g_{i1}(u) = u^{\Re r_0+i-2},
\]

\[
f_{ij}(u) = \left(1 - u \frac{z_j - z_{j-1}}{z_j}\right)^{\Re r_0+i-2} \prod_{k=1}^{j-1} \left(1 - u \frac{z_j - z_{j-1}}{z_j - z_k}\right)^{\Re r_k-1},
\]

\[
g_j(u) = u^{\Re r_j-1} \prod_{k=j+1}^{n} \left(1 + u \frac{z_j - z_{j-1}}{z_k - z_j}\right)^{\Re r_k-1},
\]

\[
j = 2, \ldots, n; \quad i = 1, \ldots, n.
\]

Let us use the mean value theorem in the integrals (9). As it is known, if the function \(f(x)\) is monotonic and \(f(x) \geq 0\) when \(x \in [a, b]\), and if \(g(x)\) is integrable, then the Bonnet formulae are valid (see e.g. [11, II, n°306]):

\[
\int_a^b f(u)g(u) \, du = f(a) \int_a^b g(u) \, du, \quad a \leq \eta \leq b \text{ if } f(x) \text{ decreases,}
\]
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\[
\int_a^b f(u)g(u)\,du = f(b)\int_\xi^b g(u)\,du, \quad a \leq \xi \leq b \text{ if } f(x) \text{ increases,}
\]

\[(x \in [a, b]).\]

It is obvious that if \(\text{Re } r_j \geq 1, j = 0, 1, \ldots, n\), then the factors \(f_1(u)\) and \(f_{ij}(u)\) in (9) decrease for \(u \in [0,1]\) and the factors \(g_1(u)\) and \(g_{ij}(u)\) increase \((j = 2, \ldots, n; i = 1, \ldots, n)\). Hence, according to the Bonnet formulae, for \(\text{Re } r_j \geq 1, j = 0, 1, \ldots, n\) (due to this conditions all integrals converge) one gets

\[
\tilde{b}_{1i} \leq f_1(0) \left. g_{1i}(u) \right|_{0}^{\eta_{1i}} \leq f_1(0)g_{1i}(\eta_{1i}) \int_{\xi_{1i}}^{\eta_{1i}} du \leq g_{1i}(1) \left. f_{ij}(u) \right|_{\xi_{ij}}^{1} \left. g_{ij}(0) \right|_{\xi_{ij}}^{\eta_{1i}} \leq g_{1i}(1)f_{ij}(0)(\eta_{ij} - \xi_{ij}) \leq \prod_{k=j+1}^{n} \left( \frac{z_k - z_{j-1}}{z_k - z_j} \right)^{\text{Re } r_k-1},
\]

\(0 = z_0 < z_1 < \cdots < z_n, \quad 0 \leq \xi_{ij} \leq \eta_{ij} \leq 1, \quad i, j = 1, \ldots, n.\)

According to (7), (8) and (10) one has

\[
|B_n(r)| \det[z_j^{-1}]_{i,j = 1,n} \leq |M_1| \text{per}[z_j^{-1}]_{i,j = 1,n} \leq M_2 \text{per}[z_j^{-1}]_{i,j = 1,n},
\]

\[
M_2 = \prod_{k=2}^{n} \left( 1 - \frac{z_1}{z_k} \right) \prod_{j=1}^{n} \left( \frac{z_k - z_{j-1}}{z_k - z_j} \right)^{\text{Re } r_k-1} \prod_{j=2}^{n} \prod_{k=j+1}^{n} \left( \frac{z_k - z_{j-1}}{z_k - z_j} \right)^{\text{Re } r_k-1}.
\]

Because of obvious equalities

\[
\prod_{j=2}^{n} \prod_{k=j+1}^{n} \left( \frac{z_k - z_{j-1}}{z_k - z_j} \right)^{\text{Re } r_k-1} = \prod_{k=3}^{n} \prod_{j=2}^{k-1} \left( \frac{z_k - z_{j-1}}{z_k - z_j} \right)^{\text{Re } r_k-1}
\]

one obtains

\[
M_2 = \prod_{k=2}^{n} \left( 1 - \frac{z_1}{z_k} \right) \prod_{k=3}^{n} \left( \frac{z_k - z_{k-1}}{z_k - z_1} \right) = \prod_{k=2}^{n} \left( \frac{z_k - 1}{z_k} \right).
\]
Inserting these results into the inequality (8), one obtains the estimation:

\[ |B_n(r)| \leq \frac{\prod_{j=1}^{n} (1 - \frac{2k-1}{z_k})}{\det[z_j^{-1}]} \prod_{k=2}^{n} (1 - \frac{2k-1}{z_k}), \quad \text{Re} r_j \geq 1, \quad j = 0, 1, \ldots, n. \]

Hence, we have got the estimation (3) with \( M \) to be expressed as

\[ M = \frac{\prod_{j=1}^{n} (1 - \frac{2k-1}{z_k})}{\det[z_j^{-1}]} \prod_{k=2}^{n} (1 - \frac{2k-1}{z_k}), \quad (11) \]

which, obviously, does not depend on the variables \( r_0, r_1, \ldots, r_n \) (\( \text{Re} r_j \geq 1, j = 0, 1, \ldots, n \)).

**Note.** The restriction \( \text{Re} r_j \geq 1, j = 0, 1, \ldots, n \), is essential. Let, e.g., \( n = 1 \). In this case (11) gives \( M = 1 \) and one gets

\[ |B_1(r)| = \left| \int_0^1 u^{n-1}(1 - u)^{r_1-1} \, du \right| = \left| \frac{\Gamma(r_0)\Gamma(r_1)}{\Gamma(r_0 + r_1)} \right| \leq 1 \quad \text{if} \quad \text{Re} r_0, r_1 \geq 1, \]

while in the opposite case when \( \text{Re} r_0, r_1 < 1 \), e.g., for \( r_0 = r_1 = 1/2 \) one has \( B_1(1/2, 1/2) = \pi > 1 \), and the estimation (3) is not fulfilled.

Now we get the following

**Statement.** The function

\[ f(r_0, r_1, \ldots, r_n) = B_n(r_0, r_1, \ldots, r_n) - \sum_{j=0}^{n} \frac{\prod_{j=0}^{n} \Gamma(r_j)}{\Gamma(\sum_{j=0}^{n} r_j)} \quad (12) \]

satisfies all conditions of Carlson theorem on the complex plane of each variable \( r_j \) if other variables \( r_0, r_1, \ldots, r_{j-1}, r_{j+1}, \ldots, r_n \) are fixed and \( \text{Re} r_j \geq 1, j = 0, 1, \ldots, n \).

**Proof of the Statement.** Due to the fact that the function \( \Gamma(z) \) is analytic everywhere on the (open) complex plane except the points \( z = 0, -1, -2, \ldots, \), the function (12) is analytic if \( \text{Re} r_j > 0, j = 0, 1, \ldots, n \) (\( r_j = +\infty \) is a regular point of both summands of (12), \( j = 0, 1, \ldots, n \)). In [1] we have proved that \( f_0(r_0) = f(r_0, r_1, \ldots, r_n) = 0 \) if the variable \( r_0 \) is real and \( r_0 > 0, r_j \in \mathbb{N}, j = 1, \ldots, n \). Hence, according to the analytic function uniqueness theorem, if \( r_j \in \mathbb{N}, j = 1, \ldots, n \), then \( f_0(r_0) = 0 \) everywhere on the complex plane of the variable \( r_0 \) except, may be, the points \( z = 0, -1, -2, \ldots \). So, the function \( f_0(r_0) \) satisfies the Statement.

Let us fix the numbers \( r_j \in \mathbb{N}, j = 1, \ldots, n \) and \( r_0 \in \mathbb{C}, \text{Re} r_0 > 0 \). Under these conditions the function \( f_1(r_1) = f(r_0, r_1, \ldots, r_n) \) is analytic on the complex semi-plane \( \text{Re} r_1 > 0 \) and \( f_1(r_1) = 0 \) for \( r_1 = 1, 2, \ldots \).

Let us show that if \( \text{Re} r_0 \geq 1, r_j \in \mathbb{N}, j = 2, \ldots, n \), then

\[ \lim_{|r_1| \to \infty} |f_1(r_1)| \exp(-k|r_1|) \leq \text{const}, \quad \text{Re} r_1 \geq 1, \quad 0 < k < \pi. \]
Indeed, if \(|z| \to \infty\) and \(\Re z > 0\), in accordance with the asymptotic behavior of the Euler’s Gamma function (see e.g. \([12, \text{Eq. 1.18(5)}]\)) for any fixed number \(\rho \in \mathbb{C}\) we have
\[
\lim_{|z| \to \infty} \frac{\Gamma(z)}{\Gamma(z + \rho)} \exp(\rho \ln |z|) = \lim_{|z| \to \infty} \frac{\Gamma(z)}{\Gamma(z + \rho)} |z|^\rho = 1. \tag{13}
\]
Hence, due to the estimation (3) we obtain:
\[
0 \leq \lim_{|r_1| \to \infty} |f_1(r_1)| \exp(-k|r_1|) = \\
= \lim_{|r_1| \to \infty} \exp(-k|r_1|) \left| B_n(r) - \frac{\Gamma(r_1)}{\Gamma(r_1 + \rho_1)} \frac{\Gamma(r_0)}{\prod_{j=2}^{n} \Gamma(r_j)} \right| \\
\leq \lim_{|r_1| \to \infty} \exp(-k|r_1|) \left| B_n(r) \right| + \left| \frac{\Gamma(r_1) - \Gamma(r_0)}{\Gamma(r_1 + \rho_1)} \frac{\Gamma(r_0)}{\prod_{j=2}^{n} \Gamma(r_j)} \right| \\
\leq M \lim_{|r_1| \to \infty} \exp(-k|r_1|) + \Gamma(r_0) \prod_{j=2}^{n} \Gamma(r_j) \times \\
\times \lim_{|r_1| \to \infty} \left\{ \frac{\Gamma(r_1)}{\Gamma(r_1 + \rho_1)} \exp(\rho_1 \ln |r_1|) \right\} \lim_{|r_1| \to \infty} \left\{ |r_1|^{-\rho_1} \exp(-k|r_1|) \right\} = 0,
\]
where we denote \(\rho_1 = r_0 + r_2 + \cdots + r_n\). Therefore we get
\[
\lim_{|r_1| \to \infty} |f_1(r_1)| e^{-k|r_1|} = 0
\]
for any fixed values of \(k > 0\) and \(\rho_1\). In particular, one can choose \(0 < k < \pi\)
\(\Re r_0 \geq 1\), \(r_j \in \mathbb{N}\), \(j = 2, \ldots, n\).

Thus, if \(\Re r_0 \geq 1\), \(r_j \in \mathbb{N}\), \(j = 2, \ldots, n\), then the function \(f_1(r_1) = f(r_0, r_1, \ldots, r_n)\) satisfy all conditions of the Carlson Theorem and therefore \(f_1(r_1) = 0\), \(\Re r_1 \geq 1\).

Now let us suppose that the Statement is valid for the variables \(r_j\) with the indices \(j = 0, 1, \ldots, m\), where \(1 \leq m \leq n-1\), i.e. let the function
\[
f(r_0, r_1, \ldots, r_{m-1}, r_m, \ldots, r_n) \equiv f_m(r_m)
\]
satisfies the conditions:
\[
f_m(r_m) = f(r_0, r_1, \ldots, r_{m-1}, r_m, \ldots, r_n) = 0 \quad \text{if} \quad r_m = 1, 2, \ldots,
\]
\[
\lim_{|r_m| \to \infty} |f_m(r_m)| \exp(-k|r_m|) \leq \text{const.} \quad 0 < k < \pi \quad \text{if} \quad \Re r_m \geq 1
\]
\((\Re r_j \geq 1, \; j = 0, 1, \ldots, m-1; \; r_{m+k} \in \mathbb{N}; \; k = 1, \ldots, n-m)\).

Therefore, according to the Carlson Theorem one gets
\[
f_m(r_m) = f(r_0, r_1, \ldots, r_{m-1}, r_m, \ldots, r_n) = 0 \quad \text{if} \quad r_m \in \mathbb{C} \tag{14}
\]
\((\Re r_j \geq 1, \; j = 0, 1, \ldots, m-1; \; r_{m+k} \in \mathbb{N}; \; k = 1, \ldots, n-m)\).

Thus we have shown that
\[
f_{m+1}(r_{m+1}) = f(r_0, r_1, \ldots, r_m, r_{m+1}, \ldots, r_n) = 0
\]
if \( \text{Re} r_j \geq 1, \ j = 0, 1, \ldots, m, \ r_{m+k} \in \mathbb{N}, \ k = 1, \ldots, n - m \). Besides, due to the estimates (3) and (13)  
\[
\lim_{|r_{m+1}| \to \infty} |f_{m+1}(r_{m+1})| \exp(-k|r_{m+1}|) \leq \lim_{|r_{m+1}| \to \infty} |\exp(-k|r_{m+1}|)| = 0
\]
if \( \text{Re} r_{m+1} \geq 1 \), where \( k \) and \( \rho_{m+1} \) are fixed numbers such that
\[
0 < k < \pi, \ \rho_{m+1} = r_0 + r_1 + \cdots + r_m + r_{m+2} + \cdots + r_n
\]
\( (\text{Re} r_j \geq 1, \ j = 0, 1, \ldots, m, \ r_{m+k} \in \mathbb{N}, \ k = 2, \ldots, n - m) \).

So, the proposition of the Statement is fulfilled according to Full Mathematical Induction Principle. \( \square \)

The Statement enables one to prove the following

**Theorem 1.** For any number \( n \in \mathbb{N} \) the function \( B_n(x) \) satisfies the formula (2) - \( n \)-dimensional analogue of the Euler formula - if \( \text{Re} r_j > 0, \ j = 0, 1, \ldots, n \).

**Proof.** According to the Statement the formula (2) is fulfilled if \( \text{Re} r_j \geq 1, \ j = 0, 1, \ldots, n \). Therefore, due to analyticity of the function (12) if \( \text{Re} r_j > 0, \ j = 0, 1, \ldots, n \), (2) is fulfilled on the open semi-plane \( \text{Re} r_j > 0 \) of each variable \( r_j \in \mathbb{C}, \ j = 0, 1, \ldots, n \). \( \square \)

We have shown in [2] that the limits of the function \( B_2(x) = B_2(r_0, r_1, r_2) \) when \( x_1 \to x_0 = 0 \ (x_1/x_2 = z \to 0) \) and \( x_2 \to x_1 \ (x_1/x_2 = z \to 1) \) (see the definition (1)) exist and satisfy the relation
\[
\frac{\det[x_j^{-1}b_{ij}][i,j=1,2]}{\det[x_j^{-1}][i,j=1,2]} \bigg|_{x_1 \to x_0 = 0} = \frac{\det[x_j^{-1}b_{ij}][i,j=1,2]}{\det[x_j^{-1}][i,j=1,2]} \bigg|_{x_2 \to x_1} = \left(B_1(r_0, r_1)B_1(r_0 + r_1, r_2)\right) = B_2(r_0, r_1, r_2).
\]
Therefore for \( n = 2 \) the formula (2) remains valid even if the only restrictions on the variables \( x_0, x_1, \ldots, x_n \) are \( x_j \geq x_0 = 0, \ j = 1, \ldots, n \) (instead of the restrictions \( 0 = x_0 < x_1 < \cdots < x_n \) which we have in (1)). It is easy to show that the same is valid for any \( n \geq 3 \). Namely, one has the following

**Theorem 2.** For any \( n, l, k \in \mathbb{N}, \ l \leq k \leq n - l \) and \( x_j \geq x_0 = 0, \text{Re} r_j > 0, \ j = 1, \cdots, n \), the function \( B_n(x) \) satisfies the formula
\[
B_n(r_0, r_1, \ldots, r_n) = B_{n-k}(r_0, r_1, \ldots, r_{l-1}, r_l + \cdots + r_{l+k}, r_{l+k+1}, \ldots, r_n)B_k(r_l, \ldots, r_{l+k}) = \prod_{j=0}^{n} \Gamma(r_j) \right\}^{\sum_{j=0}^{n} r_j = 0}.
\]
Proof. The theorem is trivial for \( n = 0 \) and \( n = 1 \); for \( n = 2 \), in fact, the formula (15) is proved in [2]. In the case \( n \geq 3 \) one has to consider separately the cases \( x_1 \to x_0 = 0 \) and \( x_1 \to x_{l-1}, \ l \geq 2 \).

In the case \( x_1 \to x_0 = 0 \) from the definition (1) one gets:

\[
x_{i-1}^{-1} b_i = x_{i-1}^{-1} \int_0^1 u^{n+i-2} (1 - u)^{r_i-1} \prod_{k=2}^n \left( \frac{x_i u - x_k}{x_i - x_k} \right)^{r_k-1} du \to_{x_1 \to 0} \begin{cases} B_1(r_0, r_1), & i = 1, \\ 0 & i \geq 2, \end{cases}
\]

\[
x_{j-1}^{-1} b_j = x_{j-1}^{-1} \int_{x_{j-1}/x_j}^1 u^{n+j-2} (1 - u)^{r_j-1} \prod_{k=2, k \neq j}^n \left( \frac{x_j u - x_k}{x_j - x_k} \right)^{r_k-1} \left( \frac{x_j u - x_i}{x_j - x_i} \right)^{r_i-1} du \to_{x_1 \to 0} \begin{cases} x_{j-1}^{-1} \int_{x_{j-1}/x_j}^1 u^{n+j-1+i-3} (1 - u)^{r_j-1} \prod_{k=2, k \neq j}^n \left( \frac{x_j u - x_k}{x_j - x_k} \right)^{r_k-1} du, & j \geq 2, \\ 0 & i = 1, \ldots, n. \end{cases}
\]

Hence, according to (1) and (2),

\[
B_n(r)|_{x_1 \to 0} = B_1(r_0, r_1) \prod_{2 \leq k < j \leq n} (x_j - x_k)^{-1} \prod_{2 \leq j \leq n} x_j^{-1} \times \\
\times \det \left[ x_{j-1}^{-1} \int_{x_{j-1}/x_j}^1 u^{n+j-1+i-3} (1 - u)^{r_j-1} \prod_{k=2, k \neq j}^n \left( \frac{x_j u - x_k}{x_j - x_k} \right)^{r_k-1} du \right]_{i,j=2}^n = \\
0 = x_1 < \cdots < x_n \\
= B_1(r_0, r_1) B_{n-1}(r_0 + r_1, r_2, \ldots, r_n) = \\
\frac{\Gamma(r_0) \Gamma(r_1) \Gamma(r_0 + r_1) \Gamma(r_2) \cdots \Gamma(r_n)}{\Gamma(r_0 + r_1) \Gamma(r_0 + r_1 + r_2 + \cdots + r_n)} = \frac{\Gamma(r_0) \Gamma(r_1) \cdots \Gamma(r_n)}{\Gamma(r_0 + r_1 + \cdots + r_n)}. \quad (16)
\]

Similarly, in the case when \( x_1 \to x_{l-1}, \ l \geq 2 \), one obtains:

\[
x_{l-1}^{-1} b_{l-1} = x_{l-1}^{-1} \left( 1 - \frac{x_{l-1}}{x_l} \right)^{1-r_l} \times \\
\times \int_{x_{l-2}/x_{l-1}}^1 u^{l-1}(1 - u)^{r_{l-1}-1} \left( \frac{x_{l-1} u - x_k}{x_{l-1}} \right)^{r_k-1} \prod_{k=0, k \neq l-1,l}^n \left( \frac{x_{l-1} u - x_k}{x_{l-1} - x_k} \right)^{r_k-1} du,
\]
\[ x_{i-1}^{-1}b_{il} = x_{i-1}^{-1} \int_{x_{i-1}/x_i}^{1} u^{i-1} \left( \frac{x_{i} u - x_{i-1}}{x_{i-1} - x_{i}} \right)^{r_{i-1}-1} (1-u)^{r_{l}} \prod_{k=0 \atop k \neq l}^{n} \left( \frac{x_{i} u - x_{k}}{x_{k} - x_{i}} \right)^{r_{k}^{-1}} du, \]

\[ x_{j-1}^{-1}b_{lj} = x_{j-1}^{-1} \int_{x_{j-1}/x_j}^{1} u^{j-1} (1-u)^{r_{j}} \prod_{k=0 \atop k \neq j}^{n} \left( \frac{x_{j} u - x_{k}}{x_{k} - x_{j}} \right)^{r_{k}^{-1}} du, \]

\[ j = 1, \ldots, n, \ j \neq l-1, l \]

\[ (i = 1, \ldots, n). \]

The substitution

\[ \frac{x_{i} u - x_{i-1}}{x_{i-1} - x_{i}} = 1 - \tilde{u}, \ u = 1 - \left( 1 - \frac{x_{i-1}}{x_{i}} \right) \tilde{u}, \]

\[ x_{i} u - x_{k} = x_{i} - x_{k} - \tilde{u}(x_{i} - x_{i-1}) \]

gives to the second of these integrals the form

\[ x_{j-1}^{-1}b_{lj} = x_{j-1}^{-1} \left( 1 - \frac{x_{i-1}}{x_{i}} \right)^{r_{j}} \times \]

\[ \times \int_{0}^{1} \left( 1 - u \frac{x_{i} - x_{i-1}}{x_{i}} \right)^{i-1} (1-u)^{r_{i-1}-1} u^{r_{i-1}} \prod_{k=0 \atop k \neq l-1, l}^{n} \left( 1 - u \frac{x_{i} - x_{i-1}}{x_{i} - x_{k}} \right)^{r_{k}^{-1}} du. \]

Inserting these results in (1), after obvious simplifications we find:

\[ B_{u}(r)|_{x_{i} \rightarrow x_{i-1}} = \]

\[ = \frac{B_{1}(r_{1}, r_{l}) \det B^{(l)}}{x_{i-1} \det [x_{j}^{-1}]} \prod_{l=1 \atop l \neq 1, l}^{n} \frac{(x_{l-1} - x_{k})^{2}}{(x_{m} - x_{l-1})^{2}}, \quad (17) \]

where \( B^{(l)} = [B_{ik}^{(l)}] \) is the matrix whose \( i \)-th row, \( i = 1, \ldots, n \), has the form

\[ \left[ x_{i-1}^{-1}b_{1l}, \ldots, x_{i-1}^{-1}b_{il-2}, x_{l-1}^{-1}b_{il-1}, x_{l}^{-1}b_{il+1}, \ldots, x_{n}^{-1}b_{ln} \right] \quad (18) \]

and

\[ \tilde{b}_{il} = \int_{x_{i-2}/x_{i-1}}^{1} u^{i-1} (1-u)^{r_{l}-1} \prod_{k=0 \atop k \neq l-1, l}^{n} \left( \frac{x_{i} u - x_{k}}{x_{k} - x_{i}} \right)^{r_{k}^{-1}} du, \]

\[ \tilde{b}_{ij} = \int_{x_{j-1}/x_{j}}^{1} u^{j-1} (1-u)^{r_{j}} \prod_{k=0 \atop k \neq j, j}^{n} \left( \frac{x_{j} u - x_{k}}{x_{k} - x_{j}} \right)^{r_{k}^{-1}} du, \]

\[ i, j = 1, \ldots, n, \ j \neq l-1, l. \]

The last step of our transformations is to multiply the row with number \( i - 1 \) in the determinant of the matrix (18) on \( x_{i-1} \) and to extract it from
the row with number \(i\). Then in the \(l\)-th column of the determinant we obtain the Kronecker symbol \(\delta_{1i}\),

\[
\delta_{1i} = \begin{cases} 1, & i = 1 \\ 0, & i \neq 1 \end{cases}
\]

and in the other ones we get:

\[
x_{l-1}^{-1} \frac{b_{l1}}{1-x_{l-1}^{-1}} \mapsto x_{l-1}^{-1} \gamma_{1l}^{-1} = -x_{l-1}^{-1} \int_{x_{l-2}/x_{l-1}}^{1} u^{(r_{l-1}+r_{l})-1} \prod_{k=0, k \neq l, l} (x_{l-1}u-x_k)^{r_k-1} \, du,
\]

\[
x_{j}^{-1} \frac{b_{lj}}{1-x_{j}^{-1}} \mapsto x_{j}^{-1} \gamma_{lj}^{-1} = (x_j - x_{l-1})x_{j}^{-2} x_{j-1}^{-1} \prod_{k=0, k \neq j, l-1, l} (x_{j}u-x_k)^{r_k-1} \, du,
\]

(19)

Expanding the determinant obtained with respect to the \(l\)-th column elements and inserting the result in (17), one gets

\[
B_n(r) \bigg|_{x_l \rightarrow x_{l-1}} = B_1(r_{l-1}, r_l) (-1)^{l-1} \times 
\]

\[
\frac{\det [x_{i}^{j-1} ]_{i=1, n}^{j-1, 2, 1 \leq k \leq l-2} \prod_{j=1, \ldots, n} (x_{l-1} - x_j) \prod_{l+1 \leq m \leq n} (x_{m} - x_{l-1}) (-1)^{l+1} \times 
\]

\[
\times \det [x_{i}^{j-1} \gamma_{lj}]_{i=1, n}^{j=1, n} \] 

(19)

where the entries \(\tilde{b}_{ij}, i, j = 1, \ldots, n\), are defined in (19). So, we obtain the formula (16) in the case under consideration, too. Now the statement of Theorem 2 follows from (16) according to Full Mathematical Induction Principle.

**Theorem 3.** The integrals’ singularities of the formula (1) determinant’s entries, i.e. the singularities of Lauricella’s hypergeometric functions on the complex plane of each variable \(x_j \in \mathbb{C}, j = 0, \ldots, n\), cancel each other in the formula (1).

**Proof.** According to Theorem 2, the function (1) does not depend on the variables \(x_j \geq 0\) if \(\text{Re}\ r_j > 0, j = 0, \ldots, n\). Hence, according to the analytic function uniqueness theorem, the function (1) does not depend on the variables \(x_j \in \mathbb{C}\) if \(\text{Re}\ r_j > 0, j = 0, \ldots, n\), while the integrals in the formula...
As far as the (bosonic) string theory [13] reproduces the Euler beta function (Veneziano amplitude) and its multidimensional analogue, it seems to be helpful to take an advantage of the proposed generalization of the Euler beta function when one attempts to construct physical (string) models [14] including a number of fermionic fields, as far as the expression

\[
\text{det} \left[ x_j^{i-1} \int_{x_j^{-1}/x_j}^1 u^{i-1}(1-u)^ {r_j-1} \prod_{k=0 \atop k \neq j}^{n} \frac{(x_j u - x_k)}{x_j - x_k} \frac{r_k-1}{r_j} \frac{\Gamma(r_j)}{\Gamma(\sum_{j=0}^{n} r_j)} \right]_{i,j=1,n} = \\
= \text{det}[x_j^{i-1}]_{i,j=1,n} \prod_{j=0}^{n} \frac{\Gamma(r_j)}{\Gamma(\sum_{j=0}^{n} r_j)}
\]

is skew-symmetric with respect to the variables \(x_j \in \mathbb{C}\).
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