On the smallest Salem series in $\mathbb{F}_q((X^{-1}))$
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Abstract. The paper arose from the fact that the smallest element of the set of Salem numbers is not known. Indeed, it is not even known whether this set has a smallest element.

The aim of this paper is to prove that the minimal polynomial of the smallest Salem series of degree $n$ in the field of formal power series over a finite field is given by $P(Y) = Y^n - XY^{n-1} - Y + X - 1$, where we suppose that 1 is the least element of the finite field $\mathbb{F}_q^*$ (as a finite total ordered set). Consequently, we are led to deduce that $\mathbb{F}_q((X^{-1}))$ has no smallest Salem series. Moreover, we will prove that the root of $P(Y)$ of degree $n = 2^s + 1$ in $\mathbb{F}_{2^m}((X^{-1}))$ is well approximable.
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1. Introduction

A Pisot number (resp. Salem number) is a real algebraic integer $\alpha > 1$ all of whose other conjugates have modulus strictly less than 1 (resp. a real algebraic integer $\alpha > 1$, whose other conjugates have modulus at most 1, with at least one having modulus exactly 1).

The study of Pisot and Salem numbers unexpectedly or exceptionally has appeared in a number of quite different branches of mathematics. Much is known about Pisot numbers, and there are many known ways to construct them. However, little is known about Salem numbers and their difficult construction. There are still many open questions about Salem numbers, including determining the infimum of the set.

Pisot numbers have a long history, being studied as early as 1912 by Thue [13]. Salem first became interested in Pisot numbers because of their property that they can be used to generate almost integers. Indeed, higher...
powers of a Pisot number give better and better integer approximations. This property stems from the fact that for each \( n \), the sum of \( n \)th powers of an algebraic integer \( x \) and its conjugates is exactly an integer, following from an application of Newton’s identities. When \( x \) is a Pisot number, the \( n \)th powers of the other conjugates tend to 0 as \( n \) tends to infinity. Since the sum is an integer, the distance from \( x_n \) to the nearest integer tends to 0 at an exponential rate. For example, the root \( \varphi \) of \( P(X) = X^2 - X - 1 \), called the golden ratio \( \varphi = \frac{1 + \sqrt{5}}{2} \) is a Pisot number, and \( \varphi^{21} = 24476.0000409 \ldots \).

The set of all Pisot numbers is denoted \( S \). Since Pisot numbers are algebraic, the set \( S \) is countable. Salem proved that this set is closed [10]. The closedness of \( S \) implies that it has a minimal element. Siegel [11] proved that this minimal element is the positive root of the equation:

\[
X^3 - X - 1 = 0
\]
called the plastic constant, which is approximately

\[
1.324717957244746025960908854 \ldots
\]
[12] and is isolated in \( S \).

The set of Salem numbers is denoted \( T \). It is intimately related to \( S \). It has been proved in an older result of Salem [9] that \( S \) is contained in the set \( T' \) of the limit points of \( T \).

The methods used in the study of Pisot numbers cannot be applied to Salem numbers, mainly, due to the fact that Salem numbers are reciprocal algebraic integers. The smallest known Salem number is \( x_0 = 1.1762 \ldots \) of degree 10 known as Lehmer’s number, its minimal polynomial is the Lehmer polynomial:

\[
P(X) = X^{10} + X^9 - X^7 - X^6 - X^5 - X^4 - X^3 + X + 1.
\]
The smallest element of \( T \) is unknown [3]. In fact, it is not even known if the set \( T \) has a smallest element or is bounded from below by a number \( 1 + \delta \), where \( \delta \) is a positive constant. Some algebraic relations between the conjugates of Pisot and Salem numbers have been studied in ([5],[8]).

In the field of formal power series over a finite field \( \mathbb{F}_q \), the study of Pisot series is easier than in the real case, thanks to the theorem of Bateman and Duquette [1]. In [4], Chandoul, Jellali and Mkaouar have obtained the smallest Pisot series (SPS) of algebraic degree \( n \) in \( \mathbb{F}_q((X^{-1})) \) denoted \( w_n \). They have proved that its minimal polynomial is given by

\[
P(Y) = Y^n - \alpha XY^{n-1} - \alpha^n,
\]
where \( \alpha \) is the least element of the set \( \mathbb{F}_q \setminus \{0\} \). Then, they have shown that the sequence of SPS of degree \( n \) decreases and converges to \( \alpha X \). Finally, they have obtained the continued fraction expansion of \( w_n \).

In the present paper, we plan to prove that there is no smallest Salem element in the field of Laurent series in characteristic \( p \). We also give the
smallest Salem element of algebraic degree \( n \) and we prove that for \( n = 2^s + 1 \) the smallest Salem element is well approximable in \( \mathbb{F}_{2^m}((X^{-1})) \).

The paper is organized as follows. In Section 2, we introduce the field \( \mathbb{F}_q((X^{-1})) \) and we present some important results which characterize Pisot and Salem elements. In Section 3, we characterize for each \( n \geq 3 \) the smallest Salem element of algebraic degree \( n \), which leads us to deduce that \( \mathbb{F}_q((X^{-1})) \) does not have a smallest Salem element. In Section 4 we prove that for \( n = 2^s + 1 \) the smallest Salem element is well approximable in \( \mathbb{F}_{2^m}((X^{-1})) \).

2. Field of power series

For \( p \) a prime and \( q \) a power of \( p \), let \( \mathbb{F}_q \) be a field with \( q \) elements of characteristic \( p \), \( \mathbb{F}_q[X] \) the set of polynomials with coefficients in \( \mathbb{F}_q \) and \( \mathbb{F}_q(X) \) its field of fractions. The set \( \mathbb{F}_q((X^{-1})) \) of Laurent series over \( \mathbb{F}_q \) is defined as follows

\[
\mathbb{F}_q((X^{-1})) = \left\{ f = \sum_{i=0}^{\infty} f_i X^{-i} : n_0 \in \mathbb{Z} \text{ and } f_i \in \mathbb{F}_q \right\}.
\]

Let \( f = \sum f_i X^{-i} \) be any formal power series, we denote its polynomial part by \([f]\) and by \( \{f\} \) its fractional part. We remark that \( f = [f] + \{f\} \). If \( f \neq 0 \), then the polynomial degree of \( f \) is \( \gamma(f) = \sup \{ -i : f_i \neq 0 \} \), the degree of the highest-degree nonzero monomial in \( f \), and \( \gamma(0) = -\infty \). Note that if \([f] \neq 0\) then \( \gamma(f) \) is the degree of the polynomial \([f]\). Thus, we define \( |f| = q^{\gamma(f)} \). Note that \(|.|\) is a nonarchimedean absolute value over \( \mathbb{F}_q((X^{-1})) \).

It is clear that, for all \( P \in \mathbb{F}_q[X] \), \(|P| = q^{\deg P}\) and, for all \( Q \in \mathbb{F}_q[X] \), such that \( Q \neq 0 \), \(|Q| = q^{\deg P - \deg Q}\). We know that \( \mathbb{F}_q((X^{-1})) \) is complete and locally compact with respect to the metric defined by this absolute value. We denote by \( \overline{\mathbb{F}_q((X^{-1}))} \) an algebraic closure of \( \mathbb{F}_q((X^{-1})) \). We note that the absolute value has a unique extension to \( \overline{\mathbb{F}_q((X^{-1}))} \). Abusing the notation a little, we will use the same symbol \(|.|\) for the two absolute values.

Following [4], we introduce a lexicographic order \( \prec \) on \( \mathbb{F}_q((X^{-1})) \). Let \( \mathbb{F}_q \) be a finite field equipped with a total order \( \prec \), with \( 0 \prec 1 \) and \( 1 \prec a \) for all \( a \in \mathbb{F}_q \setminus \{0, 1\} \). Then the lexicographic order on \( \mathbb{F}_q((X^{-1})) \) is defined as follows. Let

\[
f = \sum_{i=n}^{+\infty} f_i X^{-i} \quad \text{and} \quad g = \sum_{i=m}^{+\infty} g_i X^{-i}.
\]

If \( \deg f < \deg g \) then \( f \prec g \) and if we have \( \deg f = \deg g \) then \( f \prec g \) if \( f_n < g_m \) or \( f_n = g_m \), \( \ldots, f_{n+j} = g_{m+j}, f_{n+j+1} \prec g_{m+j+1} \) for some \( j \in \mathbb{N}^* \).

**Proposition 2.1** ([14]). Let \( K \) be a complete field with respect to a nonarchimedean absolute value \(|.|\) and \( L/K \) \((K \subseteq L)\) be an algebraic extension of degree \( m \). Then \(|.|\) has a unique extension to \( L \) defined by \(|a| = \sqrt[m]{|N_{L/K}(a)|} \) and \( L \) is complete with respect to this extension.
We apply Proposition 2.1 to algebraic extensions of $\mathbb{F}_q((X^{-1}))$. Since $\mathbb{F}_q[X] \subset \mathbb{F}_q((X^{-1}))$, every algebraic element over $\mathbb{F}_q[X]$ can be evaluated. However, since $\mathbb{F}_q((X^{-1}))$ is not algebraically closed, such an element is not necessarily expressed as a power series. For a full characterization of the algebraic closure of $\mathbb{F}_q[X]$, we refer to Kedlaya [7].

**Definition 2.1.** Let
\[(\dagger) \quad f(X,Y) = A_0 + A_1 Y + \cdots + A_m Y^m \in \mathbb{F}_q[X,Y], \quad A_i \in \mathbb{F}_q[X],\]
be irreducible of $\mathbb{F}_q[X,Y]$. To each monomial $A_i Y^i \neq 0$, we assign the point $(i, \deg(A_i)) \in \mathbb{Z}^2$. For $A_i = 0$, we ignore the corresponding point $(i, -\infty)$. If we consider the upper convex hull of the set of points
\[
\{(0, \deg(A_0)), \ldots, (m, \deg(A_m))\},
\]
we obtain the so-called upper Newton polygon of $f(X, Y)$ with respect to $Y$. The polygon is a sequence of line segments $E_1, E_2, \ldots, E_t$ with monotone decreasing slopes.

**Proposition 2.2** ([14]). Let $f(X,Y) \in \mathbb{F}_q[X,Y] \subset \mathbb{F}_q((Y^{-1}))[X]$ be of the form $(\dagger)$. Since $\mathbb{F}_q((Y^{-1}))$ is complete with respect to $|\cdot|$, there is a unique extension of $|\cdot|$ to the splitting field $L$ of $f(X, Y)$ over $K = \mathbb{F}_q((Y^{-1}))$.

Let $1 \leq r < r + s \leq m$. We define $E$ to be the line joining the points $(r, \deg(A_r))$ and $(r + s, \deg(A_{r+s}))$, which has slope
\[
k = \frac{\deg(A_{r+s}) - \deg(A_r)}{s}.
\]
Then $f(X, Y)$ as a polynomial in $Y$ has $s$ roots $\alpha_1, \ldots, \alpha_s$ with $|\alpha_1| = \cdots = |\alpha_s| = q^{-k}$.

**Corollary 2.3.** There are no roots in $\mathbb{F}_q((X^{-1}))$ with absolute value $> 1$ of the polynomial
\[
H(Y) = A_n Y^n + A_{n-1} Y^{n-1} + \cdots + A_0,
\]
where $|A_n| = \sup_{0 \leq i \leq n} |A_i|$.

**Corollary 2.4.** Let $P(Y) = A_n Y^n + A_{n-1} Y^{n-1} + \cdots + A_0$ with $A_i \in \mathbb{F}_q[X]$, $A_n = 1$, $A_0 \neq 0$ and $|A_{n-1}| > |A_i|$, for all $i \neq n - 1$. Then, $P$ has only one root $f \in \mathbb{F}_q((X^{-1}))$ satisfying $|f| > 1$. Moreover, $|f| = -[\frac{A_{n-1}}{A_n}]$.

**Proof.** The first part follow easily from Proposition 2.2. For the second part, we use the fact that $[\frac{A_{n-1}}{A_n}]$ is the sum of the roots of the polynomial $P$.

A Salem element $f \in \mathbb{F}_q((X^{-1}))$ is an algebraic integer over $\mathbb{F}_q[X]$ such that $|f| > 1$, whose remaining conjugates in $\mathbb{F}_q(X)$ have an absolute value no greater than 1, and at least one has absolute value exactly 1. In 1962, Bateman and Duquette [1] introduced and characterized Pisot and Salem elements in the field of Laurent series.
Theorem 2.2. An element \( f \) in \( \mathbb{F}_q((X^{-1})) \) is a Pisot element if and only if its minimal polynomial can be written as \( P(Y) = Y^s + A_{s-1}Y^{s-1} + \cdots + A_0 \), \( A_i \in \mathbb{F}_q[X] \) for \( i = 0, \ldots, s-1 \) with \( |A_{s-1}| > |A_i| \) for \( i = 0, \ldots, s-2 \).

Theorem 2.3. An element \( f \) in \( \mathbb{F}_q((X^{-1})) \) is a Salem element if and only if its minimal polynomial can be written as \( P(Y) = Y^s + A_{s-1}Y^{s-1} + \cdots + A_0 \), \( A_i \in \mathbb{F}_q[X] \) for \( i = 0, \ldots, s-1 \) with \( |A_{s-1}| = \sup_{i \neq s-1} |A_i| \).

3. Smallest Salem element in \( \mathbb{F}_q((X^{-1})) \)

In the following results and without loss of generality, we suppose that \( 1 \) is the least element of \( \mathbb{F}_q^{\ast} \) and by the algebraic degree of an algebraic element of \( \mathbb{F}_q((X^{-1})) \) we mean the degree of its minimal polynomial over \( \mathbb{F}_q(X) \). Our main result is the following theorem.

Theorem 3.1. Let \( n \geq 3 \). Then the equation
\[
Y^n - XY^{n-1} - Y + X - 1 = 0
\]
has a unique root \( w_n \) in \( \mathbb{F}_q((X^{-1})) \) of degree \( \geq 1 \). Moreover, \( w_n \) is the smallest Salem series of algebraic degree \( n \) in \( \mathbb{F}_q((X^{-1})) \).

The following lemma is a direct consequence of Lemma 3 in [6].

Lemma 3.2. Let \( f \) and \( g \in \mathbb{F}_q((X^{-1})) \) be two Salem elements of algebraic degree \( n \) and \( d \) such that \( f \neq g \). Then
\[
|f - g| \geq \frac{1}{H(f)^d|g|^{n-2}}
\]
with \( H(f) \) the height of \( f \) defined by \( H(f) = \sup_{1 \leq i \leq n} |A_i| \), where
\[
P(Y) = A_nY^n + A_{n-1}Y^{n-1} + \cdots + A_0 \in \mathbb{F}_q[X,Y]
\]
is the minimal polynomial of \( f \).

Lemma 3.3. Let \( w \) be a Salem series in \( \mathbb{F}_q((X^{-1})) \) of algebraic degree \( n \geq 3 \) such that \( |w| = X \). Then we have
\[
w - X > \frac{1}{X^{n-1}} \quad \text{and} \quad w - X - \frac{1}{X^{n-1}} > \frac{1}{X^{2(n-1)}}.
\]

Proof. The minimal polynomial of \( w \) is necessarily of the form
\[
P_0(Y) = Y^n + (\alpha - X)Y^{n-1} + A_{n-2}Y^{n-2} + \cdots + A_1Y + A_0 \in \mathbb{F}_q[X,Y]
\]
with \( \alpha \in \mathbb{F}_q \), \( A_n = 1 \), \( A_{n-1} = \alpha - X \), \( A_0 \neq 0 \) and
\[
(\ast) \quad \sup(|A_{n-2}|, |A_{n-3}|, \ldots, |A_0|) = |X| > 1.
\]
Since \([w] = X\) so \(w = X + \frac{1}{g}\) with \(|g| > 1\). By replacing \(w\) by \((X + \frac{1}{g})\), we get

\[
\left( X + \frac{1}{g} \right)^n + (\alpha - X) \left( X + \frac{1}{g} \right)^{n-1} + A_{n-2} \left( X + \frac{1}{g} \right)^{n-2} + \cdots + A_1 \left( X + \frac{1}{g} \right) + A_0 = 0.
\]

Thus, it follows directly from this expression that we can prove that \(g\) satisfies the following equation:

\((*)\) \[g^n B_n + g^{n-1} B_{n-1} + \cdots + g^2 B_2 + g B_1 + B_0 = 0,\]

where

\[B_k = \sum_{j=n-k}^n \binom{j}{n-k} A_j X^{j+k-n} = \sum_{j=0}^k \binom{j+n-k}{n-k} A_{j+n-k} X^j.\]

If \(\alpha \neq 0\), then both \(B_n\) and \(B_{n-1}\) have degree \(n - 1\). Since \(\deg(B_k) \leq k + 1\) from \((*)\) we have \(|B_n| = \sup_{0 \leq i \leq n-1} |B_i|\). Hence by Lemma 2.3 there is no root of \((*)\) with absolute value > 1. So necessarily \(\alpha = 0\). In this case

\((**\) \[
\begin{align*}
B_n &= A_{n-2} X^{n-2} + A_{n-3} X^{n-3} + \cdots + A_1 X + A_0, \\
B_{n-1} &= X^{n-1} + A_{n-2} (n-2) X^{n-3} + \cdots + A_1 = X^{n-1} + H_{n-2}.
\end{align*}
\]

Remark that \(B_k\) has degree at most \(k + 1\), as the \(A_i\) are of degree at most 1. Also that \(B_{n-2}\) has degree at most \(n - 2\), using \(A_n = 1\). These two facts give that \(\deg(B_{n-1}) > \deg(B_i)\) for \(i \neq n - 1\). By Lemma 2.4, there is a unique root of \((*)\) denoted \(g\) with \(|g| > 1\) and \(|g| = -\lceil B_{n-1} \rceil\) so \(\deg(g) \leq n - 1\), and then \(w - X > \frac{1}{X^{n-1}}\).

Now let us prove that \(w - X - \frac{1}{X^{n-1}} > \frac{1}{X^{2(n-1)}}\). We separate two cases:

**Case 1.** \(\deg(g) = n - 1\). From the Newton polygon of \((*)\) \(\deg(B_{n-1}) = n - 1\) and \(\deg(B_n) = 0\). To prove that \(w - X - \frac{1}{X^{n-1}} > \frac{1}{X^{2(n-1)}}\), it suffices to prove that \(|g| \neq X^{n-1}\).

We suppose that \(|g| = X^{n-1}\). Then \(B_{n-1} = X^{n-1}\) and \(B_n = 1\) which gives \(H_{n-2} = 0\) and \(B'_n = \frac{dB_n}{dX} = 0\). However,

\[B'_n = H_{n-2} + A'_{n-2} X^{n-2} + \cdots + A'_1 X + A'_0,\]

where \((A'_i) \in \mathbb{F}_q\) for all \(0 \leq i \leq n - 2\), then, as \(\deg A_i = 1\), \(A'_i = 0\) for all \(0 \leq i \leq n - 2\). Hence \(|A_i| \leq 1\) for \(0 \leq i \leq n - 2\), contradicting \((*)\).

**Case 2.** \(\deg(g) < n - 1\). Here \(w - X - \frac{1}{X^{n-1}} > \frac{1}{X^{n-1}} > \frac{1}{X^{2(n-1)}}\).
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Proof of Theorem 3.1. By Proposition 2.2, the equation

$$Y^n - XY^{n-1} - Y + X - 1 = 0$$

has a unique root $w_n$ in $\mathbb{F}_q((X^{-1}))$ with $|w_n| > 1$ and the other roots of absolute value equal to 1. So $w_n$ is a Salem series. Moreover, $w_n = X + \frac{1}{g}$ where $[g] = X^{n-1} - 1$ (by (**)), which implies that

(2)  \[ w_n = X + \frac{1}{X^{n-1}} + \frac{1}{X^{2(n-1)}} + \cdots \]

We suppose that the algebraic degree of $w_n$ is $s < n$. Then by Lemma 3.3 we have $w_n - X > \frac{1}{X^{s+1}}$, which is absurd because $w_n - X = \frac{1}{X^{n-1}} + \cdots < \frac{1}{X^{s+1}}$.

Now we suppose that $w_n$ is not the smallest Salem element of degree $n$. Then there exists another Salem element $w'_n$ of algebraic degree $n$ such that $w'_n < w_n$. By combining (2) and Lemma 3.3 we obtain that

$$w'_n = X + \frac{1}{X^{n-1}} + \frac{1}{X^{2(n-1)}} + \cdots,$$

so that $|w_n - w'_n| < \frac{1}{|X|^{2(n-1)}}$, which contradicts Lemma 3.2. \hfill \Box

Corollary 3.4. There is no smallest Salem series in $\mathbb{F}_q((X^{-1}))$.

Proof. Let $w_n$ be the unique root in $\mathbb{F}_q((X^{-1}))$ of (1). So $w_{n+1} < w_n$ and

$$\lim_{n \to +\infty} \{w_n\} = 0.$$  \hfill \Box

4. Diophantine approximation of $w_n$ in $\mathbb{F}_{2^m}((X^{-1}))$

In this section we will prove that the smallest Salem element of degree $n$ in $\mathbb{F}_{2^m}((X^{-1}))$ is well approximable for infinitely $n \geq 2$. In order to measure the quality of rational approximation, we introduce the following notation and definition.

Let us consider the set $M_q = \{f \in \mathbb{F}_q((X^{-1})) : |f| < 1\}$ and consider the transformation

$$T : M_q \rightarrow M_q, \quad f \mapsto \left\{ \frac{1}{f} \right\}.$$  

For any $f \in \mathbb{F}_q((X^{-1}))$ we define a polynomial sequence $(a_n)_{n \geq 0}$ by

$$a_0 = [f] \quad \text{and, for } n \geq 1, \quad a_n = \left[ \frac{1}{T_{n-1}(f-[f])} \right].$$

We easily check that

$$f = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \cdots}}.$$
This expression is called the continued fraction expansion of \( f \) and it will be simply denoted by \( f = [a_0, a_1, a_2, \ldots] \). The sequence \((a_i)_{i \geq 0}\) is called the sequence of partial quotients of \( f \).

We study the approximation of the elements of \( \mathbb{F}_q((X^{-1})) \) by the elements of \( \mathbb{F}_q(X) \). In particular, we consider this approximation for the elements of \( \mathbb{F}_q((X^{-1})) \) that are algebraic over \( \mathbb{F}_q(X) \). Let \( f = [a_0, a_1, a_2, \ldots] \) be an irrational element of \( \mathbb{F}_q((X^{-1})) \), so that infinitely many \( a_i \) are nonzero. For all real numbers \( \mu \), we define

\[
B(f, \mu) = \lim \inf_{|Q| \to \infty} |Q|^\mu |Qf - P|,
\]

where \( P \) and \( Q \) run over polynomials in \( \mathbb{F}_q[X] \) with \( Q \neq 0 \). The approximation exponent of \( f \) is defined by

\[
\nu(f) = \sup\{ \mu \in \mathbb{R} : B(f, \mu) < \infty \}.
\]

A simple calculation proves that

\[
\nu(f) = 1 + \lim \sup \left( \frac{\deg a_{k+1}}{\sum_{1 \leq i \leq k} \deg a_i} \right).
\]

Using this quantity we can define the following classification. If \( f \in \mathbb{F}_q((X^{-1})) \), we say that:

- \( f \) is **badly approximable** if \( \nu(f) = 1 \) and \( B(f, 1) > 0 \). This is equivalent to saying that the partial quotients in the continued fraction expansion for \( a \) are bounded.
- \( f \) is **normally approximable** if \( \nu(f) = 1 \) and \( B(f, 1) = 0 \).
- \( f \) is **well approximable** if \( \nu(f) > 1 \).

We now restrict attention to the case \( q = 2^m \). Our main result in this section is given by the following theorem.

**Theorem 4.1.** Let \( n = 2^s + 1 \) with \( s \geq 1 \). Then the smallest Salem element of degree \( n \) in \( \mathbb{F}_{2^m}((X^{-1})) \) denoted \( w_s \) is well approximable.

Before giving the proof of this theorem, we recall the following lemma.

**Lemma 4.2** ([2]). Let \( f = [a_0, a_1, a_2, a_3, \ldots] \) in \( \mathbb{F}_{2^m}((X^{-1})) \). Then:

1. \( f^{-1} = [0, a_0, a_1, a_2, \ldots] \) if \( a_0 \neq 0, 1 \).
2. \( f^{2^n} = [a_0^{2^n}, a_1^{2^n}, a_2^{2^n}, \ldots] \), for \( n \geq 1 \).

**Proof of Theorem 4.1.** For \( n = 2^s + 1 \) and \( Y = w_s \), Equation (1) becomes in characteristic 2:

\[
w_s^{2^n+1} + Xw_s^{2^n} + w_s + X + 1 = 0.
\]

Then \( (w_s^{2^n} + 1)(w_s + X) = 1 \). We have \( w_s \neq X \), then \( w_s^{2^n} + 1 = \frac{1}{w_s + X} \).
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Let $w_s = [a_0, a_1, a_2, \ldots, a_n, \ldots]$. By Lemma 4.2, $w_s^{2n} = [a_0^{2n}, a_1^{2n}, a_2^{2n}, \ldots]$ and $\frac{1}{w_s^{2n} + 1} = [0, a_0^{2n} + 1, a_1^{2n}, a_2^{2n}, \ldots]$. Then

$$w_s + X = [a_0 + X, a_1, a_2, \ldots] = [0, a_0^{2n} + 1, a_1^{2n}, a_2^{2n}, \ldots].$$

This implies that $a_0 = X$, $a_1 = a_0^{2n} + 1 = X^{2n} + 1$ and, for $i \geq 2$,

$$a_i = a_{i-1}^{2n} = X^{2^{in}} + 1,$$

by an easy induction. So $\deg(a_i) = 2^{in}$

$$\nu(w_s) = 1 + \lim_{k \to \infty} \sup \frac{\deg a_{k+1}}{\sum_{1 \leq i \leq k} \deg a_i} = 1 + \lim_{k \to \infty} \frac{2^{n(k+1)}}{2^{n} + 2^{2n} + \ldots + 2^{kn}} = 2^n > 1.$$
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