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Abstract. We show that the diagonal dominance nonsingularity result of Shivakumar and Chew from 1974, and the diagonal dominance nonsingularity result of Farid from 1995, and the result of Huang on characterization of diagonally dominant H-matrices from 1995, all proven independently and in different contexts are, in fact, equivalent. We also offer the fourth and the fifth simpler equivalent conditions, for a diagonally dominant matrix to be an H-matrix.

1. Introduction

M- and H-matrices were introduced in 1937 in the seminal paper of Ostrowski [11]. By naming them M- and H-matrices, Ostrowski paid homage to his teacher Minkowski and to Hadamard, men who had inspired Ostrowski’s work in the matrix theory. M- and H-matrices have proven to be an exceptionally useful tool in linear algebra and numerical mathematics. They play fundamentally important role in the theory of iterative methods for solving systems of linear equations (see [11], Chapter 7 and [2]). For applications in the probability theory (Markov chains) see [11] Chapter 8], for applications in economics (input-output analysis) see [11] Chapter 9], and for applications in mathematical programming (linear complementarity problem) see [11] Chapter 10]. M- and H-matrices also play fundamentally important role in the localization of the eigenvalues of a given matrix (see [14] and [8]). Subclasses of M- and H-matrices admit various bounds for the norm of the matrix inverse, and thus also for the conditional number and the smallest singular value, (see [9], [10], [16]), which makes them a useful tool in various branches of numerical mathematics, for example numerical solving of differential equations.

One can find 50 equivalent definitions of the class of M-matrices in [11], Chapter 6]. Some additional equivalent definitions can be found in [15]. Varga assumes
in [14] Appendix C, page 204] that there are more than 70 equivalent definitions of the class of M-matrices in the literature. H-matrices are a simple and natural generalization of the class of M-matrices and the class of strictly diagonally dominant (SDD) matrices (see the next section).

The main result of this paper is contained in Theorem 3.1. The result of Shivakumar and Chew from 1974 [12], and the diagonal dominance nonsingularity result of Farid from 1995 [4], and the result of Huang on characterization of diagonally dominant H-matrices from 1995 [7], all proven independently and in different contexts, is established. Also, two new and simpler characterizations of diagonally dominant H-matrices are obtained. All the results in this paper are formulated in terms of H-matrices, however it is easy to reformulate them in terms of the smaller but more well known class of M-matrices.

2. Preliminaries

Throughout the paper, for a matrix $A = [a_{ij}] \in \mathbb{C}^{n \times n}$, we use the following notation:

- $N := \{1, 2, \ldots, n\}$, the set of all indices,
- $S := N \setminus S$, the complement of $S \subseteq N$,
- $r_i(A) := \sum_{j \in N \setminus \{i\}} |a_{ij}|$, deleted $i$th row sum of the matrix $A$,
- $r_i^S(A) := \sum_{j \in S \setminus \{i\}} |a_{ij}|$, part of the previous sum, corresponding to the set $S \subseteq N$.

Obviously, for arbitrary nonempty proper subset $S$ of $N$ and for each index $i \in N$, we have

$$r_i(A) = r_i^S(A) + r_i^S(A).$$

Let $A|_{S^2}$ denote the principal submatrix of a matrix $A$, which corresponds to a set $S$ of indices.

2.1. Matrix digraph, irreducibility and Frobenius normal form. For a given matrix $A = [a_{ij}] \in \mathbb{C}^{n \times n}$, we construct its directed graph $G(A)$ in the following way (for more details see [14] Chapter 1, page 12). The set of vertices of $G(A)$ is $\{v_1, v_2, \ldots, v_n\}$, consisting of any $n$ distinct points. For any nonzero entry $a_{ij}$ of $A$, connect the vertex $v_i$ to the vertex $v_j$ by means of a directed arc $\overrightarrow{v_iv_j}$, directed from the initial vertex $v_i$ to the terminal vertex $v_j$. If $a_{ii} \neq 0$, then $\overrightarrow{v_iv_i}$ is a loop. A directed path in $G(A)$ is a collection of abutting directed arcs $\overrightarrow{v_{i_0}v_{i_1}}, \overrightarrow{v_{i_1}v_{i_2}}, \ldots, \overrightarrow{v_{i_{k-1}}v_{i_k}}$, connecting the initial vertex $v_{i_0}$ to the terminal vertex $v_{i_k}$. The directed graph $G(A)$ is strongly connected if, for each ordered pair $v_i$ and $v_j$ of vertices, there is a directed path in $G(A)$ connecting the initial vertex $v_i$ to the terminal vertex $v_j$. 
We say that a matrix $A \in \mathbb{C}^{n \times n}$, $n \geq 2$, is reducible if there exists a permutation matrix $P \in \mathbb{R}^{n \times n}$ and a positive integer $r$, with $1 \leq r < n$, for which

$$PAP^T = \begin{bmatrix} A_{11} & A_{12} \\ O & A_{22} \end{bmatrix}$$

where $A_1 \in \mathbb{C}^{r \times r}$ and $A_2 \in \mathbb{C}^{(n-r) \times (n-r)}$. Otherwise, we say that $A$ is irreducible. It is easy to prove that a matrix $A$ is irreducible if and only if its directed graph $G(A)$ is strongly connected.

For any matrix $A \in \mathbb{C}^{n \times n}$, $n \geq 2$, there exists a permutation matrix $P \in \mathbb{R}^{n \times n}$ and a positive integer $m$, with $1 \leq m \leq n$ such that

$$PAP^T = \begin{bmatrix} R_{11} & R_{12} & \cdots & R_{1m} \\ 0 & R_{22} & \cdots & R_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & R_{mm} \end{bmatrix},$$

where each matrix $R_{jj}$, $j \in \{1, 2, \ldots, m\}$, is either a $1 \times 1$ matrix, or an $n \times n$ irreducible matrix with $n_j \geq 2$. The above matrix is called the Frobenius normal form of $A$ (see [14], Chapter 1, page 11). Notice that the Frobenius normal form of $A$ is not unique.

**2.2. Diagonal dominance and nonsingularity results.** We say that a matrix $A \in \mathbb{C}^{n \times n}$, $n \geq 2$, is SDD (strictly diagonally dominant) if

$$|a_{ii}| > r_i(A)$$

for all $i \in \mathbb{N}$, that it is DD (diagonally dominant) if

$$|a_{ii}| \geq r_i(A)$$

for all $i \in \mathbb{N}$, and that it is DD+ if it is DD, and there exist $i \in \mathbb{N}$ such that $|a_{ii}| > r_i(A)$.

With $T(A)$ we denote the set of indices of non-SDD rows of a matrix $A$,

$$T(A) := \{ i \in \mathbb{N} \mid |a_{ii}| \leq r_i(A) \}.$$

Since computing determinants is costly, easily checkable nonsingularity results are of interest in applied linear algebra. The following proposition contains the oldest and the simplest among such results, based on the diagonal dominance. It was proven independently by many mathematicians: Levy (1881), Desplanques (1887), Minkowski (1900) and Hadamard (1903).

**Proposition 2.1.** If a matrix $A \in \mathbb{C}^{n \times n}$, $n \geq 2$, is SDD, then $A$ is nonsingular.

In 1931 Geršgorin proved in his seminal paper on eigenvalue localization [6] that DD+ matrices are nonsingular. However, the statement turned out to be incorrect. For example, the matrix $A = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}$ is DD+ and singular. The mistake was corrected in 1949 by Taussky [13] by using the notion of irreducibility.

**Proposition 2.2.** If a matrix $A \in \mathbb{C}^{n \times n}$, $n \geq 2$, is irreducible and DD+, then $A$ is nonsingular.
In 1974 Shivakumar and Chew gave the following extension of both Proposition 2.1 and Proposition 2.2.

**Proposition 2.3.** Let $A = [a_{ij}] \in \mathbb{C}^{n \times n}$, $n \geq 2$, be a DD matrix such that $T(A) = \emptyset$, or for each $i_0 \in T(A)$ there exists a nonzero elements chain of the form $a_{i_0i_1}, a_{i_1i_2}, \ldots, a_{i_{p−1}i_p}$, with $i_p \in T(A)$. Then $A$ is nonsingular.

The nonzero elements chains of $A$, means that from every $i \in T(A)$ there exists a path to some $j \in T(\overline{A})$ in the directed graph $G(A)$, associated to the matrix $A$.

Before stating Farid’s result, we need the following definition.

**Definition 2.1.** Let $A = [a_{ij}] \in \mathbb{C}^{n \times n}$, $n \geq 2$, and let $S$ be a proper subset of $N$. We say that the set $S$ is interwoven for the matrix $A$ if $|S| \leq 1$, or $|S| = s > 1$ and there exist different numbers $p_1, p_2, \ldots, p_{s−1} \in S$, as well as numbers $q_1, q_2, \ldots, q_{s−1}$ (not obligatory different), such that $q_1 \in S$, $a_{p_iq_i} \neq 0$ and $q_i \in S \cup \{p_1, p_2, \ldots, p_{s−1}\}$, $a_{p_iq_i} \neq 0$, for every $i \in \{2, 3, \ldots, s−1\}$.

Farid independently obtained the following extension of both Proposition 2.3 and Proposition 2.2 in 1995.

**Proposition 2.4.** Let $A = [a_{ij}] \in \mathbb{C}^{n \times n}$, $n \geq 2$, be a DD matrix with nonzero diagonal entries, such that $T(A)$ is an interwoven set of indices for $A$. Then $A$ is nonsingular.

**2.3. M- and H-matrices.** We shall say that a matrix $A = [a_{ij}] \in \mathbb{R}^{n \times n}$ has the L-form if $a_{ii} > 0$ for $i \in N$ and $a_{ij} \leq 0$ for $i, j \in N$, $i \neq j$.

**Definition 2.2.** A matrix $A$ which has the L-form is an M-matrix if it is nonsingular and $A^{−1}$ is a nonnegative matrix.

Given any $A \in \mathbb{C}^{n \times n}$, let $\mathcal{M}(A) = [\alpha_{ij}] \in \mathbb{R}^{n \times n}$ denote its comparison matrix, i.e.,

$$\alpha_{ii} := |a_{ii}|, \text{ for all } i \in N,$$

$$\alpha_{ij} := -|a_{ij}|, \text{ for all } i, j \in N, i \neq j.$$

**Definition 2.3.** A matrix $A \in \mathbb{C}^{n \times n}$ is an H-matrix if its comparison matrix $\mathcal{M}(A)$ is an M-matrix.

Therefore, H-matrices are a generalization of M-matrices, and we have that $A$ is an H-matrix if and only if $A^T$ is. The following characterization shows that H-matrices are also a generalization of SDD matrices.

**Proposition 2.5.** A matrix $A \in \mathbb{C}^{n \times n}$ is an H-matrix if and only if there exists a nonsingular diagonal matrix $D$ such that $AD$ is an SDD matrix.

As a consequence, we obtain that H-matrices are nonsingular, and that each H-matrix has at least one SDD row (and column). The nonsingularity result of Taussky (Proposition 2.2) can actually be strengthened.

**Proposition 2.6.** If a matrix $A \in \mathbb{C}^{n \times n}$, $n \geq 2$, is irreducible and $DD^+$, then $A$ is an H-matrix.
Proof. If $A$ is an irreducible DD+ matrix, let $\mathcal{M}(A) = D - B$, where $D = \text{diag}(|a_{11}|, |a_{22}|, \ldots, |a_{nn}|)$. Then $B \geq 0$, and $D > 0$ because irreducible DD+ matrices have nonzero diagonal entries. We have that $D^{-1}B \geq 0$ and that $p(D^{-1}B) < 1$. Assume contrary, that $p(D^{-1}B) \geq 1$ and take eigenvalue $\lambda \in \sigma(D^{-1}B)$ such that $|\lambda| \geq 1$. Then $\det(\lambda D - B) = 0$, and $\lambda D - B$ is irreducible DD+, which is a contradiction with Proposition 2.2. Since $p(D^{-1}B) < 1$, the matrix $I - D^{-1}B$ is nonsingular and $(I - D^{-1}B)^{-1} = \sum_{k=0}^{\infty}(D^{-1}B)^k \geq 0$. Then
\[\mathcal{M}^{-1}(A) = (D - B)^{-1} = (I - D^{-1}B)^{-1}D^{-1} \geq 0,\]
which means that $\mathcal{M}(A)$ is an M-matrix, that is $A$ is an H-matrix.

Since it is costly to check whether a given matrix is an H-matrix or not, easily checkable subclasses of the class of H-matrices are of interest in applied linear algebra.

2.4. S-SDD matrices. The class of S-SDD matrices is a subclass of H-matrices introduced independently by Gao and Wang in 1992 [5], and by Cvetković, Kostić and Varga in 2004 [3,14]. We use notation from [3,14].

Definition 2.4. Given any matrix $A = [a_{ij}] \in \mathbb{C}^{n \times n}$, $n \geq 2$, and given any nonempty proper subset $S$ of $N$, then $A$ is an $S$-strictly diagonally dominant (S-SDD) if

(i) $|a_{ii}| > \bar{r}_i^S(A)$ for all $i \in S$,

(ii) $(|a_{ii}| - r_i^S(A))(|a_{jj}| - \bar{r}_j^S(A)) > r_i^S(A)r_j^S(A)$ for all $i \in S, j \in \overline{S}$.

We say that a matrix $A \in \mathbb{C}^{n \times n}$, $n \geq 2$, is S-SDD, if there exists a nonempty proper subset $S$ of $N$, such that $A$ is S-SDD.

The intersection of classes of DD and S-SDD matrices has a very simple characterization.

Proposition 2.7. Let $A = [a_{ij}] \in \mathbb{C}^{n \times n}$, $n \geq 2$, be a DD matrix. Then, $A$ is an S-SDD if and only if $T(A) = \emptyset$, or $A|_{T(A)^{\perp}}$ is an SDD matrix.

As a consequence, we conclude that if a matrix $A$ is DD, such that $T(A) = \emptyset$, or $A|_{T(A)^{\perp}}$ is an SDD matrix, then $A$ is an H-matrix. We strengthen this result in Theorem 3.1.

2.5. S-H matrices. The class of S-H matrices is a subclass of H-matrices introduced by Huang in 1995 [7].

Definition 2.5. Given any matrix $A = [a_{ij}] \in \mathbb{C}^{n \times n}$, $n \geq 2$, and given any nonempty proper subset $S$ of $N$, $(S = \{i_1, i_2, \ldots, i_k\})$, then $A$ is an S-H matrix if

(i) $A|_{\bar{S}}$ is an H-matrix,

(ii) $\|\mathcal{M}^{-1}(A|_{\bar{S}}) \cdot \bar{r}^S(A)\|_{\infty} < \min_{j \in \overline{S}} \frac{|a_{jj}| - r_j^S(A)}{r_j^S(A)},$

where $\bar{r}^S(A) := [r_{i_1}^S(A) \ r_{i_2}^S(H) \ \cdots \ r_{i_k}^S(A)]^T$, $\bar{S} := \pm \infty$ (depending on the sign of $a \neq 0$) and $\bar{S} := 0$. 
We say that a matrix \( A \in \mathbb{C}^{n \times n}, n \geq 2 \), is an \( S \)-H matrix, if there exists a nonempty proper subset \( S \) of \( N \) such that \( A \) is an \( S \)-H matrix.

The following characterization of diagonally dominant H-matrices is proven by Huang \[7\].

**Proposition 2.8.** Let \( A = [a_{ij}] \in \mathbb{C}^{n \times n}, n \geq 2 \), be a DD matrix. Then \( A \) is an H-matrix if and only if \( T(A) = \emptyset \), or \( A \) is a \( T(A) \)-H matrix, i.e.,

\[
\begin{align*}
&\text{(i) } \text{ } A|_{T(A)^2} \text{ is an H-matrix,} \\
&\text{(ii) } \|M^{-1}(A)|_{T(A)^2}\|_{\infty} < \min_{j \in T(A)} \frac{|a_{jj}| - r_{j}^{T(A)}(A)}{r_{j}^{T(A)}(A)},
\end{align*}
\]

We shall simplify that characterization in Theorem 3.1 by showing that condition (2.1 ii) is surplus.

3. Main result

The main result of the paper is the following theorem. The condition (b) is obtained by Shivakumar and Chew in 1974, the condition (c) by Farid in 1995, and the condition (d) by Huang in 1995. The conditions (e) and (f) are new.

**Theorem 3.1.** Let \( A = [a_{ij}] \in \mathbb{C}^{n \times n}, n \geq 2 \), be a diagonally dominant (DD) matrix. Then the following conditions are equivalent:

(a) \( A \) is an H-matrix.
(b) \( T(A) = \emptyset \), or for each \( i_0 \in T(A) \) there exists a nonzero elements chain of the form \( a_{ii_1}, a_{ii_2}, \ldots, a_{ii_r} \), with \( i_r \in T(A) \).
(c) \( A \) has nonzero diagonal entries and \( T(A) \) is an interwoven set of indices for \( A \).
(d) \( T(A) = \emptyset \), or \( A \) is a \( T(A) \)-H matrix, i.e.,

\[
\begin{align*}
&\text{(i) } \text{ } A|_{T(A)^2} \text{ is an H-matrix,} \\
&\text{(ii) } \|M^{-1}(A)|_{T(A)^2}\|_{\infty} < \min_{j \in T(A)} \frac{|a_{jj}| - r_{j}^{T(A)}(A)}{r_{j}^{T(A)}(A)},
\end{align*}
\]

(e) \( T(A) = \emptyset \) or \( A|_{T(A)^2} \) is an H-matrix.
(f) For each nonempty \( M \subseteq T(A) \) we have that \( A|M^2 \) is a DD+ matrix.

Before the proof of the theorem, let us first prove the following lemma.

**Lemma 3.1.** Let \( A = [a_{ij}] \in \mathbb{C}^{n \times n}, n \geq 2 \), be a DD matrix such that \( T(A) \neq \emptyset \). If \( A|_{T(A)^2} \) is SDD by columns, then \( A \) is an H-matrix.

**Proof.** \( A \) has to be DD+ matrix, otherwise we easily obtain contradiction. If \( A \) is irreducible, then from Proposition 2.6 we conclude that it is an H-matrix. If it is reducible, then there exists a permutation matrix \( P \), such that \( F = PAP^T \) is the Frobenius normal form of the matrix \( A \)

\[
F = \begin{bmatrix}
R_{11} & R_{12} & \cdots & R_{1m} \\
0 & R_{22} & \cdots & R_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & R_{mm}
\end{bmatrix},
\]
where each matrix $R_{jj}$, $j \in \{1, 2, \ldots, m\}$ is either a $1 \times 1$ matrix, or an $n_j \times n_j$ irreducible matrix with $n_j \geq 2$. If $R_{jj} = [a_{kk}]$ for some $j \in \{1, 2, \ldots, m\}$ and $k \in N$, then $a_{kk} \neq 0$, because $A|_{T(A)}$ is SDD by columns, which implies that $A$ has nonzero diagonal entries. If $R_{jj}$ is an $n_j \times n_j$ irreducible matrix with $n_j \geq 2$, for some $j \in \{1, 2, \ldots, m\}$, then $R_{jj} = A|_{N_j}$ for some $N_j \subset N$ such that $|N_j| = n_j$.

Since $A$ is DD, $R_{jj}$ is also DD, and let us assume that it is not DD+. Then $N_j \subseteq T(A)$, which implies that $R_{jj}$ is SDD by columns. A contradiction with the fact that it is DD which is not DD+. Hence, we have that $R_{jj}$ is DD+. Now from Proposition 2.6 we conclude that $R_{jj}$ is an H-matrix, for every $j \in \{1, 2, \ldots, m\}$.

By Proposition 2.5 there exist diagonal matrices $D_j > 0$ such that $R_{jj}D_j$ is an SDD matrix for every $j \in \{1, 2, \ldots, m\}$. Since the diagonal matrices $c_jD_j$ have the same property for arbitrary positive real numbers $c_j$, $j \in \{1, 2, \ldots, m\}$, we can easily construct a diagonal matrix $D > 0$ such that $FD$ is an SDD matrix. By Proposition 2.5 $F$ is an H-matrix, or equivalently $A$ is an H-matrix. 

\[\square\]

And now the proof of the main theorem follows.

**Proof.** (b) $\Rightarrow$ (a) Analogously to the proof of Proposition 2.6.

(c) $\Rightarrow$ (a) Analogously to the proof of Proposition 2.6.

(b) $\Rightarrow$ (c) Since $A$ is a DD matrix, it can be easily shown that then $A$ has nonzero diagonal entries. If $|T(A)| \leq 1$, then the statement holds trivially, so let us assume that $|T(A)| = t > 1$. Let $i \in T(A)$ be such that the shortest path in $G(A)$ from $i$ to some $j \in T(A)$ is of length $l$ (with $l$ being maximal with such property). Let us put all $t$ indices from $T(A)$ in $l$ sets $N_i, i \in \{1, 2, \ldots, t\}$. We put in $N_1$ those indices for which the shortest path to some $j \in T(A)$ is of length $1$, in $N_2$ those for which such path is of length $2$, and so on. Numbers $p_1, p_2, \ldots, p_{t-1} \in T(A)$ are chosen in such way that $\{p_1, \ldots, p_{k_1}\} = N_1$, $\{p_{k_1+1}, \ldots, p_{k_2}\} = N_2$, \ldots, $\{p_{k_{m-1}+1}, \ldots, p_{m-1}\} \subseteq N_m, m \in \{l-1, l\}$. For every $p_i \in T(A)$, we choose an arbitrary shortest path to some $j \in T(A)$ and then choose $q_i$ to be the first index after $p_i$ on that path. It can now be easily shown with the given choice of numbers $p_n, q_i, i \in \{1, 2, \ldots, t-1\}$, that the set $T(A)$ is interwoven for the matrix $A$.

(c) $\Rightarrow$ (b) By the assumption $A$ has nonzero diagonal entries. If $|T(A)| \leq 1$, the statement trivially holds, so let us assume that $|T(A)| = t > 1$. By assumption, there exist different numbers $p_1, p_2, \ldots, p_{t-1} \in T(A)$, as well as numbers $q_1, q_2, \ldots, q_{t-1}$ (not obligatory different), such that $q_1 \in T(A), a_{p_1 q_1} \neq 0$ and $q_i \in T(A) \cup \{p_0, p_2, \ldots, p_{t-1}\}, a_{p_i q_i} \neq 0$, for every $i \in \{2, 3, \ldots, t-1\}$. By using induction, we shall prove that for every $n \in \{1, 2, \ldots, t-1\}$, there exists a path in $G(A)$ from $p_n$ to some $j \in T(A)$. If $n = 1$, the statement is true for $j = q_1 \in T(A)$. Let us now assume that it is true for all $i \in \{1, 2, \ldots, n-1\}$, where $n \leq t-1$, and let us prove that it is then true for $n$ also. We know that there exist $q_n \in T(A) \cup \{p_1, p_2, \ldots, p_{n-1}\}$ such that $a_{p_n q_n} \neq 0$. If $q_n \in T(A)$, then we can take $j = q_n$, else $q_n = p_i$ for some $i \in \{1, 2, \ldots, n-1\}$. Since by inductive hypothesis there exists a path in $G(A)$ from $p_i$ to some $j \in T(A)$, then there also exists a path from $p_n$ to that $j \in T(A)$. Let $T(A) \setminus \{p_1, p_2, \ldots, p_{t-1}\} = \{i\}$. Since $a_{ii} \neq 0$ and
$r_i(A) = |a_{ii}| > 0$, there exists $k \in N \setminus \{i\}$ such that $a_{ik} \neq 0$. If $k \in \bar{T}(A)$, then we have a path from $i$ to $k \in \bar{T}(A)$, else $k \in T(A) \setminus \{i\} = \{p_1, p_2, \ldots, p_{t-1}\}$, i.e., $k = p_l$ for some $l \in \{1, 2, \ldots, t-1\}$. Since we have proven that there exists a path in $G(A)$ from $p_l$ to some $j \in \bar{T}(A)$, then there also exists a path from $i$ to that $j \in \bar{T}(A)$. Hence, we have proven that for every $i \in T(A)$, there exists a path in $G(A)$ to some $j \in \bar{T}(A)$.

(a) $\Leftrightarrow$ (d) This is Proposition 2.5

(d) $\Rightarrow$ (c) This is trivial.

(c) $\Rightarrow$ (a) If $T(A) = \emptyset$, $A$ is SDD and therefore an H-matrix. So let us assume that $T(A) \neq \emptyset$, and that $A|_{T(A)^2}$ is an H-matrix. Then $A$ has to be DD+ because H-matrices have at least one SDD row. Also, $A|_{T(A)^2}$ is an H-matrix, therefore there exists a diagonal matrix $D_1 > 0$ such that $A|_{T(A)^2}^TD_1$ is an SDD matrix. Let $D > 0$ be a diagonal matrix such that $D|_{T(A)^2} = D_1$ and $D|_{T(A)^2} = \text{diag}(1, 1, \ldots, 1)$. With $B = DA$, we have that $B$ is DD+, $T(A) = T(B)$ and $B|_{T(B)^2}$ is SDD by columns. From Lemma 3.1, we conclude that $B$ is an H-matrix, or equivalently $A$ is an H-matrix.

(a) $\Rightarrow$ (c) Let $A$ be a diagonally dominant H-matrix such that $|T(A)| > 1$. Since $A$ is an H-matrix, it has nonzero diagonal entries. For the sake of simplicity of the proof, let us take indices of elements of the submatrix $A|_{T(A)}$ the same as they were in the matrix $A$, i.e., they are all from $T(A)$. It follows from (a) $\Leftrightarrow$ (e) that $A_1 = A|_{T(A)^2}$ is an H-matrix. If $|T(A_1)| \leq 1$, then we can take for $p_1, p_2, \ldots, p_{t-1}$, where $t = |T(A)|$, some $t-1$ different numbers from $T(A) \setminus T(A_1)$. Then for each such $p_i$, there exist $q_i \in \bar{T}(A)$ such that $a_{pj,q_i} \neq 0$, $i \in \{1, 2, \ldots, t-1\}$. If $|T(A_1)| > 1$, then we choose $p_1, p_2, \ldots, p_{k_1} \in T(A)$, such that $T(A) \setminus T(A_1) = \{p_1, p_2, \ldots, p_{k_1}\}$. For each such $p_i$, there exist $q_i \in T(A)$, such that $a_{pj,q_i} \neq 0$, $i \in \{1, 2, \ldots, k_1\}$. Now it follows that $A_2 = A_1|_{T(A_1)^2}$ is an H-matrix. If $|T(A_2)| \leq 1$, then we can take for $p_{k_1+1}, p_{k_1+2}, \ldots, p_{t-1}$, some $t-k_1-1$ different numbers from $T(A_1) \setminus T(A_2)$. Then for each such $p_i$, there exists $q_i \in \{p_1, p_2, \ldots, p_{k_1}\}$, such that $a_{pj,q_i} \neq 0$, $i \in \{1, 2, \ldots, t-1\}$. If $|T(A_2)| > 1$, then we choose $p_{k_1+1}, p_{k_1+2}, \ldots, p_{k_2} \in T(A)$, such that $T(A_1) \setminus T(A_2) = \{p_{k_1+1}, p_{k_1+2}, \ldots, p_{k_2}\}$. For each such $p_i$, there exist $q_i \in \{p_1, p_2, \ldots, p_{k_2}\}$, such that $a_{pj,q_i} \neq 0$, $i \in \{1, 2, \ldots, k_2\}$. We continue this procedure. Since $\{|T(A_i)|\}, i \in \mathbb{N}$, is a decreasing sequence of natural numbers, after a finite number of steps, we get that $|T(A_m)| \leq 1$. Then we take for $p_{k_m+1}, p_{k_m+2}, \ldots, p_{t-1}$, some $t-k_m-1$ different numbers from $T(A_{m-1}) \setminus T(A_m)$. Then for each such $p_i$, there exist $q_i \in \{p_{k_m+1}, p_{k_m+2}, \ldots, p_{t-1}\}$, such that $a_{pj,q_i} \neq 0$, $i \in \{t-k_m-1, t-k_m-2, \ldots, t-1\}$. Thus, we have constructed different numbers $p_1, p_2, \ldots, p_{t-1} \in T(A)$, as well as numbers $q_1, q_2, \ldots, q_{t-1}$ (not obligatory different), such that $q_i \in \bar{T}(A)$, $a_{pj,q_i} \neq 0$ and $q_i \in \bar{T}(A) \cup \{p_1, p_2, \ldots, p_{t-1}\}$, $a_{pj,q_i} \neq 0$, for every $i \in \{2, 3, \ldots, t-1\}$. Hence, $T(A)$ is an interwoven set of indices for the matrix $A$.

(a) $\Rightarrow$ (f) By Proposition 2.5 there exists a diagonal matrix $D > 0$ such that $AD$ is an SDD matrix. Then $(AD)|_{M^2} = A|_{M^2}D|_{M^2}$ is also an SDD matrix as the
principal submatrix of an SDD matrix. Hence, $A|_{M^2}$ (which is DD) is an H-matrix, and thus has at least one SDD row.

(f) $\Rightarrow$ (a) We prove the contraposition. Assume that $A$ is not an H-matrix. If $A$ is not DD+, then $M = T(A) = N$, else from (f) $\Leftrightarrow$ (e) it follows that $A_1 = A|_{T(A)^2}$ is not an H-matrix. For the sake of simplicity of the proof, let us take indices of elements of the submatrix $A_1|_{T(A)^2}$ the same as they were in the matrix $A$, i.e., they are all from $T(A)$. If $A_1$ is not DD+, then $M = T(A)$, else it follows that $A_2 = A_1|_{T(A)^2} = A|_{T(A)^2}$ is not an H-matrix. By continuing this procedure, we get in a finite number of steps that $A|M^2$ is not DD+ for some $M \subseteq T(A)$, $|M| \geq 2$ else we finish with $1 \times 1$ matrix $A|_{T(A)^2}$, which is not an H-matrix, i.e., $A|_{T(A)^2} = [0]$. In that case, we take $M = T(A_k)$. □
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