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GROUPOID COCYCLES AND DERIVATIONS
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Communicated by M. S. Moslehian

Abstract. This is a study of derivations constructed from conditionally neg-
ative type functions on groupoids which illustrates Sauvageot’s theory of non-
commutative Dirichlet forms.

1. Introduction and preliminaries

The relation between group cocycles and derivations is well-known. B. John-
son’s memoir [7] is a fundamental reference for this in the framework of Banach
algebras. While the classical theory deals mostly with bounded derivations, the
occurence of unbounded derivations came quickly (see for example [9]). Groupoid
cocycles were also considered at an early stage, mainly in a measure-theoretical
setting. It is observed in [14] that a continuous real cocycle on a topological
groupoid G, i.e. a continuous groupoid homomorphism c : G → R, defines by
pointwise multiplication a derivation on the C∗-algebra of the groupoid (when
one assumes that G is locally compact and endowed with a Haar system). It
is shown that this derivation is closable and that it is bounded if and only if
the cocycle is bounded. In this article, we shall replace the vector space R (a
trivial G-module) by a G-real Hilbert bundle. A motivation comes from De-
lorme and Guichardet’s characterization of Kazhdan’s property T for a group G
as a fixed point property for affine isometric actions of G. This is equivalent to
the vanishing of the 1-cohomology group of G with coefficients in an orthogo-
nal representation of G. As noticed by J.-L. Tu in [19], the dictionary between
affine isometric actions, 1-cocycles and functions conditionally of negative type
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still holds for a groupoid G, when one considers a G-real Hilbert bundle instead
of a single G-real Hilbert space. We recall this dictionary in the next section,
using slightly different topological assumptions and giving more complete results
than those of [19]. The next step is a C∗-algebraic construction. A G-Hilbert
bundle naturally defines a C∗-correspondence of the C∗-algebra of the groupoid
to itself. This is a well-known construction for groups (where the authors usually
construct a von Neumann correspondence). This construction also appears in P.-
Y. Le Gall’s thesis [10] as part of the descent functor from KKG to the Kasparov
group of the crossed product. We recall this construction in Section 3 and show
that it defines a functor from the category of G-Hilbert bundles to the category
of C∗(G)-correspondences which respects the product (the precise statement is
given in Theorem 3.4). We give in Section 4 the construction of the derivation
defined by a cocycle with values in a G-Hilbert bundle and shows that it agrees
with Sauvageot’s construction of [18]. We show that the derivation is closable.

We assume that the reader is familiar with the basic theory of groupoids and
their C∗-algebras, as given in [14]. We assume that G is a second countable and
locally compact Hausdorff groupoid. We denote by r, s : G → G(0) the range
and source maps. Given x ∈ G(0), we define Gx = r−1(x). We use the notion of
Banach bundle (we shall only consider Hilbert bundles) as defined in [6]. We also
need the notion of an affine Banach bundle; its definition is easily adapted from
the definition of a Banach bundle.

2. Positive type and conditionally negative type functions

One can expect that the theory of positive type and conditionally negative type
functions extends from groups to groupoids. In fact, the most primitive theory
does not concern groups but trivial groupoids X × X, where these functions
are usually called kernels. The basic ingredient is the GNS construction. These
notions have appeared previously, for example in [13, 16, 12] for positive type
functions on groupoids and in [19] for positive type and conditionally negative
type functions on groupoids. However, the treatment of continuity is incomplete
in the first set of references; J.-L. Tu gives in [19] the main results on the subject
but only a sketch of the proofs; moreover his assumptions are different from ours
(he assumes the existence of continuous local sections for the range map while
we assume the existence of a continuous Haar system; although most examples
satisfy both assumptions, the existence of a continuous Haar system is the natural
assumption in the construction of convolution algebras).

2.1. Positive type kernels. Four our purposes, we need to revisit the classical
theory of positive type kernels. Given a locally compact Hausdorff space X, we
denote by C(X) the space of continuous complex valued functions on X and by
M(X) the space of complex Radon measures on X. We add the subscript c (i.e.
Cc(X),Mc(X)) to add the condition of compact support. We define the weak
topology on Mc(X) as the locally convex topology defined by the semi-norms
α 7→ | < f, α > | = |

∫
fdα|, where f ∈ C(X). The complex conjugate of a

function f [resp. a measure α] is denoted by f ∗ [resp. α∗]. Recall that a complex
valued function ϕ on X×X (also called a kernel) is said to be of positive type if for
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all n ∈ N∗ and all x1, . . . , xn ∈ X, the n by n matrix [ϕ(xi, xj)] is of positive type.
The following result is classical (e.g. [1, Theorem C.1.4] as a recent reference).
We give its proof to introduce notations which we shall use subsequently.

Theorem 2.1. Let X be a locally compact Hausdorff space and let ϕ be a con-
tinuous kernel on X ×X of positive type. Then,

(i) there exists a Hilbert space E and a continuous map e : X → E such
that for all x, y ∈ X, ϕ(x, y) = (e(x)|e(y)) and the linear span of e(X)
is dense in E.

(ii) the pair (E, e) is unique, in the sense that if (E, e) is another solution,
there exists a unique isomorphism u : E → E such that e = u ◦ e.

Proof. The Hilbert space can be constructed as follows. The kernel ϕ extends
to a sesquilinear form Φ on Mc(X) ×Mc(X) such that Φ(α, β) = 〈ϕ, α∗ ⊗ β〉.
By assumption, Φ(α, α) ≥ 0 when α has a finite support. By density of the
measures with finite support in the weak topology (e.g. [2, ch. III, §2, th. 1]),
this holds for all α ∈ Mc(X). Thus Φ is a pre-inner product. After separation
and completion, one obtains a Hilbert E and a linear map j : Mc(X) → E such
that (j(α)|j(β) = 〈ϕ, α∗ ⊗ β〉. We define e : X → E by e(x) = j(εx), where εx is
the point mass at x. The equality

‖e(x)− e(y)‖2 = ϕ(x, x)− 2Re(ϕ(x, y)) + ϕ(y, y)

shows that e is continuous. More generally, the equality

‖j(β)− j(α)‖2 = 〈ϕ, β∗ ⊗ β〉 − 2Re(〈ϕ, α∗ ⊗ β〉) + 〈ϕ, α∗ ⊗ α〉
holds for all α, β ∈Mc(X) and gives the density of j(E) whenever E is a subspace
of Mc(X) which is dense in the weak topology. This applies in particular when
E is the subspace of measures with finite support and when E is the subspace of
the measures of the form fµ, where f ∈ Cc(X) and µ is a fixed positive Radon
measure with support X.

For (ii), we let V [resp. V ] be the linear span of e(X) [resp. e(X)]. Because
of the equality

(
∑
i

λie(xi)|
∑
j

µje(xj)) = (
∑
i

λie(xi)|
∑
j

µje(xj))

the map
∑

i λie(xi) ∈ V 7→
∑

i λie(xi) ∈ V is well defined and is isometric. It
extends to an isometry u : E → E. By construction, e = u◦e. Since this isometry
is prescribed on the dense subspace V , it is unique. �

Remark 2.2. According to this theorem and its proof, a continuous kernel ϕ on
X ×X is of positive type if and only if it satisfies one of the following equivalent
properties:

• for all finitely supported measures α on X, 〈ϕ, α∗ ⊗ α〉 ≥ 0;
• there exists a positive Radon measure µ such that for all f ∈ Cc(X),
〈ϕ, (fµ)∗ ⊗ fµ〉 ≥ 0;
• for all compactly supported measures α on X, 〈ϕ, α∗ ⊗ α〉 ≥ 0;
• there exists a Hilbert space E and a map e : X → E such that for all
x, y ∈ X, ϕ(x, y) = (e(x)|e(y)).
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2.2. Positive type functions. We study next continuous positive type func-
tions on locally compact groupoids.

Definition 2.3. Let G be a groupoid. A complex valued function ϕ defined on
G is said to be of positive type (abbreviated PT) if for all x ∈ G(0), the function
ϕx defined on Gx ×Gx by ϕx(γ, γ

′) = ϕ(γ−1γ′) is a positive type kernel.

In the following proposition, we use the definition of a Hilbert bundle given in
[6]. We refer the reader to [17] for the definition of a G-Hilbert bundle. We use
the following notation: for x ∈ G(0), Ex is the fiber above x; for γ ∈ G, L(γ) is
the linear isometry from Es(γ) to Er(γ). As said earlier, this result is well-known
(see for example [12, Theorem 1]) but its proof is missing.

Proposition 2.4. Let (G, λ) be a locally compact groupoid with Haar system.
Let ϕ : G → C be a continuous function. Then the following conditions are
equivalent:

(i) ϕ is of positive type.
(ii) for all f ∈ Cc(G) and all x ∈ G(0), one has∫ ∫

ϕ(γ−1γ′)f(γ)f(γ′)dλx(γ)dλx(γ′) ≥ 0.

(iii) there exists a continuous G-Hilbert bundle E and a continuous section
e ∈ C(G(0), E) such that

ϕ(γ) = (e ◦ r(γ)|L(γ)e ◦ s(γ)).

Proof. Some of the proofs are essentially the same as in the case of a group. See
for example [5, Section 13.4]. Condition (ii) can be written

∀x ∈ G(0), ∀f ∈ Cc(G), 〈ϕx, (fλx)∗ ⊗ fλx〉 ≥ 0.

Therefore (i)⇔ (ii) by Remark 2.2. Condition (iii) implies that

∀x ∈ G(0), ∀γ, γ′ ∈ Gx, ϕx(γ, γ
′) = (ex(γ)|ex(γ′)),

where the map ex : Gx → Ex is given by ex(γ) = L(γ)e ◦ s(γ). Therefore
(iii) ⇒ (i). The novel part is (i) ⇒ (iii). For each x ∈ G(0), the function ϕx :
Gx×Gx → C is a kernel of positive type. The GNS construction of the previous
section provides a Hilbert space Ex and a continuous function ex : Gx → Ex such
that, for (γ, γ′) ∈ Gx×Gx, ϕx(γ, γ

′) = (ex(γ)|ex(γ′)) and the set {ex(γ), γ ∈ Gx}
is total in Ex. Given γ ∈ Gy

x, there is a unique isometry L(γ) : Ex → Ey such
that L(γ)ex(γ

′) = ey(γγ
′). Indeed, it suffices to check the equality

‖
n∑
i=1

aiey(γγi)‖2 = ‖
n∑
i=1

aiex(γi)‖2

where γ1, . . . , γn ∈ Gx and a1, . . . , an ∈ C. Both terms are equal to

n∑
i,j=1

aiajϕ(γ−1i γj).
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Note that we can write

ϕ(γ) = (e ◦ r(γ)|L(γ)e ◦ s(γ))

where e is the section G(0) → E =
∐
Ex defined by e(x) = ex(x). It remains

to give E the structure of a Hilbert bundle and to show that the action map
G ∗ E → E is continuous. Given f ∈ Cc(G), we define the section j(fλ) by

j(fλ)(x) =

∫
ex(γ)f(γ)dλx(γ).

The set Λ = {j(fλ), f ∈ Cc(G)} is a linear subspace of ΠEx; it is a fundamental
family (i.e. for each x, Λ(x) is total in Ex); and the norm

‖j(fλ)(x)‖ = [

∫
ϕ(γ−1γ′)f(γ)f(γ′)dλx(γ)dλx(γ′)]1/2

is a continuous function of x. Therefore, according to [6, Theorem 13.18], there
is a unique topology on E making it into a Hilbert bundle and such that all
the elements of Λ are continuous sections. The above section e : G(0) → E is
continuous since for all f ∈ Cc(G),

(e(x)|j(fλ)(x)) =

∫
ϕ(γ)f(γ)dλx(γ)

is a continuous function of x. It remains to show that the action map G∗E → E
is continuous. This amounts to showing the continuity of the bundle map a :
s∗E → r∗E sending (γ, ξ) ∈ G × Es(γ) to (γ, L(γ)ξ) ∈ G × Er(γ). According to
[6, Proposition 13.16], this amounts to showing that for all ξ in a fundamental
family of sections, the section a ◦ ξ is continuous. The pullback bundle s∗E has
the fundamental family of sections Cc(G) ⊗ Λ, where for g ∈ Cc(G) and ξ ∈ Λ,
(g ⊗ ξ)(γ) = g(γ)ξ ◦ s(γ). Let ξ = g ⊗ j(fλ) ∈ Cc(G) ⊗ Λ, where f, g ∈ Cc(G).
Then

a ◦ ξ(γ) = g(γ)L(γ)j(fλ)(s(γ))
=

∫
L(γ)L(γ′)e ◦ s(γ′)g(γ)f(γ′)dλs(γ)(γ′)

=
∫
L(γγ′)e ◦ s(γ′)g(γ)f(γ′)dλs(γ)(γ′)

=
∫
L(γ′)e ◦ s(γ′)g(γ)f(γ−1γ′)dλr(γ)(γ′)

=
∫
e(γ′)g(γ)f(γ−1γ′)dλr(γ)(γ′)

It is of the form γ 7→
∫
e(γ′)F (γ, γ′)dλr(γ)(γ′) with F ∈ Cc(G ∗r G), where

G ∗r G = {(γ, γ′) ∈ G×G : r(γ) = r(γ′)}. Such a section is continuous. Indeed,
this is true when F is of the form F (γ, γ′) = f(γ)g(γ′), where f, g ∈ Cc(G),
because it is of the form f⊗j(gλ). This is still true for an arbitrary F ∈ Cc(G∗rG)
because it can be be approximated uniformly by linear combinations of such
functions of that form (see [6, Proposition 14.1]).

�

We can give the main result about continuous positive type functions, which
generalizes above Theorem 2.1.

Theorem 2.5. Let G be a locally compact groupoid with Haar system and let ϕ
be a continuous positive type function on G. Then,
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(i) there exists a continuous G-Hilbert bundle E and a continuous map e :
G(0) → E such that
(a) for all γ ∈ G, ϕ(γ) = (e ◦ r(γ)|L(γ)e ◦ s(γ));
(b) for all x ∈ G(0), the linear span of {L(γ)e ◦ s(γ), γ ∈ Gx} is dense

in Ex.
(ii) the pair (E, e) is unique, in the sense that if (E ′, e′) also satisfies the

conditions of (i), there exists a unique isomorphism of G-Hilbert bundles
u : E → E ′ such that e′ = u ◦ e.

Proof. The existence of E and e is given above. Note that for γ ∈ Gx, L(γ)e ◦
s(γ) = ex(γ). By construction, for all x ∈ G(0), {ex(γ), γ ∈ Gx} is total in Ex.
Let us show the uniqueness of (E, e) as stated in (ii). Let (E ′, e′) be a pair

satisfying (a) and (b). For each x ∈ G(0), according to Theorem 2.1 there exists
a unique isometry ux : Ex → E ′x such that e′x = ux ◦ ex, where e′x : Gx → E ′x is
defined by e′x(γ) = L′(γ)e′ ◦ s(γ). This gives a bundle map u : E → E ′ which
is G-equivariant. In order to show that it is continuous, it suffices to check that
for all sections ξ in a fundamental family of continuous sections of E, u ◦ ξ is a
continuous section of E ′. Let us consider ξ = j(fλ), where f ∈ Cc(G). Then
u ◦ ξ = j′(fλ), where

j′(fλ)(x) =

∫
L′(γ)e′ ◦ s(γ)f(γ)dλx(γ) ∈ E ′x.

Let us show that this section of E ′ is continuous. The map

γ 7→ L′(γ)e′ ◦ s(γ)f(γ)

is a continuous section of the pullback bundle r∗E ′ and it has compact support.
The conclusion is given by the following lemma. �

Lemma 2.6. Let ξ be a continuous section with compact support of a pull-back
bundle π∗E, where p : X → Y is continuous and open and where E is a Banach
bundle over Y . Let α be a continuous p-system. Then α(ξ)(y) =

∫
ξ(x)dαy(x) is

a continuous section of E.

Proof. This is true for a section of the form ξ = f ⊗ η, where f ∈ Cc(X) and
η ∈ C(Y,E). This remains true for an arbitrary continuous section with compact
support because it can be uniformly approximated by linear combinations of such
sections. �

2.3. Conditionally negative type kernels. Again, the material of this section
is well known and covered in [1]. Since the general groupoid case relies on this
particular case, we recall it here.

Definition 2.7. Let X be a set. A function ψ : X × X → R is said to be
conditionally of negative type (CNT for short) if

(i) ∀x ∈ X,ψ(x, x) = 0,
(ii) ∀(x, y) ∈ X ×X,ψ(y, x) = ψ(x, y) and
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(iii) ∀n ∈ N∗, ∀ζ1, . . . , ζn ∈ R such that
∑n

1 ζi = 0 and ∀x1, . . . , xn ∈ X,∑
i,j

ψ(xi, xj)ζiζj ≤ 0.

Just as the scalar product of a complex Hilbert space is the model of a positive
type kernel, the square of the distance function of a real affine Hilbert space is
the model of a conditionally negative type kernel. Let us fix our notation. We
write an affine space as a pair (E, ~E), where the vector space ~E acts on the space
E on the right freely and transitively. When we speak of an affine space E, the
direction space ~E is implicit. In this section, we consider real vector spaces. Given
x, y ∈ E, we write −→xy = y − x ∈ ~E. We say that an affine space (E, ~E) is a real

affine Hilbert space if ~E is a real Hilbert space. Given a locally compact space
X, we write C(X,R), M(X,R), etc. for the space of real continuous functions,
real measures, etc.

Proposition 2.8. Let X be a locally compact Hausdorff space. Let ψ : X×X →
R be a continuous function such that ψ(x, x) = 0 for all x ∈ X and ψ(y, x) =
ψ(x, y) for all (x, y) ∈ X ×X. Then the following conditions are equivalent:
(i) ψ is conditionally of negative type;
(ii) if µ is a fixed positive Radon measure with full support, for every f ∈ Cc(G,R)
such that

∫
fdµ = 0, one has

∫ ∫
ϕ(x, y)f(x)f(y)dλ(x)dλ(y) ≤ 0;

(iii) for α ∈Mc(X,R) such that α(X) = 0, one has
∫ ∫

ϕ(x, y)dα(x)dα(y) ≤ 0.

Proof. It is essentially the same density argument as the one we used in 2.1. Let
M0

c (X,R) = {α ∈ Mc(X,R) : α(X) = 0}. Let E be either the subspace of
finitely supported measures or the subspace of measures of the form fµ where
f ∈ Cc(X,R). Then E ∩M0

c (X,R) is dense in M0
c (X,R) in the weak topology.

This gives the equivalences (i)⇔ (iii) and (ii)⇔ (iii). �

The next theorem is [1, Theorem C.2.3]. In fact, as shown there, it holds for
an arbitrary topological space X. We include a proof for completeness.

Theorem 2.9. Let X be a locally compact Hausdorff space. Let ψ : X ×X → R
be a continuous function conditionally of negative type. Then

(i) There exists a pair (E, e) consisting of a real affine Hilbert space E and
a continuous function e : X → E such that
(a) for all (x, y) ∈ X ×X, ψ(x, y) = ‖e(x)− e(y)‖2;
(b) E is the closed affine subspace generated by e(X).

(ii) If (E ′, e′) is another pair as in (i), there exists a unique affine isometry
u : E → E ′ such that e′ = u ◦ e.

Proof. To construct (E, c), we proceed exactly as in the case of a function of
positive type. We introduce the affine subspace of Mc(X,R):

M1
c (X,R) = {α compactly supported signed Radon measures onX : α(X) = 1}.

Its associated vector space is M0
c (X,R). We define a pre-inner product on

M0
c (X,R) and a quasi-metric (i.e. satisfying the axioms of a metric except the
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separation property) by

(α, β) 7→ − < ψ/2, α⊗ β > for α, β ∈M0
c (X,R),

(α, β) 7→ (− < ψ/2, α− β ⊗ α− β >)1/2 for α, β ∈M1
c (X,R).

We let ~E be the Hilbert space obtained by separating and completing M0
c (X,R)

with respect to the associated semi-norm. The separation/completion ofM1
c (X,R)

is an affine real Hilbert space E having ~E as its associated Hilbert space. We
denote by j : M1

c (X,R) → E the canonical map. It is an affine map hav-

ing the canonical map ~j : M0
c (X,R) → ~E as its associated linear map. For

α, β ∈M0
c (X,R), we have

(~j(α)|~j(β)) = − < ψ/2, α⊗ β > .

For α, β ∈M1
c (X,R), ‖j(α)− j(β)‖2 is given by:

−(1/2)

∫
ψ(x, y)dα(x)dα(y)+

∫
ψ(x, y)dα(x)dβ(y)−(1/2)

∫
ψ(x, y)dβ(x)dβ(y).

We define e : X → E by e(x) = j(εx). Then

‖e(x)− e(y)‖2 = ψ(x, y).

The continuity of e is obvious. For the assertion (b), we let E ⊂Mc(X,R) be the
subspace of finitely supported measures. As we have seen, E1 = E ∩M1

c (X,R)
is dense in M1

c (X,R) in the weak topology. One deduces from the above formula

that j(E1) = E. We are done since j(E1) is exactly the affine subspace generated
by e(X).

Let us show uniqueness. The map e [resp. e′] extends unique to an affine map
j : E1 → E [resp. j′ : E1 → E ′] such that j(

∑n
i=1 λiεxi) =

∑n
i=1 λie(xi) for all

n ∈ N∗, all x1, . . . , xn ∈ X and all λ1, . . . , λn ∈ R such that
∑n

I=1 λ1 = 1. The
above formula shows that for all α, β ∈ E1, ‖j(α) − j(β)‖ = ‖j′(α) − j′(β)‖.
Therefore, there is an isometry u : j(E1) → j′(E1) sending j(α) to j′(α). This
isometry extends by uniform continuity to an isometry from E onto E ′. As a
continuous affine map, such an isometry is completely determined by its values
on e(X); therefore it is unique. �

We shall need the following result, which is an immediate consequence of the
above. Given a continuous function e : X → E, where X is a locally compact
Hausdorff space and E is a real affine Hilbert space, we define j(α) =

∫
e(x)dα(x)

for every α ∈M1
c (X,R). Then we have

Proposition 2.10. Let µ be a positive Radon measure on X with full support.
Then {j(fλ) : f ∈ Cc(X,R),

∫
fdµ = 1} and the affine subspace generated by

e(X) have the same closure in E.

2.4. Conditionally negative type functions. Let us turn now to conditionally
negative type functions on locally compact groupoids.

Definition 2.11. Let G be a groupoid. A real valued function ψ defined on G
is said to be conditionally of negative type (CNT for short) if for all x ∈ G(0),
the function ψx defined on Gx × Gx by ψx(γ, γ

′) = ψ(γ−1γ′) is a conditionally
negative type kernel.
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Note that this implies that ψ vanishes on G(0) and ψ is symmetric.
In the following proposition, we use the notion of affine real Hilbert bundle.

Given a Hilbert bundle ~E over a topological space X, an affine Hilbert bundle is
a topological bundle E over X on which ~E acts on the right freely, transitively
and properly. In other words we have an action map

Φ : E ∗ ~E → E
(u,~a) 7→ u+ ~a

such that the map:

E ∗ ~E → E ∗ E
(u,~a) 7→ (u, u+ ~a)

is a homeomorphism. A G-affine Hilbert bundle is an affine Hilbert bundle en-
dowed with a continuous action G ∗ E → E such that each γ ∈ G defines an
affine isometry A(γ) : Es(γ) → Er(γ). Then, we denote by L(γ) : ~Es(γ) → ~Er(γ)
the associated linear isometric action. We shall write γu instead of A(γ)(u) when
it does not lead to a confusion.

We shall need the following lemma.

Lemma 2.12. Let ξ be a continuous section of a pull-back bundle p∗E, where
p : X → Y is continuous and open and where E is an affine Banach bundle over
Y . Let α = (αy)y∈Y be a continuous p-system, where for all y ∈ Y , αy belongs
to Mc(p

−1(y)) and αy(p
−1(y)) = 1. Then α(ξ)(y) =

∫
ξ(x)dαy(x) is a continuous

section of E.

Proof. This is true for a section of the form ξ(x) =
∑n

i=1 fi(x)ηi(p(x)), where
f1, . . . , fn belong to C(X,R), satisfy

∑n
i=1 fi(x) = 1 for all x ∈ X and η1, . . . , ηn

are continuous sections of E → Y . This remains true for an arbitrary continuous
section because it can be approximated uniformly on compact subsets by such
sections (see [6, Proposition 14.1]).

�

Proposition 2.13. (cf. [19, section 3.3]) Let (G, λ) be a locally compact groupoid
with Haar system. Let ψ : G→ R be a continuous function. Then the following
conditions are equivalent:

(i) ψ is conditionally of negative type;
(ii) ψ vanishes on G(0), is symmetric and for all x ∈ G(0) and all f ∈

Cc(G,R) such that
∫
fdλx = 0, we have∫ ∫

ϕ(γ−1γ′)f(γ)f(γ′)dλx(γ)dλx(γ′) ≤ 0;

(iii) there exists a continuous G- affine real Hilbert bundle E and a continuous
section e ∈ C(G(0), E) such that

ψ(γ) = ‖e ◦ r(γ)− γe ◦ s(γ)‖2.

Proof. The equivalence (i)⇔ (ii) is a consequence of Proposition 2.8. It also uses
the fact that if f ∈ Cc(G,R), f|Gx ∈ Cc(Gx,R) and that for every g ∈ Cc(Gx,R),
there exists f ∈ Cc(G,R) such that f|Gx = g. The implication (iii)⇒ (i) is easy:
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if (iii) holds, we can write ψx(γ, γ
′) = ‖ex(γ)− ex(γ′)‖2 where ex(γ) = γe ◦ s(γ)

for γ ∈ Gx; therefore ψx is conditionally of negative type. Let us show the
implication (ii)⇒ (iii). The construction of the affine Hilbert bundle E is similar
to the construction of the Hilbert bundle in Proposition 2.4. For each x ∈ G(0),
the function ψx : Gx × Gx → R is a kernel conditionally of negative type. The
GNS construction of the previous section provides an affine real Hilbert space
Ex and a continuous function ex : Gx → Ex such that, for (γ, γ′) ∈ Gx × Gx,
ψx(γ, γ

′) = ‖ex(γ) − ex(γ
′)‖2 and the set {ex(γ), γ ∈ Gx} is total in Ex. Let

γ ∈ Gy
x. The pair (Ey, e

′), where e′ : Gx → Ey is defined by e′(γ′) = ey(γγ
′)

satisfies the conditions (a) and (b) of Theorem 2.8. Therefore, there is a unique
affine isometry A(γ) : Ex → Ey such that A(γ)ex(γ

′) = ey(γγ
′). By construction

we can write

ψ(γ) = ‖e ◦ r(γ)− A(γ)e ◦ s(γ)‖2

where e is the section G(0) → E =
∐
Ex defined by e(x) = ex(x). The next step

is to endow E =
∐
Ex and ~E =

∐ ~Ex with topologies turning (E, ~E) into an
affine real Hilbert bundle. As usual, this is done by giving fundamental families
of continuous sections. Let us say that a closed subset A ⊂ G is r-compact if for
each compact subset K ⊂ G(0), A∩ r−1(K) is compact. We denote by E the real
affine space of continuous real-valued functions f on G with r-compact support
such that for all x ∈ G(0),

∫
fdλx = 1. Its direction space ~E is the linear space

of fucntions f such that for all x ∈ G(0),
∫
fdλx = 0. Given f ∈ E , we define the

section of E:

j(fλ)(x) = jx(fλ
x) =

∫
ex(γ)f(γ)dλx(γ).

Consider the affine space of sections Λ = {j(fλ) : f ∈ E}. Let us check that
it satisfies the conditions (a) and (b) of [6, Theorem 13.18] (or rather its affine
version). Condition (a) is the continuity of the distance function. Given f, g ∈ E ,
the distance function x 7→ ‖j(fλ)(x)− j(gλ)(x)‖ is continuous since:

‖j(fλ)− j(gλ)‖2x = −1

2

∫ ∫
ψ(γ−1γ′)(f − g)(γ)(f − g)(γ′)dλx(γ)dλx(γ′).

Condition (b) is the density, for each x ∈ G(0) of Λ(x) = {jx(fλx) : f ∈ E} in Ex.
We know that {jx(fxλx) : fx ∈ Cc(Gx,R),

∫
fxdλ

x = 1} is dense in Ex. But this
space is Λ(x): by using a partition of unity, one can extend fx ∈ Cc(Gx,R) such
that

∫
fxdλ

x = 1 to f ∈ E . The topology of E is defined by the following basis
of open sets: we fix ξ = j(fλ) ∈ Λ, U open subset of X and ε > 0 and set

W (ξ, U, ε) = {u ∈ E : π(u) ∈ U, ‖u− ξ ◦ π(u)‖ < ε}.

where π : E → X is the projection. By using similarly ~E and ~Λ = {~j(fλ) :

f ∈ ~E}, we endow ~E =
∐ ~Ex with a topology of real Hilbert bundle. This turns

(E, ~E) into a real affine Hilbert bundle. Next, we have to check the continuity
of the section e. It suffices to check the continuity, for all f ∈ E of the function
x 7→ ‖e(x)− j(fλ)(x)‖2; this is clear because this last expression is just:∫

ψ(γ)f(γ)dλx(γ)− 1

2

∫
ψ(γ−1γ′)f(γ)f(γ′)dλx(γ)dλx(γ′).
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It remains to check the continuity of the action map (γ, u) ∈ G∗E 7→ A(γ)u ∈ E.
We proceed as in the proof of Proposition 2.4: we prove the continuity of the
bundle map a : s∗E → r∗E sending (γ, u) ∈ G× Es(γ) to (γ,A(γ)u) ∈ G× Er(γ)
by checking that it sends the sections of a fundamental family of continuous
sections of s∗E to continuous sections of r∗E. Let us take a section ξ of s∗E of
the form

ξ(γ) =

∫
e(γ′)f(γ, γ′)dλs(γ)(γ′)

where f is continuous real-valued function on Gs×rG = {(γ, γ′) ∈ G×G : s(γ) =
r(γ′)} with p1-compact support, where p1 : Gs ×r G → G is the first projection,
and such that for all γ ∈ G,

∫
f(γ, γ′)dλs(γ)(γ′) = 1. According to Lemma 2.12,

it is continuous; moreover these sections form a fundamental family of continuous
sections of s∗E. Then

a ◦ ξ(γ) =

∫
e(γγ′)f(γ, γ′)dλs(γ)(γ′) =

∫
e(γ′)g(γ, γ′)dλr(γ)(γ′)

where g is the function defined on Gr ×r G by g(γ, γ′) = f(γ, γ−1γ′). It is
continuous, it has a support p1-compact and satisfies

∫
f(γ, γ′)dλr(γ)(γ′) = 1 for

all γ ∈ G. By the same token, a ◦ ξ is a continuous section or r∗E. �

We conclude by the main result about representation of continuous condition-
ally negative type functions on groupoids which generalizes Theorem 2.8.

Theorem 2.14. Let G be a locally compact groupoid with Haar system and let ψ
be a real continuous function on G conditionally of negative type. Then,

(i) there exists a continuous G-real affine Hilbert bundle E and a continuous
map e : G(0) → E such that
(a) for all γ ∈ G, ψ(γ) = ‖e ◦ r(γ)− A(γ)e ◦ s(γ)‖2.
(b) for all x ∈ G(0), the affine span of {A(γ)e ◦ s(γ), γ ∈ Gx} is dense

in Ex.
(ii) the pair (E, e) is unique, in the sense that if (E ′, e′) also satisfies the con-

ditions of (i), there exists a unique isomorphism of G-real affine Hilbert
bundles u : E → E ′ such that e′ = u ◦ e.

Proof. The existence of E and e is given above. Note that for γ ∈ Gx, A(γ)e ◦
s(γ) = ex(γ). By construction, for all x ∈ G(0), {ex(γ), γ ∈ Gx} is total in Ex. Let

us show the uniqueness of (E, e) as stated in (ii). Let (E ′, e′) be a pair satisfying
(a) and (b). For each x ∈ G(0), according to Theorem 2.8 there exists a unique
affine isometry ux : Ex → E ′x such that e′x = ux ◦ ex, where e′x : Gx → E ′x is
defined by e′x(γ) = L′(γ)e′ ◦ s(γ). This gives a bundle map u : E → E ′ which
is G-equivariant. In order to show that it is continuous, it suffices to check that
for all sections ξ in a fundamental family of continuous sections of E, u ◦ ξ is a
continuous section of E ′. Let us consider ξ = j(fλ), where f is a continuous real
function on G with r-compact support and such that

∫
fdλx = 1 for all x ∈ G(0).

Then u ◦ ξ = j′(fλ), where

j′(fλ)(x) =

∫
A′(γ)e′ ◦ s(γ)f(γ)dλx(γ) ∈ E ′x.



12 J. RENAULT

Let us show that this section of E ′ is continuous. The map

γ 7→ A′(γ)e′ ◦ s(γ)

is a continuous section of the pull-back bundle r∗E ′. The conclusion is given by
Lemma 2.12. �

The above theorem can be expressed in terms of linear representations and
cocycles.

Definition 2.15. Let ~E be a G-vector bundle. A (one-)cocycle is a section

c : G → r∗ ~E (i.e. c(γ) ∈ ~Er(γ)) such that c(γγ′) = c(γ) + L(γ)c(γ′) where
L denotes the linear action of G. It is a coboundary if there exists a section
ξ : X → ~E such that c(γ) = ξ ◦ r(γ)− L(γ)ξ ◦ s(γ).

In our case, G is a topological groupoid, ~E is a a G-Hilbert bundle and we shall
only consider continuous cocycles and continuous sections. The relation between
cocycles and affine bundles is well-known: let E be a G-affine Hilbert bundle.
A continuous section e : G(0) → E identifies E with ~E (as topological spaces)

and defines a continuous section c : G → r∗ ~E (where r∗ ~E is the pull-back along
r : G→ G(0)) according to:

c(γ) = A(γ)e ◦ s(γ)− e ◦ r(γ).

c satisfies the cocycle property:

c(γγ′) = c(γ) + L(γ)c(γ′),

where L is the linear part of the affine action A. Another choice of section gives
a cohomologous cocycle. Conversely, a continuous cocycle c : G → r∗ ~E endows
E = ~E with a G-affine action according to: A(γ)e = c(γ) + L(γ)e. The G-affine
Hilbert bundle defined by c will be denoted by E(c).

Here is another formulation of the theorem (cf. [19, section 3.3]).

Theorem 2.16. Let (G, λ) be a locally compact groupoid with Haar system. Let
ψ : G→ R be a continuous function conditionally of negative type. Then

(i) There exists a pair ( ~E, c) consisting of a continuous G-Hilbert bundle ~E

and a continuous cocycle c : G→ r∗ ~E such that
• for all γ ∈ G, ψ(γ) = ‖c(γ)‖2;

• for all x ∈ G(0), {c(γ), γ ∈ Gx} is total in ~Ex.

(ii) If ( ~E ′, c′) is another pair satisfying the same properties, there exists a

G-equivariant linear isometric continuous bundle map u : ~E → ~E ′ such
that c′ = u ◦ c.

3. Correspondences

3.1. Correspondences. Let us recall the definition of a correspondence in the
C∗-algebraic framework. A standard reference for Hilbert C∗-modules (abbre-
viated here to C∗-modules) is [8]. Our C∗-modules will be right C∗-modules.
Given a C∗-module E over the C∗-algebra B, LB(E) is the C∗-algebra of bounded
adjointable B-linear maps and KB(E) is the ideal of “compact” operators.
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Definition 3.1. Let A and B be C∗-algebras. An (A,B)-C∗-correspondence is a
right B-C∗-module E together with a ∗-homomorphism π : A→ LB(E).

We shall usually view an (A,B)-C∗-correspondence as an (A,B)-bimodule.
There is a composition of correspondences: given a C∗-correspondence E from
A to B and a C∗-correspondence F from B to C, one can construct the C∗-
correspondence E⊗BF from A to C. It is the C-C∗-module obtained by separation
and completion of the ordinary tensor product E ⊗ F with respect to the inner
product

< x⊗ y, x′ ⊗ y′ >=< y,< x, x′ >B y
′ >C , x, x′ ∈ E y, y′ ∈ F ;

the left A action is given by a(x⊗ y) = ax⊗ y for a ∈ A.

3.2. G-Hilbert bundles and correspondences. Let G be a locally compact
groupoid endowed with a Haar system. We are going to define a covariant functor
from the category of G-Hilbert bundles to the category of (A,A)-correspondences,
where A is either the full or the reduced C∗-algebra of G. Moreover, this func-
tor transforms the tensor product of G-Hilbert bundles into the composition of
correspondences. This functor is well-known in the case when G = X is a space,
where it generalizes the construction of a projective finitely generated module
from a vector bundle, and in the case when G is a group, where it motivates
the definition of propery (T) for von Neumann algebras (see [4]). The construc-
tion for locally compact groupoids with Haar system is given in Section 7.2 of
P.-Y. Le Gall’s Ph.D. thesis [10], in the more general context of groupoid crossed
products, as part of the descent functor from the equivariant KK-theory to the
KK-theory of the crossed products. Since this reference is not readily available,
it may be useful to recall this construction here. We shall give a more pedestrian
presentation and relate it to the elegant construction of [10].

The data are a groupoid with Haar system (G, λ) and a G-Hilbert bundle E.
The ∗-algebra Cc(G) is defined as usual (see [14]). We denote by Cc(G, r

∗E) the
space of continuous sections of the pull-back bundle r∗E.

We define the left and right actions of Cc(G) on Cc(G, r
∗E): for f, g ∈ Cc(G)

and ξ ∈ Cc(G, r∗E),

fξ(γ) =

∫
f(γ′)L(γ′)ξ(γ′

−1
γ)dλr(γ)(γ′)

ξg(γ) =

∫
ξ(γγ′)g(γ′

−1
)dλs(γ)(γ′)

and the right inner product: for ξ, η ∈ Cc(G),

< ξ, η > (γ) =

∫
(ξ(γ′

−1
)|η(γ′

−1
γ))s(γ′)dλ

r(γ)(γ′).

We will complete Cc(G, r
∗E) into a C∗-correspondence in the above sense. We

define E = C∗(G, r∗E) [resp. C∗r (G, r∗E)] as the completion of Cc(G, r
∗E) with

respect to the norm ‖ξ‖ = ‖ < ξ, ξ > ‖A where A = C∗(G) [resp. C∗r (G)].
We shall check that the left action of Cc(G) extends to a ∗-homomorphism π :
A → LA(E). Let F = C0(G

(0), E) denote the space of continuous sections of
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E vanishing at infinity; it is a right C∗-module over B = C0(G
(0)). On the

other hand, A is naturally a (B,A)-correspondence since B is a subalgebra of the
multiplier algebra of A. Le Gall associates to F the right A-C∗-module F ⊗B A.

Lemma 3.2. Let (G, λ) be a locally compact groupoid with Haar system and let
E be a G-Hilbert bundle. Then

(i) E = C∗(G, r∗E) is isomorphic as a right C∗-module over A = C∗(G) to
F ⊗B A, where F = C0(G

(0), E) and B = C0(G
(0)).

(ii) a similar result holds for E = C∗r (G, r∗E) and A = C∗r (G).

Proof. We consider the case A = C∗(G). The case A = C∗r (G) is similar. We de-
fine a map j from the algebraic tensor product Cc(G

(0), E)⊗Cc(G) to Cc(G, r
∗E)

by j(ξ⊗ f)(γ) = ξ ◦ r(γ)f(γ), where ξ ∈ Cc(X,E), f ∈ Cc(G) and γ ∈ G. Recall
that the inner product on Cc(G

(0), E)⊗ Cc(G) is defined by

< ξ ⊗ f, η ⊗ g >=< f,< ξ, η >B g >, ξ, η ∈ Cc(X,E) f, g ∈ Cc(G).

It is easily checked that, for ξ, η ∈ Cc(G(0), E) ⊗ Cc(G) and g ∈ Cc(G), we have
< j(ξ), j(η) >=< ξ, η > and j(ξg) = j(ξ)g. Therefore j extends to a C∗-module
isomorphism j : F ⊗B A→ C∗(G, r∗E). �

Proposition 3.3. The left action of Cc(G) on Cc(G, r
∗E) extends to a non-

degenerate representation of C∗(G) on E (resp. C∗r (G) on Er) by bounded ad-
jointable operators.

Proof. We first assume that A = C∗(G). Our reference for representations of
groupoids and their convolution algebras are [14] and [15]. It is clearer if we
distinguish A = A acting on the left from A acting on the right. We first prove
the inequality ‖fξ‖ ≤ ‖f‖A‖ξ‖ for f ∈ Cc(G) and ξ ∈ Cc(G, r∗E). Let (µ,H) be
a representation of G: µ is a quasi-invariant measure and H is a measurable G-
Hilbert bundle. It defines the integrated representation π of A on L2(G(0), µ,H).
Let us construct the representation π′ of Cc(G) induced by π through the bimod-
ule Cc(G, r

∗E). I claim that it is unitarily equivalent to the integrated represen-
tation π of (µ,E ⊗ H), where γ(e ⊗ ξ) = L(γ)e ⊗ π(γ)e. Indeed, we first check
that the linear map

U : Cc(G, r
∗E)⊗ L2(G(0), H)→ L2(G(0), E ⊗H)

defined for e ∈ Cc(G, r∗E) and ξ ∈ L2(G(0), H) by

U(e⊗ ξ)(x) =

∫
e(γ)⊗ π(γ)ξ ◦ s(γ)δ−1/2(γ)dλx(γ)

where δ is the Radon-Nikodym cocycle of µ, satisfies

(U(e⊗ ξ)|U(f ⊗ η)) = (e⊗ ξ|f ⊗ η)
def
= (ξ|π(< e, f >)η).
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Here is the computation

(e⊗ ξ|f ⊗ η)
= (ξ|π(< e, f >)η)
=

∫
(ξ ◦ r(γ)| < e, f >r (γ)π(γ)η ◦ s(γ))δ−1/2(γ)dλx(γ)dµ(x)

=
∫

(e(γ′−1)|f(γ′−1γ))(ξ ◦ r(γ)|π(γ)η ◦ s(γ))δ−1/2(γ)dλx(γ′)dλx(γ)dµ(x)
=

∫
(e(γ′−1)|f(γ))(ξ ◦ r(γ′)|π(γ′γ)η ◦ s(γ))δ−1/2(γ′γ)dλs(γ

′)(γ)dλx(γ′)dµ(x)
=

∫
(e(γ′)|f(γ))(π(γ′)ξ ◦ s(γ′)|π(γ)η ◦ s(γ))δ−1/2(γ)dλr(γ

′)(γ)dν0(γ
′)

=
∫

(U(e⊗ ξ)(x)|U(f ⊗ η)(x))dµ(x)
= (U(e⊗ ξ)|U(f ⊗ η))

Let us check next that U intertwines the induced representation π′ and the inte-
grated representation π. This is straightforward: for f ∈ Cc(G), e ∈ Cc(G, r∗E)
and ξ ∈ L2(G(0), H), we have

U(fe⊗ ξ)(x) =

∫
f(γ′)L(γ′)e(γ′

−1
γ)⊗ π(γ)ξ ◦ s(γ)δ−1/2(γ)dλx(γ′)dλx(γ)

On the other hand

π(f)U(e⊗ ξ)(x) =
∫
f(γ′)π(γ′)U(e⊗ ξ)(s(γ′)δ−1/2(γ′)dλx(γ′)

=
∫
f(γ′)L(γ′)e(γ)⊗ π(γγ′)ξ ◦ s(γ)δ−1/2(γγ′)dλs(γ

′)(γ)dλx(γ′)
=

∫
f(γ′)L(γ′)e(γ′−1γ)⊗ π(γ)ξ ◦ s(γ)δ−1/2(γ)dλx(γ′)dλx(γ)

Let H′ be the Hilbert space of the induced representation π′. It is the separation-
completion of Cc(G)⊗ L2(G(0), H) with respect to the scalar product

(e⊗ ξ|f ⊗ η) = (ξ|π(< e, f >)η)

Let j : Cc(G) ⊗ L2(G(0), H) → H ′ the corresponding map. The representation
π extends to the right C∗-module C∗(G, r∗E): to e ∈ Cc(G, r

∗E) we associate
π(e) ∈ B(L2(G(0), H),H′) such that π(e)ξ = j(e ⊗ ξ). Then, we have for f, g ∈
Cc(G, r

∗E), π(g)∗π(f) = π(< g, f >r). Since the integrated representation π
is bounded with respect to the full norm, so is the induced representation π′:
for f ∈ Cc(G), ‖π′(f)‖ ≤ ‖f‖A. For f ∈ Cc(G) and e ∈ Cc(G, r

∗E), we have
π(fe) = π′(f)π(e). This gives the inequality

π(< fe, fe >) ≤ ‖f‖2Aπ(< e, e >)

and ‖fe‖ ≤ ‖f‖A‖e‖. Note that if H is a regular G-Hilbert bundle, i.e. of

the form Hx = L2(Zx, αx) where (Z, α) is a principal G-space with r-system α
(some multiplicity is allowed), then E ⊗ H is also a regular G-Hilbert bundle.
This shows that our result is also valid for the reduced C∗-algebra A = C∗r (G).
A straightforward computation shows that multiplication on the left by f ∗ is

the adjoint of the multiplication on the left by f : for f ∈ Cc(G) and ξ, η ∈
Cc(G, r

∗E), we have < fξ, η >=< ξ, f ∗η >. We have shown (f, ξ) 7→ fξ defines
a ∗-homomorphism of A into LA(E). This ∗-homomorphism is nondegenerate:
using a left approximate identity for Cc(G) for the inductive limit topology as
in [14, Proposition 2.1.9], one obtains that the linear space of the fξ’s, where
f ∈ Cc(G) and ξ ∈ Cc(G, r∗E), is dense in the inductive limit topology, hence in
the norm topology. This concludes the proof. �
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In other words, C∗(G, r∗E) is a (C∗(G), C∗(G))-correspondence. Similarly,
C∗r (G, r∗E) is a (C∗r (G), C∗r (G))-correspondence. Let us give some properties of
this construction. We consider on one hand the category H(G) of G-Hilbert
bundles and, on the other the category C(A) of (A,A)-correspondences, where A
is a C∗-algebra. The objects of H(G) are G-Hilbert bundles E,F, . . .; its mor-
phisms are bounded equivariant continuous linear bundle maps ϕ : E → F , where
bounded means that supx∈X ‖ϕx‖ <∞. The objects of C(A) are correspondences
E ,F , . . . as defined above; its morphisms are (A,A)-bimodule continuous linear
maps J : E → F . Given Hilbert G-Hilbert bundles E,F , one can define the
tensor product E ⊗ F . It is a G-Hilbert bundle, where, for γ ∈ G, e ∈ Es(γ) and
f ∈ Fs(γ), LE⊗F (γ)(e⊗ f) = LE(γ)e⊗ LF (γ)f .

Theorem 3.4. The map E 7→ C∗(G, r∗E) (resp. C∗r (G, r∗E)) is a covariant
functor from the category of G-Hilbert bundles to the category of (C∗(G), C∗(G))-
correspondences (resp. (C∗r (G), C∗r (G))-correspondences) which, up to isomor-
phism, transforms the tensor product of G-Hilbert bundles into the composition
of correspondences.

Proof. Let ϕ : E → F be a morphism from a G-Hilbert bundle E to a G-
Hilbert bundle F . The corresponding morphism is given for ξ ∈ Cc(G, r∗E), by
ϕ∗ξ = ϕ◦ξ. If we identify C∗(G, r∗E) with C0(X,E)⊗C∗(G) and C∗(G, r∗F ) with
C0(X,F )⊗C∗(G) as in lemma 3.2, the map ϕ∗ is the map Φ⊗ 1, where Φ is the
C∗-module morphism from C0(X,E) → C0(X,F ) defined by Φ(ξ) = ϕ ◦ ξ. It is
well known (see [8]) that it extends to a C∗-module morphism ϕ∗ : C∗(G, r∗E)→
C∗(G, r∗F ). Since ϕ∗(fξ) = fϕ∗(ξ) for all f ∈ Cc(G) and ξ ∈ Cc(G, r

∗E), ϕ∗
is a morphism of correspondences. The functorial properties are clear. Let E,F
be G-Hilbert bundles. Let us show that C∗(G, r∗(E ⊗ F )) and the composition
C∗(G, r∗E)⊗C∗(G) C

∗(G, r∗F ) are isomorphic. We define the map

jc : Cc(G, r
∗E)⊗ Cc(G, r∗F )→ Cc(G, r

∗(E ⊗ F ))

by

jc(ξ ⊗ η)(γ) =

∫
ξ(γ′)⊗ LF (γ′)η(γ′−1γ)dλr(γ)(γ′).

One checks easily that for all ξ ∈ Cc(G, r∗E), η ∈ Cc(G, r∗F ) and f ∈ Cc(G),

jc((ξ ⊗ η)f) = jc(ξ ⊗ η)f and jc(f(ξ ⊗ η)) = fjc(ξ ⊗ η).

A straightforward (but lengthy) computation using the left invariance of the Haar
system gives that for all ξ ∈ Cc(G, r∗E) and η ∈ Cc(G, r∗F ),

< jc(ξ ⊗ η), jc(ξ ⊗ η) >=< ξ ⊗ η, ξ ⊗ η >
where the second inner product is defined after Definition 3.1. Therefore jc ex-
tends to an inner product preserving linear map

j : C∗(G, r∗F )⊗C∗(G) C
∗(G, r∗F )→ C∗(G, r∗(E ⊗ F )).

Let us show that it is onto. It suffices to show that its image is dense. For that, it
suffices to show that the image of jc is dense in Cc(G, r

∗(E⊗F )) in the inductive
limit topology. This is true because, by definition of jc, its image contains the
sections of the form γ 7→ ξ ◦ r(γ) ⊗ fη(γ), where ξ ∈ Cc(X,E), η ∈ Cc(G, r∗F )
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and f ∈ Cc(G) and, as we have seen earlier, the linear span of the fη’s is dense
in Cc(G, r

∗F ). By continuity, j is a (C∗(G), C∗(G))-bimodule map. The proof
is identical when we use instead the reduced C∗-algebra C∗r (G) and the reduced
C∗-module C∗r (G, r∗E). �

4. Derivations

4.1. The derivation defined by a cocycle. Let us add to the previous data,
namely a locally compact groupoid with Haar system (G, λ) and a G-Hilbert
bundle E, a continuous cocycle c : G → r∗E. We shall see that c defines a
derivation with values in the bimodule C∗(G, r∗E) (or C∗r (G, r∗E)).

Definition 4.1. Let A be a Banach algebra and let E be an (A,A) bimodule.
A derivation with values in E is a linear map ∂ : A → E , where A is a dense
subalgebra of A satisfying:

∀a, b ∈ A, ∂(ab) = a∂(b) + ∂(a)b.

Proposition 4.2. Let G,E and c be as above. Then the map ∂ : Cc(G) →
C∗(G, r∗E) [resp. C∗r (G, r∗E)] defined by ∂(f)(γ) = if(γ)c(γ) for all f ∈ Cc(G)
is a derivation.

Proof. This is a straightforward verification. �

Proposition 4.3. The derivation ∂ : Cc(G)→ C∗r (G, r∗E) defined by the cocycle
c : G→ r∗E is closable.

Proof. Let µ be a quasi-invariant measure for (G, λ). We introduce the measure
ν = µ ◦ λ. Let Lµ be the left regular representation on H = L2(G, ν−1) given
by Lµ(f)g = f ∗ g. Consider also the Hilbert space K = L2(G, r∗E, ν−1) of
square integrable sections. We denote by j : Cc(G) → H = L2(G, ν−1) and
also by j : Cc(G, r

∗E) → K = L2(G, r∗E, ν−1) the linear embeddings. For
ξ ∈ Cc(G, r

∗E), the map j(g) 7→ j(ξg) extends to a bounded operator Lµ(ξ) :
L2(G, ν−1) → L2(G, r∗E, ν−1) and Lµ(ξ) is still defined for ξ ∈ C∗r (G, r∗E).
Multiplication by ic defines an unbounded linear map

∂µ : Cc(G) ⊂ L2(G, ν−1)→ L2(G, r∗E, ν−1)

such that j ◦ ∂ = ∂µ ◦ j. Since it is a multiplication operator, it is closable.
Let (fn) be a sequence in Cc(G) which tends to 0 in C∗r (G) and such that (∂fn)

tends to ξ in C∗r (G, r∗E). We will show that ξ = 0.
Let g ∈ Cc(G). We have:

∂(fn ∗ g) = (∂fn)g + fn(∂g).

Taking the image by the map j : Cc(G, r
∗E)→ K = L2(G, r∗E, ν−1), we obtain

∂µ ◦ j(fn ∗ g) = j((∂fn)g) + j(fn(∂g)).

The term j((∂fn)g) = Lµ(∂fn)j(g) tends to Lµ(ξ)j(g) and the term j(fn(∂g)) =
Lµ(fn)j(g) tends to 0. Since j(fn ∗ g) = Lµ(fn)j(g) tends to 0 and ∂µ is closable,
Lµ(ξ)j(g) = 0. This implies that Lµ(ξ) = 0. Since the family of representations
(Lµ), where µ runs over all quasi-invariant measures, is faithful on C∗r (G, r∗E),
we obtain ξ = 0. �
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4.2. A construction of Sauvageot. In the theory of non-commutative Dirich-
let forms, J.-L. Sauvageot has given in the following construction of a derivation
from a semi-group of completely prositive contractions.

Let (Tt)t≥0 be a strongly continuous semi-group of completely positive contrac-
tions of a C∗-algebra A. We denote by −∆ its generator (it is a dissipation). We
assume that A is a dense sub ∗-algebra in its domain. The associated Dirichlet
form is the sesquilinear map L : A×A → A defined by

L(α, β) =
1

2
[α∗∆(β) + ∆(α∗)β −∆(α∗β)].

One can prove that L is completely positive in the sense that

∀n ∈ N,∀α1, . . . , αn ∈ A, [L(αi, αj)] ∈Mn(A)+.

The positivity of the non-commutative Dirichlet form gives the following GNS
representation.

Theorem 4.4. [18] Let (Tt)t≥0 be a semi-group of CP contractions of a C∗-algebra
A as above and let L be its associated Dirichlet form. Then

(i) There exists an (A,A)-correspondence E and a derivation ∂ : A → E
such that
• for all α, β ∈ A, L(α, β) =< ∂(α), ∂(β) >A;
• the range of ∂ generates E as a right Banach A-module.

(ii) If (E ′, ∂′) is another pair satisfying the same properties, there exists a
C∗-bimodule isomorphism u : E → E ′ such that ∂′ = u ◦ ∂.

4.3. CNT functions and Sauvageot’s construction. Let (G, λ) be a locally
compact groupoid and let ψ : G → R be a continuous function condition-
ally of negative type. For t ≥ 0, define Tt : Cc(G) → Cc(G) by Tt(f)(γ) =
exp(−tψ(γ))f(γ).

Proposition 4.5. Given a continuous CNT function ψ : G→ R

(i) Pointwise multiplication by e−tψ, where t ≥ 0 defines a completely positive
contraction Tt : C∗(G) → C∗(G) and (Tt)t≥0 is a strongly continuous
semi-group of completely positive contractions of C∗(G).

(ii) Its generator is −∆ with the dense sub-∗algebra A = Cc(G) as essential
domain and with ∆f = ψf .

Proof. Let us fix t ≥ 0. Then ϕ = e−tψ is a continuous function of positive type
bounded by 1. It is well known (see [13, Theorem 4.1] or [16, Proposition 2.3])
that pointwise multiplication by ϕ defines a completely positive linear map Tt
from C∗(G) into itself with completely bounded norm not greater than 1. The
semi-group property is clear. The strong continuity can be checked by looking at

the coefficients of an arbitrary representation of C∗(G). For f ∈ Cc(G),
e−tψ − 1

t
f

tends to −ψf as t→ 0+ in the inductive limit topology, hence in C∗(G). To prove
that A = Cc(G) is an essential domain, we use [3, Theorem 1.5.2]: we check that
for λ > 0, {(1 + λψ)f, f ∈ Cc(G)} is dense in A, which is clear. �
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Here is the expression of the Dirichlet form of this example: for f, g ∈ Cc(G),
we have

L(f, g)(γ) =

∫
1

2
[ψ(γ)− ψ(γ′−1γ)− ψ(γ′)]f(γ′−1)g(γ′−1γ)dλr(γ)(γ′).

We want to compare Sauvageot’s construction with the GNS representation of
Theorem 2.16. The latter construction yields a real Hilbert bundle; we complexify
it and still denote it by E.

Theorem 4.6. Up to isomorphism, the Sauvageot pair (E , ∂) constructed from
the CNT function ψ as above is (C∗(G, r∗E), ∂′), where (E, c) is the GNS repre-
sentation of ψ given in Theorem 2.16 and ∂′ is the associated derivation.

Proof. We compute the Dirichlet form associated to (C∗(G, r∗E), ∂′):

L′(f, g)(γ) = < ∂′f, ∂′g >

=
∫

[(c(γ−1|c(γ′−1γ))]f(γ′−1)g(γ′−1γ)dλr(γ)(γ′).

An easy computation gives the equality

1

2
[ψ(γ)− ψ(γ′−1γ)− ψ(γ′)] = (c(γ−1|c(γ′−1γ))

hence the equality of the Dirichlet forms L and L′. Let us show that the range
of ∂′ generates C∗(G, r∗E) as a right C∗-module. Consider the subspace Λ =
{(fc)g : f, g ∈ Cc(G)} of Cc(G, r

∗E). By definition,

(fc)g(γ) =

∫
c(γγ′)f(γγ′)g(γ′−1)dλs(γ)(γ′).

Since c(Gr(γ)) is total in Er(γ), Λ(γ) = {(fc)g(γ) : f, g ∈ Cc(G)} is dense in Er(γ).
Moreover, for f ∈ Cc(G) and ξ ∈ Λ, γ 7→ f(γ)ξ(γ) belongs to Λ.[6, Proposition
14.1] (or rather its proof) shows that Λ is dense in Cc(G, r

∗E) in the inductive
limit topology, hence in C∗(G, r∗E) in the C∗-module topology. We conclude by
Theorem 4.4 (ii). �
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