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COMPACT SETS WITHOUT CONVERGING SEQUENCES IN THE RANDOM REAL
MODEL

A. DOW and D. FREMLIN

Abstract. It is shown that in the model obtained by adding any number of random reals to a model of CH, there is a
compact Hausdorff space of weight ω1 which contains no non-trivial converging sequences. It is shown that for certain
spaces with no converging sequences, the addition of random reals will not add any converging sequences.

1. Introduction

In this paper we will prove the following result.

Theorem 1.1. If we add any (cardinal) number of random reals to a model of ZFC + CH, we obtain a model
in which there is a compact space of weight ω1 with no non-trivial converging sequences.

It is well-known that in any model of Martin’s Axiom every compact space of weight less than the continuum
is sequentially compact (see [6, 24G]).

One motivation for this result is an old question due to Efimov: Is there an infinite compact Hausdorff space
without convergent sequences which does not include a copy of βN?

Fedorchuk [5] gives a construction of such a space if the splitting number, s, is ω1 and 2ω1 < 2c; his method
gives a space of weight c and cardinality 2ω1 (see [4] for generalizations to larger values of s). Any model obtained
by adding uncountably many random reals will be a model of s = ω1. However our result provides new situations
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in which there is an Efimov space (not to mention that it has small weight) because in a model obtained by
adding random reals one can arrange that 2ω1 does equal 2c. Talagrand [11] gives a construction dependent on
the continuum hypothesis. Just and Koszmider [9] produce such examples in yet other models.

A space X is extremally disconnected if disjoint open sets have disjoint closures (and the closure of every open
set is open). A compact space X is an F -space if disjoint cozero sets have disjoint closures. The space βN is
extremally disconnected while βN \N is an F -space that is not extremally disconnected. It is well known that an
F -space does not have non-trivial converging sequences.

We will be using the technique of forcing. If P is a poset in a model V (of ZFC), and if G is a P-generic filter
(over V ), then V [G] is the forcing extension by P. If K is a compact Hausdorff space in the model V , then there
is a natural and canonical compact Hausdorff space K̃ in V [G] definable from K (up to homeomorphism). If T
is the topology on K, then it is well understood that in V [G], T forms a base for a topology on K, but that, in
general, this very natural topology obtained from K in V , is not going to be compact. For example if K is the
unit interval, then K̃ is going to be the unit interval including the appropriately valued new reals. The space K
with the topology generated by T will be a dense subset of K̃. If K is zero dimensional, then the most natural
method to define K̃ is simply by Stone Duality: in V , CO(K) is the Boolean algebra of clopen sets and K is
homeomorphic to the Stone space, S(CO(K)). We will let K̃ also be the S(CO(K)) as computed in V [G]. If U

is a closed subset of K (in V ), we will usually assume that Ũ is the natural closed subset of K̃.
In the case that K is not zero dimensional, we may assume that K is embedded into [0, 1]λ for some ordinal

λ. When we pass to V [G], even [0, 1] may be larger but we will still have K sitting as a subset of [0, 1]λ, and we
simply take K̃ to be the closure of K in [0, 1]λ. More details on this idea can be found in [1] or [3, 5.1].

It is helpful to distinguish between βN in V [G] and β̃N. If new reals are added to V [G], then β̃N is not
extremally disconnected because the base for the topology is the family {Ã : A ⊂ N and A ∈ V }.

Our main result is that if K is a compact F -space, then K̃ will not have non-trivial converging sequences.
The simplest example then is that β̃N will have no non-trivial converging sequences. In the final section we give
an example of a compact Hausdorff space K with no non-trivial converging sequences such that K̃ does have
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non-trivial converging sequences after adding random reals. It follows easily from Koszmider’s results in [10] that
in a Cohen real forcing extension, K̃ will have non-trivial converging sequences for every infinite compact space
K.

2. No converging sequences in F -spaces

In the next section we derive Lemma 2.1 as a corollary to a main combinatorial lemma. In this section we establish
the main Theorem 1.1 as a consequence of Lemma 2.1.

Let κ be any cardinal and consider the probability measure µ on the space 2κ in which µ(bα) = µ(∼bα) = 1
2

for each α ∈ κ, where bα is the clopen set {f ∈ 2κ : f(α) = 0} and ∼bα is the complement.
Let M denote the σ-algebra generated by the basic clopen sets; thus M is the Baire sets. Random real forcing

is the poset M which is obtained from M\ {∅} by identifying two members of M if the symmetric difference has
measure 0 and ordered by inclusion (mod measure 0). The poset M is ccc and complete (every non-empty subset
has a least upper bound).

In our treatment of M, it will be useful to fix a choice of representatives from M ∪ {0}: for each element b of
M, let 〈b〉 ∈ M be chosen from the equivalence class represented by b. For convenience, assume that 〈0〉 is the
empty set and 〈1〉 is the entire measure space 2κ. We do not, however, make any other assumptions about this
assignment, except of course, that a ≤ b ∈ M will imply that 〈a〉 \ 〈b〉 will have measure 0.

If ẋ is the M-name of an element of [0, 1]λ (that is, 1 
 ẋ ∈ [0, 1]λ), then for each basic open subset U of [0, 1]λ,
there is a unique element b ∈ M ∪ {0} such that

b 
 ẋ ∈ Ũ and ∼b 
 ẋ /∈ Ũ

because M is complete. It is standard to let [[ẋ ∈ U ]] denote this element b. Similarly, if K is zero dimensional and
U is a clopen subset of K, we would also have that [[ẋ ∈ U ]] is exactly the condition b ∈ M such that b 
 ẋ ∈ Ũ

and ∼b 
 ẋ /∈ Ũ . For improved readability, let 〈[ẋ ∈ U ]〉 be an alternate notation for 〈[[ẋ ∈ U ]]〉.
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Lemma 2.1. Let K be a compact zero dimensional metric space, and let ẋ,
{ẋi : i ∈ ω} be M-names of members of K̃ such that

1 
 ẋ ∈ {ẋi : i ∈ ω} and ẋi 6= ẋj(i < j).

If Y0 is any clopen subset of K and X0 ∈ M is such that X0 ⊂ 〈[ẋ ∈ Y0]〉, then for any ε > 0, there is a clopen
set U0 of Y0 such that

µ(X0 \
⋃
i∈ω

〈[ẋi ∈ U0]〉) < ε and µ(〈[ẋ ∈ U0]〉) < ε .

Proof. See Corollary 3.2. �

More informally, the idea is that with sufficiently high probability ẋ is not in U0 while at the same time, with
sufficiently high probability at least one of the ẋi’s is in U0.

The main result of this section is Lemma 2.2, we postpone its proof until we derive some corollaries and
Theorem 1.1.

Lemma 2.2. If K is a compact zero dimensional space, and G is M-generic, then for each infinite set D ⊂ K̃,
there is a sequence, {Un : n ∈ ω} ∈ V , of pairwise disjoint clopen subsets of K, such that for each n ∈ ω, D ∩ Ũn

is not empty.

Corollary 2.3. If K is a compact extremally disconnected space, and G is M-generic, then in V [G], every
infinite subset D of K̃ has a subset D′ such that D′ maps continuously onto β̃N.

Proof. By Lemma 2.2, there is a sequence {Um : m ∈ ω} of pairwise disjoint clopen sets with the property
that, in V [G], Ũm ∩D is not empty for each m. Still in V , the mapping Um 7→ m, lifts to a mapping g from K

onto βN. It is routine to check that there is a canonical reinterpretation of g in V [G] which maps K̃ onto β̃N and
sending Ũm to m. It follows then that if D′ ⊂ D is any set such that D′ ∩ Ũm is not empty for each m, then the
closure of D′ maps continuously onto β̃N. �
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Clearly Theorem 1.1 follows immediately from Corollary 2.3. The following more general statement does not
assume that the space is zero dimensional.

Corollary 2.4. If K is a compact F -space and G is M-generic then, in V [G], every infinite subset of K̃ has
an infinite discrete subset whose closure maps onto β̃N.

Proof. Let D be any countably infinite subset of K̃ in V [G]. By Corollary 2.3, it suffices to show that there is
a compact extremally disconnected subset Y of K (in V ) such that D ⊂ Ỹ . By a standard technique in forcing,
we can fix a countable set {ẋi : i ∈ ω} of M-names of elements of K̃ such that D = {valG(ẋi) : i ∈ ω}. Working
in V , we have K embedded in [0, 1]λ for some cardinal λ. Let I denote the ideal of cozero subsets U of [0, 1]λ

such that [[ẋi ∈ U ]] = 0 for all i ∈ ω. Clearly Ũ ∩D is empty for each U ∈ I. Let Y be the intersection of the
family

{[0, 1]λ \ U : U ∈ I}

and notice that D ⊂ Ỹ in V [G]. Every ccc closed subset of a compact F -space is an F -space, and consequently
also extremally disconnected. We will be finished by showing that Y is ccc.

Let {Uα : α ∈ ω1} be any family of cozero subsets of [0, 1]λ such that {(Y ∩Uα) : α ∈ ω1} are pairwise disjoint.
For each α < β < ω1, we thus have that Uα ∩ Uβ ∈ I. It follows then that [[ẋi ∈ Uα ∩ Uβ ]] is 0, and therefore
that 〈[ẋi ∈ Uα]〉 ∩ 〈[ẋi ∈ Uβ ]〉 has measure 0. Therefore there is a δ < ω1 such that [[ẋi ∈ Uα]] = 0 for all α ≥ δ
and i ∈ ω. In other words, Uα ∈ I for all α ≥ δ, proving that {Y ∩ Uγ : γ ∈ ω1} is indeed countable. �

Proof of Lemma 2.2. Recall that we have that K is a zero dimensional space, G is an M-generic, and assume
that D ∈ V [G] is an infinite subset of K̃. Let {xi : i ∈ ω} be any infinite discrete subset of D and let x be any
limit point. By standard forcing arguments, there is a name ẋ and a sequence of names {ẋi : i ∈ ω} such that
valG(ẋ) = x and valG(ẋi) = xi for each i ∈ ω. In addition, there is some element b ∈ G, such that b 
 ẋ is a
limit of the infinite discrete set {ẋi : i ∈ ω} which is contained in K̃. By a possible modification of the names ẋ
and {ẋi : i ∈ ω} we can assume that b is actually 1.
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In order to apply Lemma 2.1, we will have to replace K by a suitable metric space Y0 (in V ). To do so identify
K with the Stone space of its clopen algebra CO(K). Fix for each i ∈ ω, a name Ċi of a member of CO(K) such
that 1 
 Ċi∩{ẋj : j ∈ ω} = {ẋi}. For each i, there is a countable collection Ci ⊂ CO(K) such that [[U = Ċi]] = 0
for all U ∈ CO(K) \ Ci. Let C be the countable subalgebra of CO(K) that is generated by

⋃
i∈ω Ci. Let Y0 be

the Stone space of C. For each i ∈ ω, there is a canonical name ẏi for a member of Ỹ0 such that 1 
 ẏi = ẋi ∩ C,
and similarly a name ẏ such that 1 
 ẏ = ẋ∩ C. Clearly for each U ∈ C and each i ∈ ω, valG(ẋi) ∈ Ũ ⊂ K̃ if and
only if valG(ẏi) ∈ Ũ ⊂ Ỹ0. Of course we are using Ũ in two different senses in the previous sentence.

To show that we have a sequence {Un : n ∈ ω} ∈ V , of pairwise disjoint clopen subsets of Y0 as required, it
suffices to show that for any non-zero a ∈ M, there is such a sequence {Un : n ∈ ω} (depending on a) and an
a′ < a such that, for all n, a′ 
 Ũn ∩ {ẏi : i ∈ ω} 6= ∅. Let a ∈ M and choose ε > 0 so that ε < µ(〈a〉). We will be
done if we now find a sequence {Um : m ∈ ω} so that

⋃
i<ω 〈[ẏi ∈ Um]〉 has measure greater than 1− ε for all m.

This we do by repeated applications of Lemma 2.1. Set X0 = 2κ and ε0 = ε/2. By Lemma 2.1, there is a
clopen U0 ⊂ Y0 such that µ(〈[ẏ ∈ U0]〉) < ε0 and µ(X0 \

⋃
i∈ω 〈[ẏi ∈ U0]〉) < ε0. Set Y1 = Y0 \U0, X1 = 〈[ẏ ∈ Y1]〉,

and ε1 = ε0/2. Observe that X1 has measure greater than 1− ε0.
By induction on m, we select clopen sets Um of Ym and define Ym+1 = Ym \ Um, and Xm+1 = Xm \ 〈[ẏ ∈

Um]〉 = 〈[ẏ ∈ Ym+1]〉. The inductive assumptions are that µ(〈[ẏ ∈ Um]〉) < ε/2m+1 and µ(Xm \
⋃

i∈ω 〈[ẏi ∈
Um]〉) < ε/2m+1. To see that this can continue, we need only observe that 〈[ẏ ∈ Ym]〉 has measure greater than
1− ε + ε/2m since 〈[ẏ ∈

⋃
n<m Um]〉 has measure less than

∑
n<m ε/2n+1.

Since Xm has measure greater than 1 − ε + ε/2m and µ(Xm \
⋃

i∈ω 〈[ẏi ∈ Um]〉) < ε/2m+1, it follows that⋃
i∈ω 〈[ẏi ∈ Um]〉 has measure greater than 1− ε. This completes the proof. �
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3. The main combinatorial lemma

In the case that K is a compact metric space and ẋ is the M-name of a member of K̃, a common approach to
random real forcing would be to construct a Borel measurable function f from the measure space (2κ,M, µ) into
K so that for each open set U ⊂ K, 〈[ẋ ∈ U ]〉 = f−1(U) (mod measure 0).

If ẋ and ẏ are each names of members of K̃, then 1 
 ẋ 6= ẏ is equivalent to the following statement: there is a
countable set B ⊂ M such that

⋃
b∈B 〈b〉 has measure 1, and for each b ∈ B, there are disjoint basic open U,W such

that
b 
 ẋ ∈ Ũ and b 
 ẏ ∈ W̃ . This is the same as asserting that

b ≤ [[ẋ ∈ U ]] ∩ [[ẏ ∈ W ]].

Thus, if {ẋi : i ∈ ω} is a sequence of M-names of members of K̃, then for each i, we would have a Borel
measurable function fi corresponding to ẋi. If we assume that, for i < j, 1 
 ẋi 6= ẋj , then we have that
{x ∈ 2κ : fi(x) = fj(x)} has measure 0. This translation helps explain the interest in the following main
combinatorial Lemma. For the other results in this paper, the simplified version in Corollary 3.2 is sufficient and
its proof can be read independently. The lemma derives from Shelah via 1G of [8] and [2].

Lemma 3.1. Let (X, Σ, µ) be a probability space and Y a separable metric space. Suppose we have a non-
negative finitely additive functional ν defined on the Borel subsets of Y , with νY = 1, and a sequence 〈fi〉i∈N
of measurable functions, each defined on a set Xi ∈ Σ and taking values in Y , such that {x : x ∈ Xi ∩ Xj ,
fi(x) = fj(x)} is negligible whenever i 6= j.

Set Z =
⋂

j∈N
⋃

i≥j Xi. Then for any ε > 0 there is an open set H ⊂ Y such that νH ≤ ε and µ(Z \⋃
i∈N f−1

i [H]) ≤ ε.

Proof. (a) Set η = 1
4ε > 0 and let M ∈ N be such that (1− η)M < η. Let N ∈ N be such that µ(Z \ Z ′) ≤ η,

where
Z ′ = {x ∈ Z, |{i : i < N, x ∈ Xi}| ≥ M} .
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(b) Let A be the ideal of subsets A ⊂ Y such that inf{νG : A ⊆ G, G open in Y }
= 0. Let E be the algebra of {E : E ⊆ Y, ∂E ∈ A} where ∂E = E \ intE is the boundary of E. Then
there is a finite partition D of Y into members of E such that µB ≤ η, where

B =
⋃

i<j<N

⋃
D∈D

f−1
i [D] ∩ f−1

j [D].

Proof of (b): For any given metric on Y , let B(y, α) denote the open ball of radius α centered at y. Then for
any y0 ∈ Y , the mapping sending a positive real α to νB(y0, α) is non-decreasing, therefore continuous at all but
countably many points. This means that B(y0, α) ∈ E for all but countably many α, hence the open sets in E is
a base for Y . There is therefore a sequence 〈Un〉n∈N in E running over a base for Y . For each n, let Dn be the
partition of Y generated by {Ui : i ≤ n}, and set

Bn =
⋃

i<j<N

⋃
D∈Dn

f−1
i [D] ∩ f−1

j [D].

Then 〈Bn〉n∈N is non-increasing and⋂
n∈N

Bn =
⋃

i<j<N

{x : x ∈ Xi ∩Xj , fi(x) = fj(x)}

is negligible, so there is some n such that µBn ≤ η, and we can take D = Dn. This completes the proof of (b).
(c) Enumerate D as {Er : r < m}. Let K ⊂ m be a random set, in which each r < m has independently, a

probability η of appearing.
That is, we are defining a counting measure ρ on P(m) by

ρ({K}) = η|K|(1− η)m−|K| = η|K|(1− η)|m\K|.
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Set FK =
⋃

r∈K Er for each K. Then for any particular x ∈ Z ′ \B,

Pr(x /∈ f−1
i [FK ] for every i < N) = Pr(Kx ∩K = ∅)

(where Kx = {r : x ∈ f−1
i [Er] for some i < N})

= (1− η)|Kx| ≤ (1− η)M ≤ η

because if x ∈ Z ′ \B then
|Kx| = |{i : i < N , x ∈ Xi}| ≥ M.

So

Pr

(
µ

(
(Z ′ \B) \

⋃
i<N

f−1
i [FK ]

)
≤ 2ηµ(Z ′ \B)

)
≥ 1

2
.

A reader with less experience with probability may prefer more basic explanations. Consider the product
measure space P(m)× (Z ′ \B). Define the subset S by

S =
⋃

K⊂m

(
{K} ×

⋃
i<N

f−1
i [

⋃
r∈K

Er] ∩ (Z ′ \B)

)
.

For each K ⊂ m, let SK denote the vertical section
⋃

i<N f−1
i [
⋃

r∈K Er] and for each x ∈ (Z ′ \ B), we let Sx

denote the horizontal section at x.
It is easily verified that for each x ∈ (Z ′ \B), Sx = {K ∈ P(m) : K ∩Kx 6= ∅}; hence ρSx > 1− η. From this

it follows that (ρ× µ)(S) > (1− η)µ(Z ′ \B).
The statement that

Pr

(
µ

(
(Z ′ \B) ∩

⋃
i<N

f−1
i [

⋃
r∈K

Er]

)
≥ (1− 2η)µ(Z ′ \B)

)
≥ 1

2
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is just the statement that

T ={K : µ((Z ′ \B) ∩
⋃

i<N

f−1
i [

⋃
r∈K

Er]) ≥ (1− 2η)µ(Z ′ \B)}

={K : µ(SK) ≥ (1− 2η)µ(Z ′ \B)}

has measure greater than 1
2 . To show this observe that

(1− η)µ(Z ′ \B) <(ρ× µ)(S)

≤(ρ× µ)(S ∩ (T × (Z ′ \B)) + (ρ× µ)(S ∩ (∼T × (Z ′ \B))

≤ρ(T )µ(Z ′ \B) + ρ(∼T )(1− 2η)µ(Z ′ \B).

Therefore
1− η ≤ ρ(T ) + ρ(∼T )− 2ηρ(∼T ) = 1− 2ηρ(∼T ),

from which it follows that ρ(∼T ) ≤ 1
2 .

At the same time,

E(νFK) =
m−1∑
r=0

νEr Pr(r ∈ K) = η,

so Pr(νFK > 2η) < 1
2 , and there must be some K such that

νFK ≤ 2η,

µ((Z ′ \B) \
⋃

i<N

f−1
i [FK ]) ≤ 2ην(Z ′ \B).

But this means that
µ(Z \

⋃
i∈N

f−1
i [FK ]) ≤ 2η + µB + µ(Z \ Z ′) ≤ ε.
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A similar product measure argument using ρ× ν on P(m)× Y can be used for more detailed explanations in
this case as well. �

Recall we are assuming that we have a sequence {ẋi : i ∈ ω} of M-names of members of K̃ for some compact
metric K. We will simplify the discussion somewhat and assume that K is also zero dimensional. Let us also
assume that 1 
 {ẋi : i ∈ ω} is discrete (and of course that 1 
 ẋi 6= ẋj for i 6= j). Since 1 
 K̃ is compact, we
may fix a name ẋ of a member of K̃ such that 1 
 ẋ is a limit point of {ẋi : i ∈ ω} (and notice that 1 
 ẋ 6= ẋi

for each i ∈ ω).
The following result is really a corollary to the main lemma but for greater clarity for most readers, we will

reprove it based on the ideas in the main lemma but using more traditional forcing notation and a direct approach
to inductively choose clopen sets D to union up to the desired clopen set U0. To apply Lemma 3.1, one could set
ν(U) to be µ〈[ẋ ∈ U ]〉 for each open U ⊂ K.

Corollary 3.2. Let K be a compact zero dimensional metric space, and let ẋ, {ẋi : i ∈ ω} be M-names of
members of K̃ such that

1 
 ẋ ∈ {ẋi : i ∈ ω} and ẋi 6= ẋj(i < j) .

If Y0 is any clopen subset of K and X0 ∈ M is such that X0 ⊂ 〈[ẋ ∈ Y0]〉, then for any ε > 0, there is a clopen
set U0 of Y0 such that

µ(X0 \
⋃
i∈ω

〈[ẋi ∈ U0]〉) < ε and µ(〈[ẋ ∈ U0]〉) < ε .

Proof. Let 0 < η < ε/5, thus we can afford to throw away 4 pieces of X0 of size less than η. Let {an : n ∈ ω}
be a clopen basis for Y0. Fix an integer L so large that 4/

√
L < η.

Since X0 ⊆ 〈[ẋ ∈ Y0]〉 and 1 
 ẋ ∈ {ẋi : i ∈ ω}, X0 \
⋃

i∈ω\m 〈[ẋi ∈ Y0]〉 has measure 0 for each integer m.
Therefore, for each m, there is an m′ > m such that X0 \

⋃
i∈[m,m′) 〈[ẋi ∈ Y0]〉 has measure less than η/L. Fix an

increasing sequence m0 < m1 < · · · such that X0 \
⋃

i∈[mj ,mj+1)
〈[ẋi ∈ Y0]〉 has measure less than η/L for each j.
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Let M = mL, and set X ′
0 =

⋂
j<L

⋃
i∈[mj ,mj+1)

〈[ẋi ∈ Y0]〉. By construction, µ(X0 \X ′
0) < η and for each x ∈ X ′

0,
{i < M : x ∈ 〈[ẋi ∈ Y0]〉} has cardinality at least L.

Let Y ′ = {y ∈ Y0 : [[ẋ = y]] > 0}. Since [[ẋ = y]] ∧ [[ẋ = y′]] = 0 for y 6= y′, it follows that there is a finite set
F ⊂ Y ′ such that

⋃
y∈Y ′\F 〈[ẋ = y]〉 has measure less than η/2.

For each y ∈ F , there is a ny such that y ∈ any
and µ(〈[ẋi ∈ any

]〉) < η/(2M · |F |) for each i < M . Therefore⋃
i<M,y∈F 〈[ẋi ∈ any

]〉 has measure less than η/2. Let j0 be larger than ny for each y ∈ F . Set

X1 = X ′
0 \ (

⋃
i<M,y∈F

〈[ẋi ∈ any ]〉 ∪
⋃

y∈Y ′\F

〈[ẋ = y]〉).

For each j ∈ ω, let Dj be the partition of Y0 generated by {an : n < j}. That is, for each D ∈ Dj and each n < j,
either D ⊂ an or D ∩ an is empty. For each j and i < i′ < M , let E(j, i, i′) =

⋃
D∈Dj

〈[ẋi ∈ D]〉 ∩ 〈[ẋi′ ∈ D]〉. Let
E(ω, i, i′) =

⋂
j∈ω E(j, i, i′).

Since 1 
 ẋi 6= ẋi′ , we have that E(ω, i, i′) has measure 0. Also, we have that E(j + 1, i, i′) ⊂ E(j, i, i′) for
each j. Therefore, there is some j such that E(j, i, i′) has measure less than η/M2. It follows that there is an
integer j > j0 such that E(j, i, i′) has measure less than η/M2 for each i < i′ < M . Let D = Dj .

Set X2 = X1\
⋃

i<i′<M E(j, i, i′) and again we have that X1\X2 has measure less than η. Now it follows that for
each x ∈ X2, Dx = {D ∈ D : (∃i < M)x ∈ 〈[ẋi ∈ D]〉} has cardinality at least L and that Dx∩DF = ∅ where DF =
{D ∈ D : D ∩ F 6= ∅}.

Let J be an integer so large that 1/J < µ(〈[ẋ ∈ D]〉 ∩X2) for each D ∈ D \ DF .
Consider any D ∈ D \ DF and y ∈ D. Since y /∈ F , 〈[ẋ = y]〉 ∩X2 has measure 0, hence there is a clopen set

ay ⊂ D such that 〈[ẋ ∈ ay]〉 ∩X2 has measure less than 1/(4J). Therefore there is a finite cover of D by clopen
sets E each with the property that 〈[ẋ ∈ E]〉 ∩X2 has measure less than 1/(4J). Therefore there is a partition
ED of D by sets each of which has measure greater than 1/J and less than 5/(4J). By refining D \ DF , we may
assume that for D ∈ D \ DF , 〈[ẋ ∈ D]〉 ∩X2 has measure greater than 1/J and less than 5/(4J). It also follows
that |D \ DF | < J .
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For each D ∈ D, let ν(D) = µ(〈[ẋ ∈ D]〉 ∩X2). Of course, more generally we could define ν(E) = µ(X2 ∩〈[ẋ ∈
E]〉) for all clopen subsets of Y but we only extend it to the simple finite algebra (hence σ-algebra) generated by
D. Then consider the product measure (µ× ν) on X2 × Y0.

Define the set S ⊂ X2 × Y0 by
S =

⋃
D∈D

⋃
i<M

(X2 ∩ 〈[ẋi ∈ D]〉)×D

and for each x ∈ X2, we have the vertical fiber Sx which is equal to⋃
Dx =

⋃
{D ∈ D : (∃i < M) x ∈ 〈[ẋi ∈ D]〉}.

Since |Dx| ≥ L, we have that ν(Sx) > (L/J). Therefore

(µ× ν)(S) > (L/J)µ(X2).

For each D ∈ D,
SD =

⋃
i<M

X2 ∩ 〈[ẋi ∈ D]〉

and
(L/J)µ(X2) < (µ× ν)(S) =

∑
D∈D\DF

ν(D)µ(SD) < J · 5
4J

·max
D∈D

(µ(SD)).

Since (L/J)µ(X2) < J · (5/(4J)) ·max(µ(SD)), we have
4
5
· L

J
µ(X2) < max

D∈D
(µ(SD)).

Thus there is a D0 ∈ D \ DF such that µ(SD0) > (4L/5J)µ(X2).
Now set X3 = X2 \ (〈[ẋ ∈ D0]〉 ∪ SD0) and Y3 = Y0 \D0. Set S3 = S ∩ (X3 × Y3).
Notice that for x ∈ X3, D0 /∈ Dx, hence we still have that ν((S3)x) > L/J . If µ(X3) ≤ 1/

√
L we stop, otherwise,

arguing exactly as above, there is a D1 ∈ D \ ({D0} ∪ DF ), such that µ(SD1 ∩X3) > (4L/5J)µ(X3).
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Inductively we keep choosing such Dm ∈ D\(DF ∪{D0, . . . , Dm−1}), such that µ(SDm∩X2+m) > (4/5)·(L/J)·
µ(X2+m) and set X2+m+1 = X2+m \ (Dm ∪ SDm). Let ` be the first value m + 1 such that µ(X2+m+1) ≤ 1/

√
L.

Now we consider the families of disjoint sets {SDm ∩X2+m : m < `} and the fact that X2 \X2+` is covered by
this union together with the union of the family {〈[ẋ ∈ Dm]〉 : m < `}.

For each m < `, µ(SDm ∩ X2+m) is bigger than (4/5) · (L/J)µ(X2+m) > (4/5) · (L/J) · (1/
√

L). Therefore,
the measure of the union of the family {SDm ∩X2+m : m ≤ `} is bigger than ` · (4L/5J) · (1/

√
L). The union of

the family 〈[ẋ ∈ Dm]〉 (m < `) has some measure p which is less than (5/4) · ` · (1/J). Therefore the measure of
T =

⋃
{SDm ∩X2+m : m < `} is more than (16/25) ·

√
L · p.

Now, 1 > (16/25) ·
√

L · p and (25/16) · (1/
√

L) > p.
Also, since X2 \X` is covered by these sets, we have µ(T ) + p > µ(X2)− 1/

√
L; or µ(T ) > µ(X2)− η/4− p >

µ(X2)− η/4− (25/16) · (1/
√

L) which in turn is greater than µ(X2)− η/4− (25/16) · (η/4) > µ(X2)− (3/4)η. It
follows that µ(T ) is greater than µ(X0)− ε as required. So we set U0 = D0 ∪ · · · ∪D`−1.

Finally we compute µ(〈[ẋ ∈ U0]〉), it equals µ(〈[ẋ ∈
⋃

m<` Dm]〉) = p < (25/16)·(1/
√

L) < (25/16)(η/4) < ε. �

4. An example that acquires converging sequences

Proposition 4.1. There is an example of a compact Hausdorff space K which has no non-trivial converging
sequences such that K̃ does have non-trivial converging sequences after adding random reals.

Proof. Recall that M∪{0} (with measure µ) is the random real forcing algebra obtained from the measure space
X = 2κ for some infinite cardinal κ. Let Z denote the Stone space of M ∪ {0}. We will define a compactification
K of Z ×N. K will be the Stone space of a Boolean subalgebra B of the natural algebra N = (M ∪ {0})N where

B = {〈bn〉n∈N : min (Σn∈N µ(bn),Σn∈N µ(X \ bn)) is finite }.

Now

{〈bn〉n∈N :
∑

n∈N µ(X \ bn) is finite}
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is an ultrafilter in B with limit z in K.
It is fairly routine to prove that K contains no non-trivial converging sequences (much like proving that

S(M ∪ {0}) contains none).
Let ν denote the usual product measure on N. We will now force with the random real poset obtained from N

with the measure ν. Let G be a generic filter and for each n, let gn ∈ Z̃ × {n} be determined by the (ultra)filter
{bn : 〈1, 1, . . . , 1, bn, 1, 1, . . .〉 ∈ G}. We show that {gn : n ∈ N} converges to z. Assume that 〈bn〉n∈N ∈ B is such
that z /∈ b̃ and suppose that a is in the forcing poset. We show that there is an extension (subset) of a which
forces that b̃ ∩ {gn : n ∈ N} is finite. Let 0 < ε be less than ν(〈a〉). Let, for n ∈ N, bn = 〈1, 1, . . . , 1, bn, 1, . . .〉
in the measure algebra N. Observe that ν(bn) = µ(〈bn〉). There is an integer M such that

∑
n>M µ(〈bn〉) is less

than ε, hence ν(
∨

n>M bn) < ε. This proves that ν(a \
∨

n>M bn) > 0. The condition a′ = a \
∨

n>M bn forces
that gn /∈ b̃ for each n > M . �
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