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Abstract

Let Tn be the class of tricyclic graphs on n vertices. In this paper, a sharp lower
bound for the total number of matchings of graphs in Tn is determined.

1 Introduction

The total number of matchings of a graph is a graphic invariant which is important
in structural chemistry. In the chemistry literature this graphic invariant is called the
Hosoya index of a molecular graph. It was applied to correlations with boiling points,
entropies, calculated bond orders, as well as for coding of chemical structures [12, 13, 26,
32]. Therefore, the ordering of molecular graphs in terms of their Hosoya indices is of
interest in chemical thermodynamics. Let G be a graph with n vertices and m(G; k) the
number of its k-matchings. It is convenient to denote m(G; 0) = 1 and m(G; k) = 0 for
k > [n/2]. The Hosoya index of G, denoted by z(G), is defined as the sum of all the
numbers of its matchings, namely

z(G) =

[n/2]
∑

k=0

m(G; k).

The Hosoya index was introduced by Hosoya [13] and since then, many researchers
have investigated this graphic invariant (e.g., see [2, 4, 5, 12]). An important direction
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is to determine the graphs with maximal or minimal Hosoya indices in a given class of
graphs.

As for n-vertex trees, it has been shown that the path has the maximal Hosoya index
and the star has the minimal Hosoya index (see [12]). Hou [14] characterized the trees
with a given size of matching and having minimal and second minimal Hosoya index,
respectively. In [22, 29], Liu and Ou, respectively, characterized the trees of diameter 4
with maximal Hosoya index. In [28], Ou characterized the trees without perfect matching
having maximal Hosoya index. In [29], Ou also characterized the trees of diameter 5 with
maximal Hosoya index. In [33] Yu and Lv characterized the trees with k pendants having
minimal Hosoya index.

As for n-vertex unicyclic graphs, Deng and Chen [6] gave the sharp lower bound on the
Hosoya index of unicyclic graphs. In [15], Hua determined the minimum of the Hosoya
index within a class of unicyclic graphs. Hua [16] also characterized the unicyclic graph
with given pendants having minimal Hosoya index. In [21] Li et al. characterized unicyclic
graphs with minimal, second-minimal, third-minimal, fourth-minimal, fifth-minimal and
sixth-minimal Hosoya index. Recently, Ou [27] determined the unicyclic graphs with
maximal Hosoya index. For n-vertex bicyclic graphs, Deng [7, 8] determined sharp upper
and lower bounds on Hosoya index of bicyclic graphs, respectively.

Recently, for other class of graphs, Li et al. determined a sharp lower bound for the
Hosoya index of quasi-tree graphs; see [20]. Liu and Lu characterized the cacti graphs
with minimal Hosoya index in [23]. Machnicka et al. determined sharp bounds for the
Hosoya index of connected graphs [25]. In [30], Ren and Zhang determined the sharp
upper bound for the Hosoya index of double hexagonal chains. In [31], Shiu studied the
extremal Hosoya index of hexagonal spiders.

In light of the information available for the total number of matchings of trees, unicyclic
graphs, bicyclic graphs, it is natural to consider other classes of graphs, and the connected
graphs with cyclomatic number 3, i.e., the set of tricyclic graphs, is a reasonable starting
point for such an investigation. The tricyclic graph has been considered in mathematical
and chemical literature (in total π-electron energies with the framework of the HMO
approximation [18, 19], the theory of graphic spectra and nullity of graphs; see [3, 9, 10,
11, 17]), whereas to our best knowledge, the total number of matchings of tricyclic graphs
was, so far, not considered. In this paper, we characterize the extremal graphs among
n-vertex tricyclic graphs with the smallest value of total number of matchings.

In order to state our results, we introduce some notation and terminology. For other
undefined notation we refer to Bollobás [1]. Recall, a connected n-vertex graph is tricyclic
if it has n + 2 edges. Tn denotes the set of all n-vertex tricyclic graphs. If W ⊂ V (G),
we denote by G − W the subgraph of G obtained by deleting the vertices of W and the
edges incident with them. Similarly, if E ⊂ E(G), we denote by G − E the subgraph
of G obtained by deleting the edges of E. If W = {v} and E = {xy}, we write G − v
and G − xy instead of G − {v} and G − {xy}, respectively. Denote the neighborhood of
v ∈ V (G) by N(v) = NG(v); and let N [v] = N(v)∪{v}. Throughout the paper we denote
by Pn, K1,n−1 and Cn the n-vertex graph equals to the path, star and cycle, respectively.
For two connected graphs G1, G2 with V (G1) ∩ V (G2) = {v}, let G = G1vG2 be a graph

the electronic journal of combinatorics 17 (2010), #R132 2



defined by V (G) = V (G1) ∪ V (G2) and E(G) = E(G1) ∪ E(G2).

2 Preliminaries

In this section, we shall give some necessary results which will be used to obtain our main
results in this paper.

Lemma 2.1 ([12]). Let G = (V, E) be a graph.

(i) If uv ∈ E(G), then z(G) = z(G − uv) + z(G − {u, v}).
(ii) If v ∈ V (G), then z(G) = z(G − v) +

∑

u∈N [v] z(G − {u, v}).
(iii) If G1, G2, . . . , Gt are the components of the graph G, then z(G) =

∏t
j=1 z(Gj).

X
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Y

uv
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X

u
Y

H
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*
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*
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v u

Figure 1: Graphs G, G∗

1, G
∗
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Two graphs are said to be disjoint if they have no vertex in common.

Lemma 2.2 ([23]). Let H, X, Y be three pairwise disjoint connected graphs. Suppose that
u, v are two vertices of H, v′ is a vertex of X, u′ is a vertex of Y . Let G be the graph
obtained from H, X, Y by identifying v with v′ and u with u′, respectively. Let G∗

1 be the
graph obtained from H, X, Y by identifying vertices v, v′, u′ and G∗

2 be the graph obtained
from H, X, Y by identifying vertices u, v′, u′; see Figure 1. Then

z(G∗

1) < z(G) or z(G∗

2) < z(G).

Lemma 2.3 ([24]). Let H be a connected graph and Tl be a tree of order l + 1 with
V (H) ∩ V (Tl) = {v}. Then z(HvTl) > z(HvK1,l), where v is the center of the star K1,l

in HvK1,l.

According to the definition of the Hosoya index, if v is a vertex of G, then z(G) >
z(G − v). In particular, when v is a pendant vertex of G and u is the unique vertex
adjacent to v, we have z(G) = z(G− v) + z(G− {u, v}). If set z(P0) = 1, then z(P1) = 1
and z(Pn) = z(Pn−1) + z(Pn−2) for n > 2. Denote by Fn the nth Fibonacci number.
Recall that Fn = Fn−1 + Fn−2 with initial conditions F0 = 1 and F1 = 1. We have

z(Pn) = Fn =
1√
5





(

1 +
√

5

2

)n+1

−
(

1 −
√

5

2

)n+1


 .
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Note that Fn+m = FnFm + Fn−1Fm−1, for convenience, we let Fn = 0 for n < 0.
By [9, 10, 17, 18, 19], a tricyclic graph G contains at least 3 cycles and at most 7 cycles,

furthermore, there cannot be exactly 5 cycles in G. Then let Tn = T 3
n ∪T 4

n ∪T 6
n ∪T 7

n ,
where T i

n denotes the set of tricyclic graphs on n vertices with exact i cycles for i =
3, 4, 6, 7. Let G3

7 be a graph formed by attaching three cycles Ca, Cb and Cc to a common
vertex u; see Figure 2. Then let Gk

n,a,b,c be a graph on n vertices created from G3
7 by

attaching k pendant vertices to u,where a + b + c + k = n + 2. And set

T
∗ = {G ∈ Tn : G is obtained by attaching k pendant vertices

to one vertex except u, say v, on G3
7}.

For convenience, let G̃k
n,a,b,c be any one of the members in T ∗. At first we shall show that

the Hosoya index of any member in T ∗ is larger than that of Gk
n,a,b,c. In fact, by Lemma

2.2, the following lemma is immediate.

uaC bC cC

x y
... ......u

3
1G 3

2G 3
3G 3

4G 3
5G 3

6G 3
7G

u
... ...

...
u

... ... . ..u
uaC

bC
cC

Figure 2: Seven possible cases for the arrangement of the three cycles in T 3
n

Lemma 2.4. z(G̃k
n,a,b,c) > z(Gk

n,a,b,c).

Lemma 2.5. If G ∈ T 3
n contains exactly three cycles, Ca, Cb and Cc, then z(G) >

z(Gk
n,a,b,c).

Proof. Let G be an n-vertex tricyclic graph processing exactly three cycles. The possible
arrangements of the three cycles contained in G are depicted in Figure 2; see [9, 10, 17,
18, 19]. Here we only show that our result is true when G is obtained by attaching some
trees to G3

1; see Figure 2. With a similar method we can show that our result is also true
for the other cases, i.e., G is obtained by attaching some trees to G3

i , i = 2, 3, 4, 5, 6, 7; see
Figure 2. We omit the procedure here.

Let VP (G) = {v ∈ V (G3
1) : NG(v) \ NG3

1
(v) 6= ∅}. If |VP (G)| > 2, then by Lemma 2.2,

we can obtain graph G′ such that G′ contains G3
1 as its subgraph, |VP (G′)| = |VP (G)| − 1

and z(G′) < z(G). Using Lemma 2.2 repeatedly, we finally get a graph G′′ which contains
G3

1 as its subgraph, |VP (G′′)| = 1 and z(G′′) < z(G). Once again by Lemma 2.2, we may
obtain a graph G∗ such that G∗ contains G3

7 (see Figure 2) as its subgraph, |VP (G∗)| = 1
and z(G∗) < z(G′′). By Lemma 2.3, we have either z(G∗) > z(Gk

n,a,b,c) or, z(G∗) >

z(G̃k
n,a,b,c). Hence, in view of Lemma 2.4, we have z(G) > z(Gk

n,a,b,c), as desired. This
completes the proof.

Lemma 2.6. For any positive integers a, b, c, k,

(i) z(Gk
n,a,b,c) > z(Gk+1

n,a−1,b,c) if a > 4, b, c > 3.

(ii) z(Gk
n,a,b,c) > z(Gk+1

n,a,b−1,c) if b > 4, a, c > 3.
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(iii) z(Gk
n,a,b,c) > z(Gk+1

n,a,b,c−1) if c > 4, a, b > 3.

Proof. By symmetry, it suffices to prove (i). We omit the proofs for (ii) and (iii). By
Lemma 2.1,

z(Gk
n,a,b,c)

= z(Gk
n,a,b,c − v) +

∑

v∈N [u]

z(Gk
n,a,b,c − {u, v})

= z(Pa−1 ∪ Pb−1 ∪ Pc−1 ∪ kP1) + 2z(Pa−2 ∪ Pb−1 ∪ Pc−1 ∪ kP1) + 2z(Pa−1 ∪ Pb−2

∪ Pc−1 ∪ kP1) + 2z(Pa−1 ∪ Pb−1 ∪ Pc−2 ∪ kP1) + kz(Pa−1 ∪ Pb−1 ∪ Pc−1 ∪ (k − 1)P1)

= (k + 1)Fa−1Fb−1Fc−1 + 2Fa−2Fb−1Fc−1 + 2Fa−1Fb−2Fc−1 + 2Fa−1Fb−1Fc−2.

Similarly,

z(Gk+1
n,a−1,b,c) = (k + 2)Fa−2Fb−1Fc−1 + 2Fa−3Fb−1Fc−1 + 2Fa−2Fb−2Fc−1 + 2Fa−2Fb−1Fc−2.

Thus,

z(Gk
n,a,b,c) − z(Gk+1

n,a−1,b,c) = (k + 1)Fa−1Fb−1Fc−1 + 2Fa−2Fb−1Fc−1 + 2Fa−1Fb−2Fc−1

+2Fa−1Fb−1Fc−2 − [(k + 2)Fa−2Fb−1Fc−1 + 2Fa−3Fb−1Fc−1

+2Fa−2Fb−2Fc−1 + 2Fa−2Fb−1Fc−2]

= (k + 1)Fa−3Fb−1Fc−1 + 2Fa−4Fb−1Fc−1 + 2Fa−3Fb−2Fc−1

+2Fa−3Fb−1Fc−2 − Fa−2Fb−1Fc−1

> Fa−4Fb−1Fc−1. (2.1)

Note that a > 4, b, c > 3, therefore by (2.1),

Fa−4Fb−1Fc−1 > 0,

and so, (i) holds. This completes the proof.

mP
tP

yxl PPP È=

. . .

. . .

. . .

. . .

. . .
v

u

(i i) (i ii) (i v) (v)(i )

u

v

...

Figure 3: Four possible cases for the arrangement of the four cycles in T 4
n

Let Pl, Pm, Pt be three vertex-disjoint paths, where l, m, t > 2 and at most one of them
is 2. Identifying the three initial vertices and terminal vertices of them, respectively, the
resulting graph, denoted by B1, is called a θ-graph; see Figure 3(i). Furthermore, let Cb

be a cycle. Connect Cb and B1 by a path Ps, where s > 1 and call the resulting graph
G̃-graph. By [9, 10, 17, 18, 19], we know that there are exactly four types of G̃-graph; see
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Figure 3(ii)-(v). Furthermore, T 4
n denotes the set of all graphs obtained from G̃-graph by

attaching some trees (or nothing). For convenience, let Ca, Cc and Cd be the three cycles
contained in B1, where Ca = Pl ∪ Pm, Cc = Pm ∪ Pt, Cd = Pt ∪ Pl = Pt ∪ Px ∪ Py; see
Figure 3(i). Set

G1 := B1uCb, G2 := B1vCb. (2.2)

Thus, we define two tricyclic graphs in T 4
n as follows:

• Ak
m,l,b,t is an n-vertex tricyclic graph created from G1 by attaching k pendant vertices

to u.

• Āk,x,y
m,b,t is an n-vertex tricyclic graph created from G2 by attaching k pendant vertices

to v.

In the above two graphs, the number of pendant vertices is in fact n + 5 − m− l − t− b,
i.e., k = n + 5 − m − l − t − b.

Lemma 2.7. Let G be an element of T 4
n such that G contains the θ-graph B1 and a

cycle Cb with E(B1)∩E(Cb) = ∅, then z(G) > z(Ak
m,l,b,t), the equality holds if and only if

G ∼= Ak
m,l,b,t, where k = n − (|V (B1)| + |V (Cb)| − 1).

Proof. We distinguish the following two possible cases to prove this lemma.

Case 1. k = 0. In this case, it is sufficient for us to consider the two graphs G1, G2

defined in (2.2). Using Lemma 2.1 repeatedly, we obtain

z(G1) = Fb−1z(B1) + 2Fb−2z(B1 − u), z(G2) = Fb−1z(B1) + 2Fb−2z(B1 − v).

This gives

z(G2) − z(G1) = 2Fb−2(z(B1 − v) − z(B1 − u)). (2.3)

Furthermore,

z(B1 − u) = Fm−2Fl−2Ft−1 + Fm−3Fl−2Ft−2 + Fm−2Fl−3Ft−2,

z(B1 − v) = Fm−2Fl+t−3 + Fm−3Fy−2Fx+t−3 + Fm−3Fx−2Fy+t−3 + Fm−4Fx−2Fy−2Ft−2.

Note that l = x + y − 1, hence

z(B1 − v) − z(B1 − u) (2.4)

= Fm−2Fl+t−3 + Fm−3Fy−2Fx+t−3 + Fm−3Fx−2Fy+t−3 + Fm−4Fx−2Fy−2Ft−2

−(Fm−2Fl−2Ft−1 + Fm−3Fl−2Ft−2 + Fm−2Fl−3Ft−2)

= [Fm−2Fl+t−3 − (Fm−2Fl−2Ft−1 + Fm−2Fl−3Ft−2)] + Fm−4Fx−2Fy−2Ft−2

+(Fm−3Fy−2Fx+t−3 + Fm−3Fx−2Fy+t−3 − Fm−3Fl−2Ft−2)

= (Fm−3Fy−2Fx+t−3 + Fm−3Fx−2Fy+t−3 − Fm−3Fx+y−3Ft−2)
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+Fm−4Fx−2Fy−2Ft−2

= (Fm−3Fy−2Fx−1Ft−2 + Fm−3Fy−2Fx−2Ft−3 + Fm−3Fx−2Fy−3Ft

+Fm−3Fx−2Fy−4Ft−1 − Fm−3Fy−2Fx−1Ft−2 − Fm−3Fy−3Fx−2Ft−2)

+Fm−4Fx−2Fy−2Ft−2

> Fm−3Fy−2Fx−2Ft−3. (2.5)

By (2.3),(2.4), we obtain z(G2) > z(G1). Hence when k = 0, we have z(G) > z(G1) =
z(A0

m,l,b,t), the equality holds if and only if G ∼= A0
m,l,b,t.

Case 2. k > 1. In this case, by applying Lemmas 2.2 and 2.3 repeatedly, we have
z(G) > z(Ak

m,l,b,t), or z(G) > z(Āk,x,y
m,b,t). On the other hand, by Lemma 2.1 we have

z(Āk,x,y
m,b,t) = z(G2) + kFb−1z(B1 − v), z(Ak

m,l,b,t) = z(G1) + kFb−1z(B1 − u).

This gives

z(Āk,x,y
m,b,t) − z(Ak

m,l,b,t) = (z(G2) − z(G1)) + kFb−1(z(B1 − v) − z(B1 − u)).

By (2.6) and z(G2) > z(G1), we have z(Āk,x,y
m,b,t) > z(Ak

m,l,b,t).

Lemma 2.8. For positive integers m, l, x, y, b, t, k,

(i) z(Ak+1
m,l−1,b,t) < z(Ak

m,l,b,t) for either l > 4, b > 3, m, t > 2 and mt > 6, or l =
3, b, m, t > 3.

(ii) z(Ak+1
m−1,l,b,t) < z(Ak

m,l,b,t) for either m > 4, b > 3, l, t > 2 and lt > 6, or m = 3, b, l, t >

3.

(iii) z(Ak+1
m,l,b−1,t) < z(Ak

m,l,b,t) for b > 4, l, m, t > 2 and lmt > 18.

(iv) z(Ak+1
m,l,b,t−1) < z(Ak

m,l,b,t) for either t > 4, b > 3, l, t > 2 and lt > 6, or t = 3, m, l, b >

3.

Proof. (i) Consider B1 and B1 − u (see Figure 3(i)), we have

z(B1) = Fm−2Fl+t−3 + Fm−3Fl−2Ft−2 + Fm−3Fl+t−3 + Fm−4Fl−2Ft−2

+Fm−2Fl+t−4 + Fm−3Fl−3Ft−2 + Fm−2Fl+t−4 + Fm−3Fl−2Ft−3,

z(B1 − u) = Fm−2Fl+t−3 + Fm−3Fl−2Ft−2.

Hence, by Lemma 2.1 we get

z(Ak
m,l,b,t)

= Fb−1z(B1) + 2Fb−2z(B1 − u) + kFb−1z(B1 − u)

= Fb−1(Fm−2Fl+t−3 + Fm−3Fl−2Ft−2 + Fm−3Fl+t−3 + Fm−4Fl−2Ft−2 + Fm−2Fl+t−4

+Fm−3Fl−3Ft−2 + Fm−2Fl+t−4 + Fm−3Fl−2Ft−3) + 2Fb−2(Fm−2Fl+t−3

+Fm−3Fl−2Ft−2) + kFb−1(Fm−2Fl+t−3 + Fm−3Fl−2Ft−2).
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This gives

z(Ak
m,l,b,t) − z(Ak+1

m,l−1,b,t)

= Fb−1(Fm−2Fl+t−5 + Fm−3Fl−4Ft−2 + Fm−3Fl+t−5 + Fm−4Fl−4Ft−2

+Fm−2Fl+t−6 + Fm−3Fl−5Ft−2 + Fm−2Fl+t−6 + Fm−3Fl−4Ft−3)

+(2Fb−2 + kFb−1)(Fm−2Fl+t−5 + Fm−3Fl−4Ft−2)

> Fb−1Fm−3Fl−3Ft−2.

Note that at most one of m, t is 2, hence without loss of generality, let t > 2, m > 3;
together with b, l > 3 yields Fb−1Fm−3Fl−3Ft−2 > 0, i.e., z(Ak

m,l,b,t) > z(Ak+1
m,l−1,b,t). This

completes the proof of (i).
By a similar discussion as in the proof of (i), we may also show that (ii)-(iv) are true.

We omit the procedure here. This completes the proof of Lemma 2.9.

We know from [9, 10, 17, 18, 19] that if a tricyclic graph has exactly six cycles, then
the arrangement of these cycles has three forms; see Figure 4. Then define four tricyclic
graphs in T 6

n as follows:

mP

lP
bP

cP

u

v

w

xP

yP

v

1tP
2tP

cC

)I( )II( )III(

v

1tP
2tP

cC

Figure 4: Three possible cases for the arrangement of the six cycles in T 6
n

• Hk
m,l,b,c is a tricyclic graph with exactly six cycles on n vertices created from Figure

4(I) by attaching k pendant vertices to v( 6= u) of (I), where m+ l+ b+ c+k = n+6
and Pm = Px ∪ Py.

• H̄k,x,y
m,b,c is any member of the set of n-vertex tricyclic graphs with exactly six cycles

created from Figure 4(I) by attaching k pendant vertices to u ( 6= v, w), where m +
l + b + c + k = n + 6 and Pm = Px ∪ Py.

• Qk
c,t1,t2

is a tricyclic graph with exactly six cycles on n vertices created from Figure
4(II) by attaching k pendant vertices to v, where c + t1 + t2 + k = n + 3.

• Sk
c,t1,t2 is a tricyclic graph with exactly six cycles on n vertices created from Figure

4(III) by attaching k pendant vertices to v, where c + t1 + t2 + k = n + 4.

Lemma 2.9. Let G ∈ T 6
n .

(a) If the six cycles in G are the same as Figure 4(I), then we have z(G) > z(Hk
m,l,b,c).
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(b) If the six cycles in G are the same as Figure 4(II), then we have z(G) > z(Qk
c,t1,t2).

(c) If the six cycles in G are the same as Figure 4(III), then we have z(G) > z(Sk
c,t1,t2

).

Proof. (a) For any graph G ∈ T 6
n that satisfies the assumption of (a), repeated applica-

tions of Lemmas 2.2 and 2.3 give

z(G) > z(Hk
m,l,b,c) or z(G) > z(H̄k,x,y

m,b,c). (2.6)

In order to complete the proof of Lemma 2.9(a), it suffices to show that z(Hk
m,l,b,c) <

z(H̄k,x,y
m,b,c) holds. In fact, let v1, v2, . . . , vk be the k pendant vertices of Hk

m,l,b,c. Set G0 =

Hk
m,l,b,c − {v1, . . . , vk}. Thus,

z(Hk
m,l,b,c) = z(G0) + kz(G0 − v), z(H̄k,x,y

m,b,c) = z(G0) + kz(G0 − u).

Therefore, we have

z(H̄k,x,y
m,b,c) − z(Hk

m,l,b,c) = k(z(G0 − u) − z(G0 − v)).

On the other hand,

z(G0 − u)

= Fl−2Fb−2Fm+c−3 + Fl−2Fb−3Fx−2Fy+c−3 + Fl−2Fb−3Fy−2Fx+c−3 + Fl−2Fb−4Fx−2

×Fy−2Fc−2 + Fl−3Fb−2Fx−2Fy+c−3 + Fl−3Fb−3Fx−2Fy−2Fc−2

+Fl−3Fb−2Fy−2Fx+c−3 + Fl−3Fb−3Fx−2Fy−2Fc−2 + Fl−4Fb−2Fx−2Fy−2Fc−2,

and

z(G0 − v) = Fm−2Fl−2Fb+c−3 + Fm−2Fl−3Fb−2Fc−2 + Fm−3Fl−2Fb−2Fc−2.

Note that m = x + y − 1, set ∆ := z(G0 − u) − z(G0 − v), we have

∆ = Fl−2Fb−2Fm+c−3 + Fl−2Fb−3Fx−2Fy+c−3 + Fl−2Fb−3Fy−2Fx+c−3

+Fl−2Fb−4Fx−2Fy−2Fc−2 + Fl−3Fb−2Fx−2Fy+c−3 + Fl−3Fb−3Fx−2Fy−2Fc−2

+Fl−3Fb−2Fy−2Fx+c−3 + Fl−3Fb−3Fx−2Fy−2Fc−2 + Fl−4Fb−2Fx−2Fy−2Fc−2

−(Fm−2Fl−2Fb+c−3 + Fm−2Fl−3Fb−2Fc−2 + Fm−3Fl−2Fb−2Fc−2)

= Fl−2Fb−2Fm−2Fc−1 + Fl−2Fb−2Fm−3Fc−2 + Fl−2Fb−3Fx−2Fy−2Fc−1

+Fl−2Fb−3Fx−2Fy−3Fc−2 + Fl−2Fb−3Fy−2Fx−2Fc−1 + Fl−2Fb−3Fy−2Fx−3Fc−2

+Fl−2Fb−4Fx−2Fy−2Fc−2 + Fl−3Fb−2Fx−2Fy−2Fc−1 + Fl−3Fb−2Fx−2Fy−3Fc−2

+Fl−3Fb−3Fx−2Fy−2Fc−2 + Fl−3Fb−2Fy−2Fx−2Fc−1 + Fl−3Fb−2Fy−2Fx−3Fc−2

+Fl−3Fb−3Fx−2Fy−2Fc−2 + Fl−4Fb−2Fx−2Fy−2Fc−2 − (Fm−2Fl−2Fb−2Fc−1

+Fm−2Fl−2Fb−3Fc−2 + Fm−2Fl−3Fb−2Fc−2 + Fm−3Fl−2Fb−2Fc−2)

= Fl−2Fb−3Fx−2Fy−2Fc−1 + Fl−2Fb−3Fx−2Fy−3Fc−2 + Fl−2Fb−3Fy−2Fx−2Fc−1

+Fl−2Fb−3Fy−2Fx−3Fc−2 + Fl−2Fb−4Fx−2Fy−2Fc−2 + Fl−3Fb−2Fx−2Fy−2Fc−1
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+Fl−3Fb−2Fx−2Fy−3Fc−2 + Fl−3Fb−3Fx−2Fy−2Fc−2 + Fl−3Fb−2Fy−2Fx−2Fc−1

+Fl−3Fb−2Fy−2Fx−3Fc−2 + Fl−3Fb−3Fx−2Fy−2Fc−2 + Fl−4Fb−2Fx−2Fy−2Fc−2

−(Fx+y−3Fl−2Fb−3Fc−2 + Fx+y−3Fl−3Fb−2Fc−2)

= Fl−2Fb−3Fx−2Fy−2Fc−1 + Fl−2Fb−3Fx−2Fy−3Fc−2 + Fl−2Fb−3Fy−2Fx−2Fc−1

+Fl−2Fb−3Fy−2Fx−3Fc−2 + Fl−2Fb−4Fx−2Fy−2Fc−2 + Fl−3Fb−2Fx−2Fy−2Fc−1

+Fl−3Fb−2Fx−2Fy−3Fc−2 + Fl−3Fb−3Fx−2Fy−2Fc−2 + Fl−3Fb−2Fy−2Fx−2Fc−1

+Fl−3Fb−2Fy−2Fx−3Fc−2 + Fl−3Fb−3Fx−2Fy−2Fc−2 + Fl−4Fb−2Fx−2Fy−2Fc−2

−(Fx−1Fy−2Fl−2Fb−3Fc−2 + Fx−2Fy−3Fl−2Fb−3Fc−2 + Fx−2Fy−1Fl−3Fb−2Fc−2

+Fx−3Fy−2Fl−3Fb−2Fc−2)

= Fl−2Fb−3Fx−2Fy−2Fc−1 + Fl−2Fb−3Fy−2Fx−2Fc−1 + Fl−2Fb−3Fy−2Fx−3Fc−2

+Fl−2Fb−4Fx−2Fy−2Fc−2 + Fl−3Fb−2Fx−2Fy−2Fc−1 + Fl−3Fb−2Fx−2Fy−3Fc−2

+Fl−3Fb−3Fx−2Fy−2Fc−2 + Fl−3Fb−2Fy−2Fx−2Fc−1 + Fl−3Fb−3Fx−2Fy−2Fc−2

+Fl−4Fb−2Fx−2Fy−2Fc−2 − (Fx−1Fy−2Fl−2Fb−3Fc−2 + Fx−2Fy−1Fl−3Fb−2Fc−2)

= Fl−2Fb−3Fx−2Fy−2Fc−1 + Fl−2Fb−3Fy−2Fx−2Fc−1 + Fl−2Fb−3Fy−2Fx−3Fc−2

+Fl−2Fb−4Fx−2Fy−2Fc−2 + Fl−3Fb−2Fx−2Fy−2Fc−1 + Fl−3Fb−2Fx−2Fy−3Fc−2

+Fl−3Fb−3Fx−2Fy−2Fc−2 + Fl−3Fb−2Fy−2Fx−2Fc−1 + Fl−3Fb−3Fx−2Fy−2Fc−2

+Fl−4Fb−2Fx−2Fy−2Fc−2 − (Fx−2Fy−2Fl−2Fb−3Fc−2 + Fx−3Fy−2Fl−2Fb−3Fc−2

+Fx−2Fy−2Fl−3Fb−2Fc−2 + Fx−2Fy−3Fl−3Fb−2Fc−2)

= Fl−2Fb−3Fx−2Fy−2Fc−1 + Fl−2Fb−3Fy−2Fx−2Fc−1 + Fl−2Fb−4Fx−2Fy−2Fc−2

+Fl−3Fb−2Fx−2Fy−2Fc−1 + Fl−3Fb−3Fx−2Fy−2Fc−2 + Fl−3Fb−2Fy−2Fx−2Fc−1

+Fl−3Fb−3Fx−2Fy−2Fc−2 + Fl−4Fb−2Fx−2Fy−2Fc−2 − (Fx−2Fy−2Fl−2Fb−3Fc−2

+Fx−2Fy−2Fl−3Fb−2Fc−2)

= (Fl−2Fb−3Fx−2Fy−2Fc−1 − Fx−2Fy−2Fl−2Fb−3Fc−2) + Fl−2Fb−3Fy−2Fx−2Fc−1

+Fl−2Fb−4Fx−2Fy−2Fc−2 + (Fl−3Fb−2Fx−2Fy−2Fc−1 − Fx−2Fy−2Fl−3Fb−2Fc−2)

+Fl−3Fb−3Fx−2Fy−2Fc−2 + Fl−3Fb−2Fy−2Fx−2Fc−1 + Fl−3Fb−3Fx−2Fy−2Fc−2

+Fl−4Fb−2Fx−2Fy−2Fc−2

= Fl−2Fb−3Fx−2Fy−2Fc−3 + Fl−2Fb−3Fy−2Fx−2Fc−1 + Fl−2Fb−4Fx−2Fy−2Fc−2

+Fl−3Fb−2Fx−2Fy−2Fc−3 + Fl−3Fb−3Fx−2Fy−2Fc−2 + Fl−3Fb−2Fy−2Fx−2Fc−1

+Fl−3Fb−3Fx−2Fy−2Fc−2 + Fl−4Fb−2Fx−2Fy−2Fc−2

> Fl−2Fb−3Fy−2Fx−2Fc−1 > 0.

The last inequality follows by m > 3, b, c, x, y > 2 and bc > 6. Hence, we get z(H̄k,x,y
m,b,c) >

z(Hk
m,l,b,c). In view of (2.5), we have z(G) > z(Hk

m,l,b,c), the equality holds if and only if

G ∼= Hk
m,l,b,c.

By an argument similar to that in the proof of (a), we can also show that (b), (c) hold,
respectively. This completes the proof of Lemma 2.9.

Similar to Lemma 2.8, we have
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Lemma 2.10. For positive integers m, l, b, c, k,

(i) z(Hk+1
m,l−1,b,c) < z(Hk

m,l,b,c) for either l > 4, m > 3, b, c > 2 and bc > 6, or l =
3, m, b, c > 3.

(ii) z(Hk+1
m−1,l,b,c) < z(Hk

m,l,b,c) for m > 4, l, b, c > 2 and lbc > 18.

(iii) z(Hk+1
m,l,b−1,c) < z(Hk

m,l,b,c) for either b > 4, m > 3, l, c > 2 and lc > 6, or b =
3, m, l, c > 3.

(iv) z(Hk+1
m,l,b,c−1) < z(Hk

m,l,b,c) for either c > 4, m > 3, b, c > 2 and lb > 6, or c = 3, l, b, c >

3.

. . .

. . . . . .5-n
5-n 6-n

5
2,3,3,3

-nH
5
3,3,3

-nQ 6
3,3,4

-nS

Figure 5: Graphs Hn−5
3,3,3,2, Q

n−5
3,3,3 and Sn−6

4,3,3

The following corollary follows by repeated applications of Lemma 2.10.

Corollary 2.11. Let G ∈ T 6
n .

(i) If the arrangement of its six cycles is the same as Figure 4(I), then z(G) > z(Hn−5
3,3,3,2),

the equality holds if and only if G ∼= Hn−5
3,3,3,2; see Figure 5.

(ii) If the arrangement of its six cycles is the same as Figure 4(II), then z(G) > z(Qn−5
3,3,3),

the equality holds if and only if G ∼= Qn−5
3,3,3; see Figure 5.

(iii) If the arrangement of its six cycles is the same as Figure 4(III), then z(G) > z(Sn−6
4,3,3),

the equality holds if and only if G ∼= Sn−6
4,3,3; see Figure 5.

If G ∈ T 7
n , then the arrangement of its seven cycles is depicted as Figure 6(i); see

[9, 10, 17, 18, 19]. Let Rk,t1,t2
l,b,c,d be a tricyclic graph on n vertices (as shown in Figure 6(ii)),

where l + b + c + d + k + t1 + t2 = n + 8. Using a similar method as in Lemmas 2.9-2.10,

... k

1tP

2tPcP

dP
bP

lP

)i( )ii(

Figure 6: The arrangement of the seven cycles in T 7
n

we can obtain the following results, we omit the procedure here.

Lemma 2.12. Let G ∈ T 7
n such that the arrangement of its seven cycles is the same as

Figure 6(ii), then we have z(G) > z(Rk,t1,t2
l,b,c,d ), where graph Rk,t1,t2

l,b,c,d is from Figure 6(ii).
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Lemma 2.13. Given positive integers l, t1, t2, b, c, d, k, we have

(i) z(Rk+1,t1,t2
l−1,b,c,d ) < z(Rk,t1,t2

l,b,c,d ) for l > 3, t1, t2, b, c, d > 2.

(ii) z(Rk+1,t1,t2
l,b−1,c,d ) < z(Rk,t1,t2

l,b,c,d ) for b > 3, l, t1, t2, b, c, d > 2.

(iii) z(Rk+1,t1,t2
l,b,c−1,d ) < z(Rk,t1,t2

l,b,c,d ) for c > 3, l, t1, t2, b, d > 2.

(iv) z(Rk+1,t1,t2
l,b,c,d−1 ) < z(Rk,t1,t2

l,b,c,d ) for d > 3, l, t1, t2, c > 2.

(v) z(Rk+1,t1−1,t2
l,b,c,d ) < z(Rk,t1,t2

l,b,c,d ) for t1 > 3, l, t2, b, c, d > 2.

(vi) z(Rk+1,t1,t2−1
l,b,c,d ) < z(Rk,t1,t2

l,b,c,d ) for t2 > 3, l, t1, b, c, d > 2.

3 Main results

In this section, we determine a sharp lower bound for the Hosoya index of tricyclic graphs
in Tn, the corresponding extremal graph is characterized.

. . .

7-n

7
3,3,3,

-n
nG 6

2,3,3,3
-nA

. . .

6-n

2,2,4
2,2,2,2

-nR ...
4-n

Figure 7: Graphs Gn−7
n,3,3,3, A

n−6
3,3,3,2 and Rn−4,2,2

2,2,2,2

Proposition 3.1. Let G ∈ T 3
n , then z(G) > z(Gn−7

n,3,3,3), the equality holds if and only if

G ∼= Gn−7
n,3,3,3; see Figure 7.

Proof. It is a direct consequence of Lemmas 2.5 and 2.6.

Repeated applications of Lemma 2.8 give the following proposition.

Proposition 3.2. Let G ∈ T 4
n , then z(G) > z(An−6

3,3,3,2), and the equality holds if and only

if G ∼= An−6
3,3,3,2; see Figure 7.

Proposition 3.3. Let G ∈ T 6
n , then z(G) > z(Hn−5

3,3,3,2), and the equality holds if and only

if G ∼= Hn−5
3,3,3,2; see Figure 5.

Proof. By Corollary 2.11, we have z(G) > min
{

z(Hn−5
3,3,3,2), z(Qn−5

3,3,3), z(Sn−6
4,3,3)

}

. By direct

calculation, we get z(Hn−5
3,3,3,2) = 4n− 6, z(Qn−5

3,3,3) = 5n− 10, z(Sn−6
4,3,3) = 10n− 35, hence we

obtain the desired results.

Repeated applications of Lemma 2.13 give the following proposition.

Proposition 3.4. Let G ∈ T 7
n , then z(G) > z(Rn−4,2,2

2,2,2,2 ), the equality holds if and only if

G ∼= Rn−4,2,2
2,2,2,2 ; see Figure 7.

Summarizing Propositions 3.1, 3.2, 3.3 and 3.4, we arrive at:
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Theorem 3.5. Let G ∈ Tn, then z(G) > 4n − 6, the equality holds if and only if G ∼=
Hn−5

3,3,3,2 (see Figure 5), or Rn−4,2,2
2,2,2,2 (see Figure 7).

Proof. By Propositions 3.1, 3.2, 3.3 and 3.4, for any G ∈ Tn,

z(G) > min
{

z(Gn−7
n,3,3,3), z(An−6

3,3,3,2), z(Hn−5
3,3,3,2), z(Rn−4,2,2

2,2,2,2 )
}

.

Note that

z(Gn−7
n,3,3,3) = 8n− 24, z(An−6

3,3,3,2) = 6n− 14, z(Hn−5
3,3,3,2) = 4n− 6, z(Rn−4,2,2

2,2,2,2 ) = 4n− 6,

hence, z(G) > 4n − 6. By Propositions 3.3 and 3.4 the equality holds if and only if
G ∼= Hn−5

3,3,3,2 or, Rn−4,2,2
2,2,2,2 .

4 Conclusion remark

In this paper, we have determined the sharp lower bound on the total number of matchings
of tricyclic graphs on n vertices. It is surprised to see that the graph of n-vertex tree
(unicyclic graph, bicyclic graph) which attains the smallest Hosoya index is unique, while
our result on n-vertex tricyclic graphs, the extremal graph which attains the smallest
Hosoya index is not unique. On the other hand, it is natural to consider the following
problem which may be much more difficult.

Problem 4.1. How can we determine a sharp upper bound on the total number of match-
ings of tricyclic graphs with n vertices?

Acknowledgments. The authors would like to express their sincere gratitude to the
referee for a very careful reading of the paper and for all his or her insightful comments
and valuable suggestions, which led to a number of improvements in this paper.
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