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Abstract

E. Duchêne and S. Gravier present the following open problem: In Wythoff’s
game, each player can either remove at most R tokens from a single heap (i.e. there
is an upper bound R on the number of removing tokens), or remove the same number
of tokens from both heaps but there is no upper bound on the number of removing
tokens. This open problem is investigated and all its P-positions are given.

1 Introduction

By game we mean a combinatorial game, we restrict our attention to classical impartial
games. The winner is the player making the last move. The theory of such games can be
found in [1,2,3].

Wythoff’s game is played with two heaps of tokens, each player can either remove any
number of tokens from a single heap (the Nim rule), or remove the same number of tokens
from both heaps (Wythoff’s rule).
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A position in Wythoff’s game is denoted by (x, y), where x denotes the number of
tokens in one heap and y denotes the number of tokens in the other heap. The positions
from which the previous player can win regardless of the opponent’s moves are called
P-positions and those from which the next player can win regardless of the opponent’s
moves are called N-positions.

W.Wythoff ([5]) had given the P-positions of Wythoff’s game in 1907. In many papers
devoted to variations of Wythoffs game, new rules are adjoined to the original ones. Such
variations are called extensions. As an example, in [10] Wythoff’s rule is relaxed to take
k > 0 tokens from one heap, ℓ > 0 from the other, subject to | k − ℓ |< s where s > 0 is
a fixed integer parameter. Other examples of extensions of Wythoff’s game are given in
[7,9,11,12,14]. There are a few papers where only subsets of Wythoff’s moves are allowed
(see [4,8,13]). Such variations are called restrictions of Wythoff’s game. For all these
extensions and restrictions of Wythoff’s game, the main goal is to find characterizations
of the sequence of P-positions, which almost always differs from the original Wythoff’s
sequence (see [6]).

In page 3605 of [4], the authors discussed one restriction of Wythoff’s game, i.e. R-

radius game: In this game, the length of the moves is bounded by a constant R ≥ 1. In
other words, each player can either remove at most R tokens from a single heap (i.e. there
is an upper bound R on the number of removing tokens), or remove the same number
of tokens from both heaps and there is an upper bound R on the number of removing
tokens. For example, suppose that R = 2 and a position (3, 7), one can only move it
to {(2, 7), (1, 7), (3, 6), (3, 5), (2, 6), (1, 5)}. The authors have given the P-positions of the
R-radius game.

In the present paper, we consider a restricted version of Wythoff’s game. In page 3607
of [4], the authors present the following open problem: In Wythoff’s game, each player
can either remove at most R tokens from a single heap (i.e. there is an upper bound R on
the number of tokens), or remove the same number of tokens from both heaps but there
is no upper bound on the number of tokens. For example, suppose that R = 2 and a
position (3, 7), one can only move it to {(2, 7), (1, 7), (3, 6), (3, 5), (2, 6), (1, 5), (0, 4)}. For
more convenience, we call it “Restricted Move of Wythoff’s Game”(RMWG). We give the
P-positions of RMWG in this paper.

2 The P-positions of RMWG

Definition 1. Let U ⊆ Z≥0 = {k|k ≥ 0 is an integer}. By mex{U} we denote the Mini-

mum EXcluded value of U , i.e. the smallest nonnegative integer not in U . In particular,
mex{∅} = 0.

Each impartial combinatorial game is associated with a digraph G = (V, E), called the
game graph. The set V of the vertices is the positions of the game. Given two vertices
v and w, there is an edge from v to w if there exists a move from the position v to the
position w.

Definition 2. Suppose that a digraph G = (V, E), a set S ⊆ V is said to be stable if
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there is no edge between any two vertices of S. A set S ⊆ V is said to be absorbent if for
any v ∈ V \ S, there exists w ∈ S such that (v, w) ∈ E.

Definition 3. Suppose that a digraph G = (V, E), a kernel of G is both stable and an
absorbent set of G.

The P-positions of a game constitute a kernel of its game graph (see [1]).
The set of the P-positions of Wythoff’s game is described in [5]. The symmetry of

the game implies that each position (x, y) has its symmetrical (y, x) of the same type, i.e.
(x, y)=(y, x). We only discuss the position (x, y) with x ≤ y.

By
∞
⋃

n=0

{(an, bn)} we denote the P-positions of Wythoff’s game. W. Wythoff ([5]) had

given the formula of an and bn:







an = mex{ai, bi|0 ≤ i < n},
bn = an + n;
a0 = 0, b0 = 0.

(1)

The following Table 1 gives a few P-position of Wythoff’s game which are determined
by Eq. (1).

Table 1: The first few P-positions of Wythoff’s game.
n 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
an 0 1 3 4 6 8 9 11 12 14 16 17 19 21 22 24 25 27 29 30
bn 0 2 5 7 10 13 15 18 20 23 26 28 31 34 36 39 41 44 47 49

Some authors had discussed some properties of an and bn. In order to prove our
results, we conclude some new properties in Lemmas 1,2 and 3.

Lemma 1. Let A =
∞
⋃

n=1

{an}, B =
∞
⋃

n=1

{bn}, where an and bn are given by Eq.

(1). We have the following properties:
(1) an−1 < an, bn−1 < bn for any n ∈ Z≥1, A

⋃

B = Z≥1, A
⋂

B = ∅.
(2) an − an−1 ∈ {1, 2} and bn − bn−1 ∈ {2, 3} for any n ∈ Z≥1.
(3) If there exist two integers i, j ∈ Z≥1 such that bj−1 < ai < bj , then i ≥ j and

ai = i + j − 1.
(4) aan

= bn − 1 for any n ∈ Z≥1.
(5) abn

= an + bn for any n ∈ Z≥1.
(6) ban

= an + bn − 1 for any n ∈ Z≥1.
(7) bbn

= an + 2bn for any n ∈ Z≥1.

Proof. (1) It is obvious by Eq. (1) and the definition of mex.
(2) It is obvious by [14].
(3) It follows from Lemma 1(2) that bj − bj−1 ∈ {2, 3}. In this case, there exists an

integer m such that bj−1 < m < bj , i.e. m /∈ B. By Lemma 1(1), m ∈ Z≥1 = A
⋃

B and
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A
⋂

B = ∅, so m ∈ A, i.e. there exists an integer i such that bj−1 < ai = m < bj . If i < j,
then ai < bi ≤ bj−1, which contradicts ai > bj−1, so i ≥ j.

(case 1) bj − bj−1 = 2. Let bj = m, so bj−1 = m − 2. The condition bj−1 < ai < bj

means that ai = bj − 1 = m − 1 < bj . By the definition of ai=mex{at, bt|0 ≤ t < i} and
a0 = b0 = 0, we have

{0, 1, 2, · · · , m − 2} ⊆ {a0, a1, a2, · · · , ai−1, b1, b2, · · · , bj−1, · · · , bi−1}.

It follows from bj−1 < ai = m − 1 < bj that

{0, 1, 2, · · · , m − 2, m − 1} ⊆ {a0, a1, a2, · · · , ai−1, ai = m − 1, b1, b2, · · · , bj−1}.

On the other hand, it follows from a1 < a2 < · · · < ai = m − 1 and b1 < b2 < · · · <
bj−1 < ai = m − 1 that

{a0, a1, a2, · · · , ai−1, ai, b1, b2, · · · , bj−1} ⊆ {0, 1, 2, · · · , m − 2, m − 1}.

Thus we have

{1, 2, · · · , m − 2, m − 1} = {a1, a2, · · · , ai, b1, b2, · · · , bj−1}.

Thus ai = m − 1 = i + j − 1.
(case 2) bj − bj−1 = 3. Let bj = m, so bj−1 = m − 3. The condition bj−1 < ai < bj

means that ai ∈ {m − 1, m − 2}.
If ai = m−1 = bj −1, then ai−1 = m−2 = ai−1. We can obtain {1, 2, · · · , m−2, m−

1} = {a1, a2, · · · , ai, b1, b2, · · · , bj−1} and ai = m − 1 = i + j − 1 by the same method as
(case 1).

If ai = m − 2 = bj − 2, then ai+1 = m − 1 = ai + 1 = bj−1 + 2. By the definition of
ai=mex{at, bt|0 ≤ t < i} and a0 = b0 = 0, we have

{1, 2, · · · , m − 2} = {a1, a2, · · · , ai, b1, b2, · · · , bj−1}.

Thus ai = m − 2 = i + j − 1.
The author of [15] had proved (4), (5), (6) and (7). �

Lemma 2. Suppose that an integer ai, there exists an unique integer j ≤ i such
that bj−1 < ai < bj . For any integer t with 1 ≤ t ≤ i, we have

{0, 1, 2, · · · , at − 1} ⊆ {a1, a2, · · · , at−1, b0, b1, · · · , bj−1}. (2)

Proof. By the definition of at−1 = mex{aw, bw|0 ≤ w < t − 1}, we have

{0, 1, 2, · · · , at−1 − 1} ⊆ {a1, a2, · · · , at−2, b0, b1, · · · , bt−2}. (3)

(Case i) t ≤ j.
In this case, t − 2 < j − 1. It follows from Lemma 1(1) that bt−2 < bj−1. Thus

{0, 1, 2, · · · , at−1 − 1, at−1} ⊆ {a1, a2, · · · , at−2, at−1, b0, b1, · · · , bj−1}. (4)
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By Lemma 1(2), at − at−1 ∈ {1, 2}. If at−1 = at − 1, then Eq. (4) gives Eq. (2); if
at−1 = at − 2, it implies that at − 1 ∈ B and at − 1 ≤ aj − 1 ≤ bj−1, so Eq. (2) is true.

(Case ii) t > j. We distinguish two subcases t = i and j < t ≤ i − 1:
(Subcase ii.1) t = i. By Lemma 1(2), at − at−1 ∈ {1, 2}. If at−1 = at − 1, then Eq. (4)

gives Eq. (2); if at−1 = at−2, we can conclude that at−1 < bj−1 < at = ai < bj , i.e. at−1 =
bj−1. Thus, {0, 1, 2, · · · , at−1 − 1, at−1, at − 1} ⊆ {a1, a2, · · · , at−2, at−1, b0, b1, · · · , bj−1}.

(Subcase ii.2) j < t ≤ i − 1. We show that ai−2 ≤ bj−1. In fact, if ai−2 > bj−1, then
bj−1 < ai−2 < ai−1 < ai < bj , i.e. bj − bj−1 > 3, which contradicts bj − bj−1 ∈ {2, 3}. We
note that at−1 − 1 ≤ ai−2 − 1 ≤ bj−1 for t ≤ i − 1, thus

{0, 1, 2, · · · , at−1 − 1} ⊆ {a1, a2, · · · , at−2, b0, b1, · · · , bj−1}. (5)

It follows from Eq. (5) that

{0, 1, 2, · · · , at−1 − 1, at−1} ⊆ {a1, a2, · · · , at−2, at−1, b0, b1, · · · , bj−1}. (6)

If at−1 = at − 1, then Eq. (6) gives Eq. (2); if at−1 = at − 2, then
{0, 1, 2, · · · , at−1 − 1, at − 2} ⊆ {a1, a2, · · · , at−2, at−1, b0, b1, · · · , bj−1}. The condi-
tion at−1 = at − 2 means that at − 1 ∈ B. It follows from at − 1 < ai ( at < ai ) and
bj−1 < ai < bj that at − 1 ≤ bj−1, which gives Eq. (2). �

Lemma 3. Suppose that an integer bi = R for i ∈ Z≥1. For any integer t with
1 ≤ t ≤ R − i, we have

{0, 1, 2, · · · , at − 1} ⊆ {a1, a2, · · · , at−1, b0, b1, · · · , bi}. (7)

Proof. By Lemma 1(4), aai
= bi − 1, so aR−i = abi−i = aai

= bi − 1. By the definition of
at−1 = mex{aw, bw|0 ≤ w < t − 1}, we have

{0, 1, 2, · · · , at−1 − 1} ⊆ {a1, a2, · · · , at−2, b0, b1, · · · , bt−2}. (8)

(Case i) 1 ≤ t ≤ i + 1. In this case, t − 2 < i. It follows from Lemma 1(1) that
bt−2 < bi. Thus

{0, 1, 2, · · · , at−1 − 1, at−1} ⊆ {a1, a2, · · · , at−2, at−1, b0, b1, · · · , bi}. (9)

By Lemma 1(2), at − at−1 ∈ {1, 2}. If at−1 = at − 1, then Eq. (9) gives Eq. (7); if
at−1 = at − 2, then Eq. (9) gives

{0, 1, 2, · · · , at−1 − 1, at − 2} ⊆ {a1, a2, · · · , at−2, at−1, b0, b1, · · · , bi}.

The condition at−1 = at − 2 implies that at − 1 ∈ B. We note that at − 1 ≤ ai+1 − 1 =
bi+1 − (i + 2) ≤ bi + 3 − (i + 2) ≤ bi, thus we have Eq. (7).

(Case ii) i+1 < t ≤ R− i. In this case, at−1 −1 < aR−i −1 = bi −2 < bi ≤ bt−2. Thus

{0, 1, 2, · · · , at−1 − 1, at−1} ⊆ {a1, a2, · · · , at−2, at−1, b0, b1, · · · , bi}. (10)
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If at−1 = at − 1, then Eq. (10) gives Eq. (7); if at−1 = at − 2, then Eq. (10) gives

{0, 1, 2, · · · , at−1 − 1, at − 2} ⊆ {a1, a2, · · · , at−2, at−1, b0, b1, · · · , bi}.

The condition at−1 = at − 2 means that at − 1 ∈ B. We note that at − 1 ≤ aR−i − 1 < bi,
thus {0, 1, 2, · · · , at−1 − 1, at − 2, at − 1} ⊆ {a1, a2, · · · , at−2, at−1, b0, b1, · · · , bi}. �

Theorem 4. By P we denote the set of all P-positions of RMWG. For any
integer R ∈ Z≥1 = A

⋃

B, P can be determined by the following two cases:
(1) If R = ai for an integer i ∈ Z≥1, then

P = (

R−i
⋃

s=0

{(as, bs + (R + 1)m)|m ∈ Z≥0})
⋃

(

i
⋃

t=1

{(bt, at + R + 1 + (R + 1)n)|n ∈ Z≥0}).

(2) If R = bi for an integer i ∈ Z≥1, then

P = (

i
⋃

s=0

{(as, bs + (R + 1)m)|m ∈ Z≥0})
⋃

(

R−i
⋃

t=1

{(bt, at + R + 1 + (R + 1)n)|n ∈ Z≥0}).

Proof. By r(a
b
) we denote the remainder of the division of a by b for a ≥ 0, b > 0. Before

we give the proofs of Theorem 4, the following Table 2 lists the first few P-positions,
which shows us how to determine the set P of all P-positions of RMWG game by using
Theorem 4.

Table 2: The first few P-positions of RMWG game.
R P

R = 1 = a1

(i = 1,

R − i = 0)
s = 0 (0,0) (0,2) (0,4) (0,6) (0,8) (0,10) · · · (a0, b0 + (R + 1)m)

t = 1 (2,3) (2,5) (2,7) (2,9) (2,11) (2,13) · · · (b1, a1 + (R + 1)(n + 1))
R = 2 = b1

(i = 1,

R − i = 1)
s = 0 (0,0) (0,3) (0,6) (0,9) (0,12) (0,15) · · · (a0, b0 + (R + 1)m)

s = 1 (1,2) (1,5) (1,8) (1,11) (1,14) (1,17) · · · (a1, b1 + (R + 1)m)
t = 1 (2,4) (2,7) (2,10) (2,13) (2,16) (2,19) · · · (b1, a1 + (R + 1)(n + 1))

R = 3 = a2

(i = 2,

R − i = 1)
s = 0 (0,0) (0,4) (0,8) (0,12) (0,16) (0,20) · · · (a0, b0 + (R + 1)m)

s = 1 (1,2) (1,6) (1,10) (1,14) (1,18) (1,22) · · · (a1, b1 + (R + 1)m)
t = 1 (2,5) (2,9) (2,13) (2,17) (2,21) (2,25) · · · (b1, a1 + (R + 1)(n + 1))
t = 2 (5,7) (5,11) (5,15) (5,19) (5,23) (5,27) · · · (b2, a2 + (R + 1)(n + 1))

R = 5 = b2,

(i = 2,

R − i = 3)
s = 0 (0,0) (0,6) (0,12) (0,18) (0,24) (0,30) · · · (a0, b0 + (R + 1)m)

s = 1 (1,2) (1,8) (1,14) (1,20) (1,26) (1,32) · · · (a1, b1 + (R + 1)m)
s = 2 (3,5) (3,11) (3,17) (3,23) (3,29) (3,35) · · · (a2, b2 + (R + 1)m)
t = 1 (2,7) (2,13) (2,19) (2,25) (2,31) (2,37) · · · (b1, a1 + (R + 1)(n + 1))
t = 2 (5,9) (5,15) (5,21) (5,27) (5,33) (5,39) · · · (b2, a2 + (R + 1)(n + 1))
t = 3 (7,10) (7,16) (7,22) (7,28) (7,34) (7,40) · · · (b3, a3 + (R + 1)(n + 1))
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We will show that P is a stable and absorbent set of the game graph.

Part I: P is a stable set.

(1) For R = ai, there exists a unique integer j ∈ Z≥1 such that bj−1 < ai < bj . By
Lemma 1(3), we have i ≥ j and i + j = ai + 1 = R + 1, i.e. R − i = j − 1.

The remaining proof is technical. We will find every P-position of RMWG game, then
we prove that one can not move it to any P-position of RMWG game. We now consider
moves that take from just one heap, we mainly use the fact: let (v1, v2) and (w1, w2) be
two positions of RMWG, if v1 6= w1, v1 6= w2, v2 6= w1 and v2 6= w2, then one can not
move (v1, v2) to (w1, w2) by taking tokens from one heap.

(i) Suppose that 0 ≤ s1 < s2 ≤ j − 1, then as1
6= as2

, as1
6= bs2

+ (R + 1)m, bs1
+ (R +

1)m 6= as2
, bs1

+ (R + 1)m 6= bs2
+ (R + 1)n. So one can not move (as1

, bs1
+ (R + 1)m)

to (as2
, bs2

+ (R + 1)n).
Suppose that 0 ≤ s ≤ j − 1, 1 ≤ t ≤ i. We have as < at + R + 1 + (R + 1)n, so one

can not move (as, bs + (R + 1)m) to (bt, at + R + 1 + (R + 1)n).
(ii) Suppose that 1 ≤ t1 < t0 ≤ i, we now show that if bt0 = at1 + R + 1 + (R + 1)n for

some n ∈ Z≥0, then n = 0 and t1 ≤ j−1. The inequality bt0 ≤ bi = ai+i ≤ 2ai < 2(R+1)
gives bt0 = at1 + R + 1. Suppose t1 ≥ j, then

bt0 ≤ bi = bi − R − 1 + (R + 1)
= bi − ai − 1 + (R + 1)
= i − 1 + R + 1 = R − j + R + 1
= ai − j + R + 1 < bj − j + R + 1
= aj + R + 1 ≤ at1 + R + 1,

yielding a contradiction. Thus we have: If bt0 = at1 +R+1, then t1 ≤ j−1. Now suppose
bt0 = at1 + R + 1 and one can move (bt0 , at0 + R + 1) to (bt1 , at1 + R + 1), then

at0 + R + 1 − bt1 = bt0 − t0 − at1 − t1 + R + 1
= R + 1 + R + 1 − (t0 + t1)
≥ R + 1 + R + 1 − (i + j − 1) = R + 2

contradicts its bound R(If one can move (bt0 , at0 + R + 1) to (bt1 , at1 + R + 1), then one
must take at0 + R + 1 − bt1(≥ R + 2) tokens from the second heap of (bt0 , at0 + R + 1),
however, there is an upper bound R when one remove tokens from a single heap, yielding
a contradiction).

We also know bt0 6= bt1 , at0 + R + 1 + (R + 1)n 6= at1 + R + 1 + (R + 1)m, so one can
not move (bt0 , at0 + R + 1 + (R + 1)n) to (bt1 , at1 + R + 1 + (R + 1)m).

Suppose that 0 ≤ s ≤ j − 1, 1 ≤ t ≤ i, one can not move (bt, at + R + 1 + (R + 1)n)
to (0, (R + 1)m) for bt < at + R + 1. We consider 1 ≤ s ≤ j − 1. We know bt 6= as,
at+R+1+(R+1)n 6= as, at+R+1+(R+1)n 6= bs+(R+1)m. If 1 ≤ s = t ≤ j−1, suppose
one can move (bt, at +R+1+(R+1)n) to (at, bt), then at +R+1+(R+1)n−at ≥ R+1,
contradict its bound. If j ≤ t ≤ i, as 6= bs + (R + 1)m 6= bt, as 6= bs + (R + 1)m 6=
at +R+1+(R+1)n, so one can not move (bt, at +R+1+(R+1)n) to (as, bs +(R+1)m).
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We now consider moves that take from both heaps. We mainly use the method: Let
(v1, v2) and (w1, w2) are two positions of RMWG game. If one can move (v1, v2) to (w1, w2)
when one take from both heaps, we get v2 − v1=w2 − w1. In order to prove that P is a
stable set, we show that v2 − v1 6= w2 −w1 for (v1, v2) ∈ P and (w1, w2) ∈ P. It suffices
to show that r(v2−v1

R+1
) 6= r(w2−w1

R+1
). In fact,

r( bs+(R+1)m−as

R+1
) = s, 0 ≤ s ≤ j − 1,

r(at+R+1+(R+1)n−bt

R+1
) = R − t + 1, 1 ≤ t ≤ i.

If s = R − t + 1, we have s + t = R + 1, contradicts s + t ≤ j − 1 + i = R < R + 1.
(2) R = bi. We note that R − i = bi − i = ai ≥ i for i ∈ Z≥1. We now consider moves

that take from just one heap.
(i) Suppose that 0 ≤ s1 < s2 ≤ i, then as1

6= as2
, as1

6= bs2
+(R+1)m, bs1

+(R+1)m 6=
as2

, bs1
+ (R + 1)m 6= bs2

+ (R + 1)n. So one can not move (as1
, bs1

+ (R + 1)m) to
(as2

, bs2
+ (R + 1)n).

Suppose that 0 ≤ s ≤ i, 1 ≤ t ≤ R−i. We have as ≤ ai < bi = R < at+R+1+(R+1)n,
so one can not move (as, bs + (R + 1)m) to (bt, at + R + 1 + (R + 1)n).

(ii) Suppose that 1 ≤ t1 < t0 ≤ R− i, we now show that if bt0 = at1 +R+1+(R+1)n
for some n ∈ Z≥0, then n = 0 and t1 ≤ i. The inequality bt0 ≤ bR−i = aR−i + R − i =
abi−i + R − i = aai

+ R − i = bi − 1 + R − i < 2(R + 1) gives bt0 = at1 + R + 1. Suppose
t1 ≥ i + 1, then

bt0 ≤ bR−i = aR−i + R − i
= bi − 1 + R − i
= ai − 1 + R < at1 + R − 1
< at1 + R + 1,

yielding a contradiction. Thus we have: If bt0 = at1 + R + 1, then t1 ≤ i. Now suppose
bt0 = at1 + R + 1 and one can move (bt0 , at0 + R + 1) to (bt1 , at1 + R + 1), then

at0 + R + 1 − bt1 = bt0 − t0 − at1 − t1 + R + 1
= R + 1 + R + 1 − (t0 + t1)
≥ R + 1 + R + 1 − (R − i + i) = R + 2

contradicts its bound R(If one can move (bt0 , at0 + R + 1) to (bt1 , at1 + R + 1), then one
must take at0 + R + 1 − bt1(≥ R + 2) tokens from the second heap of (bt0 , at0 + R + 1),
however, there is an upper bound R when one remove tokens from a single heap, yielding
a contradiction).

We also know bt0 6= bt1 , at0 + R + 1 + (R + 1)n 6= at1 + R + 1 + (R + 1)m, so one can
not move (bt0 , at0 + R + 1 + (R + 1)n) to (bt1 , at1 + R + 1 + (R + 1)m).

Suppose that 0 ≤ s ≤ i, 1 ≤ t ≤ R − i, one can not move (bt, at + R + 1 + (R + 1)n)
to (0, (R + 1)m) for bt = at + t < at + R + 1. We consider 1 ≤ s ≤ i. We have
a1 < a2 < · · · < aR−i = bi − 1 < R + 1, thus,

r(at+R+1+(R+1)n
R+1

) = r( at

R+1
) = at, 1 ≤ t ≤ R − i,

r( bs+(R+1)m
R+1

) = bs ≤ bi = R, 0 ≤ s ≤ i.
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Then we know bt 6= as, at +R+1+(R+1)n 6= as, at +R+1+(R+1)n 6= bs +(R+1)m.
If 1 ≤ s = t ≤ i, suppose one can move (bt, at + R + 1 + (R + 1)n) to (at, bt), then
at + R + 1 + (R + 1)n − at ≥ R + 1, contradict its bound. If i + 1 ≤ t ≤ R − i,
as 6= bs + (R + 1)m 6= bt, as 6= bs + (R + 1)m 6= at + R + 1 + (R + 1)n, so one can not
move (bt, at + R + 1 + (R + 1)n) to (as, bs + (R + 1)m).

We now consider moves that take from both heaps. The arguments are similar to that
of (1).

r( bs+(R+1)m−as

R+1
) = s, 0 ≤ s ≤ i,

r(at+R+1+(R+1)n−bt

R+1
) = R − t + 1, 1 ≤ t ≤ R − i.

If s = R − t + 1, we have s + t = R + 1, contradicts s + t ≤ i + R − i = R < R + 1. Thus
we have proved that v2 − v1 6= w2 − w1 for (v1, v2) ∈ P and (w1, w2) ∈ P, i.e. one can
not move (v1, v2) to (w1, w2) when one take two heaps.

Part II: P is an absorbent set of the game graph.

The remaining proof is technical, we mainly use the method: Finding every position
except P-positions of RMWG game, then we prove that one can move it to another
P-position of RMWG game by moving once.

(1) R = ai, then bj−1 < ai < bj for i, j ∈ Z≥1. Suppose that ∀ (X, Y ) /∈ P, we
will prove that one can move (X, Y ) to (X

′

, Y
′

) ∈ P by moving once. We only consider
X ≤ Y and proceed by distinguishing three cases (1.1) R = a1 = 1, (1.2) R = a2 = 3 and
(1.3) R = ai for i > 2:

(1.1) R = a1 = 1. In this case, i = j = 1, and P = {(0, 2m), (2, 3 + 2n)}.
(Subcase 1) X ∈ {0, 2}. If X = 0, there exists a unique integer m such that Y = 2m+1.

One can move (X, Y ) to (0, 2m) ∈ P by taking 1 token from the second heap. If X = 2,
there exists a unique integer n such that Y = 3 + 2n + 1. One can move (X, Y ) to
(2, 3 + 2n) ∈ P by taking 1 token from the second heap; If X = 2 and Y = 2, then one
can move (X, Y ) = (2, 2) to (0, 0) ∈ P by taking 2 tokens from each heap.

(Subcase 2) X /∈ {0, 2}. If X = 1 and Y = 2n+1, one can move (X, Y ) to (0, 2n) ∈ P

by taking 1 tokens from each heap. If X = 1 and Y = 2n + 2, one can move (X, Y ) to
(0, 2n + 2) ∈ P by taking 1 tokens from the first heap.

If X ≥ 3 and Y = X + 2n, one can move (X, Y ) to (0, 2n) ∈ P by taking X tokens
from each heap; If X ≥ 3 and Y = X + 2n + 1, one can move (X, Y ) to (2, 3 + 2n) ∈ P

by taking X − 2 tokens from each heap.
(1.2) R = a2 = 3. In this case, i = j = 2. Thus P = {(0, 4m), (1, 2 + 4m), (2, 5 +

4n), (5, 7 + 4n)}. The method of this proof is similar to that of (1.1).
(1.3) R = ai for i > 2. In this case, we have i > j > 2. In fact, if i = j then

bi−1 < ai < bj = bi, thus bi − bi−1 > bi − ai = i > 2, i.e. bi − bi−1 > 3, which contradicts
Lemma 1(2).

We note that

P = (

j−1
⋃

s=0

{(as, bs + (R + 1)m)|m ∈ Z≥0})
⋃

(
i

⋃

t=1

{(bt, at + R + 1 + (R + 1)n)|n ∈ Z≥0}).
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By Lemma 1(2), bi − bi−1 ∈ {2, 3}, i.e. bi − 1 ∈ A, thus there exists an integer k0 such
that bi−1 < ak0

= bi − 1 < bi. It follows from ak0
> bi−1 ≥ bj > aj that k0 > j. Let

A1 = {a0, a1, a2, · · · , aj−1},
A2 = {aj , aj+1, · · · , ak0

},
A3 = {ak0+1, ak0+2, · · · },
B1 = {b1, b2, b3, · · · , bi},
B2 = {bi+1, bi+2, · · · }.

Thus for any integer X ∈ Z≥0, we have X ∈ A1

⋃

A2

⋃

A3

⋃

B1

⋃

B2. We proceed by
discussing two cases X ∈ A1

⋃

B1 and X ∈ A2

⋃

A3

⋃

B2.
(1.3.1) X ∈ A1

⋃

B1. We distinguish the following four cases: (i) X = as and 0 ≤ s ≤
j − 1; (ii) X = bt and 1 ≤ t ≤ j − 1; (iii) X = bt and j ≤ t ≤ i − 1; (iv) X = bi.

(i) X = as for 0 ≤ s ≤ j − 1.
(i.1) X ≤ Y < bs. Let m0 = Y − X, we have 0 ≤ m0 = Y − X < bs − as = s ≤ j − 1,

X = as > am0
and Y − (X − am0

) = Y − X + am0
= m0 + am0

= bm0
, thus one can move

(X, Y ) to (am0
, bm0

) ∈ P by taking X − am0
tokens from each heap.

(i.2) bs+(R+1)m < Y < bs+(R+1)m+R+1. We note that 0 < Y −(bs+(R+1)m) <
R + 1, so one can move (X, Y ) to (as, bs + (R + 1)m) ∈ P by taking Y − (bs + (R + 1)m)
tokens from the second heap.

(ii) X = bt for 1 ≤ t ≤ j − 1.
(ii.1) X ≤ Y < at +R+1. We note that 0 < X−at ≤ Y −at < at +R+1−at = R+1,

so one can move (X, Y ) to (bt, at) = (at, bt) ∈ P by taking Y − at tokens from the second
heap.

(ii.2) at + R + 1 + (R + 1)n < Y < at + R + 1 + (R + 1)n + R + 1. We note that 0 <
Y −(at+R+1+(R+1)n) < R+1, so one can move (X, Y ) to (bt, at+R+1+(R+1)n) ∈ P

by taking Y − (at + R + 1 + (R + 1)n) tokens from the second heap.
(iii) X = bt for j ≤ t ≤ i − 1. We distinguish the following three subcases:
(iii.1) X ≤ Y ≤ bt + j − 1=at + t + R − i. Let m0 = Y − X, we have 0 ≤ m0 =

Y − X ≤ j − 1, X = bt > bj−1 > aj−1 ≥ am0
and Y − (X − am0

) = Y − X + am0
= bm0

,
so one can move (X, Y ) to (am0

, bm0
) ∈ P by taking X − am0

tokens from each heap.
(iii.2) at + t + R − i + 1 = bt + j ≤ Y < at + R + 1.
We now prove that one can move (X, Y ) to (X

′

, Y
′

) ∈ P by taking tokens from the
first heap. Let s0 = (at + t + R + 1) − Y , we have j ≤ t < s0 ≤ i and

r(
Y

R + 1
) = r(

at + t + R − s0 + 1

R + 1
) = at + t − s0 < at < ai = R.

It follows from Lemma 2 that r( Y
R+1

) ∈ {a1, a2, · · · , at−2, at−1, b0, b1, · · · , bj−1}.

If there exists s ∈ {0, 1, 2, · · · , j − 1} such that r( Y
R+1

) = bs = at + t − s0, then we
have Y = bs + R + 1 by bs ≤ bj−1 < bj + j ≤ bt + j ≤ Y < at + R + 1 < 2(R + 1). Thus

0 < X − as = bt − (bs − s) = bt − bt + s0 + s ≤ i + j − 1 = R < R + 1,

one can move (X, Y ) to (as, bs +R +1) ∈ P by taking X − as tokens from the first heap.
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If there exists q ∈ {1, 2, · · · , t − 1} such that r( Y
R+1

) = aq = at + t − s0, then we have
Y = aq + R + 1 by aq < at < bt + j ≤ Y < at + R + 1 < 2(R + 1). Thus

0 < X − bq = bt − aq − q = bt − bt + s0 − q < s0 ≤ i ≤ ai = R,

so one can move (X, Y ) to (bq, aq + R + 1) ∈ P by taking X − bq tokens from the first
heap.

(iii.3) at + R + 1 + (R + 1)n < Y < at + R + 1 + (R + 1)n + R + 1. In this case, 0 <
Y −(at+R+1+(R+1)n) < R+1, so one can move (X, Y ) to (bt, at+R+1+(R+1)n) ∈ P

by taking Y − (at + R + 1 + (R + 1)n) tokens from the second heap.
(iv) X = bi. We distinguish the following two subcases:
(iv.1) X ≤ Y < ai + R + 1 = bi + R + 1 − i. Let m0 = Y − X, it follows from

0 ≤ Y − X = Y − bi < R + 1 − i = j that 0 ≤ m0 = Y − X ≤ j − 1. We note that
X = bi > bj > aj−1 ≥ am0

and Y − (X − am0
) = m0 + am0

= bm0
, one can move (X, Y )

to (am0
, bm0

) ∈ P by taking X − am0
tokens from each heap.

(iv.2) ai + R + 1 + (R + 1)n < Y < ai + R + 1 + (R + 1)n + (R + 1). We have 0 <
Y −(ai+R+1+(R+1)n) < R+1, so one can move (X, Y ) to (bi, ai+R+1+(R+1)n) ∈ P

by taking Y − (ai + R + 1 + (R + 1)n) tokens from the second heap.
(1.3.2) X ∈ A2

⋃

A3

⋃

B2.
(i) X ∈ A2. In this case, X = ak for j − 1 < k ≤ k0, and there exists an integer

ℓ such that bℓ−1 < ak < bℓ. We can conclude that 1 ≤ ℓ ≤ i. In fact, if ℓ > i then
bℓ−1 ≥ bi > ak0

≥ ak, which contradicts bℓ−1 < ak. For any Y ≥ X = ak, (X, Y ) /∈ P,
there exists an integer m ∈ Z≥0 such that ak + (R + 1)m ≤ Y < ak + R + 1 + (R + 1)m.
We distinguish the following three subcases:

(i.1) ak + (R + 1)m ≤ Y ≤ ak + j − 1 + (R + 1)m. Let m0 = Y − (X + (R + 1)m), we
have 0 ≤ m0 ≤ j − 1 < k, X = ak > am0

and Y − (X − am0
) = m0 + (R + 1)m + am0

=
bm0

+ (R + 1)m, thus one can move (X, Y ) to (am0
, bm0

+ (R + 1)m) by taking X − am0

tokens from each heap.
(i.2) ak +R− i+1+ (R +1)m = ak + j +(R +1)m ≤ Y ≤ ak +R− ℓ+1+ (R +1)m.
We now prove that one can move (X, Y ) to (X

′

, Y
′

) ∈ P by taking tokens from the
first heap. Let p = (ak + R + 1 + (R + 1)m) − Y , we have ℓ ≤ p ≤ i and

r( Y
R+1

) = r(ak+R+1+(R+1)m−p

R+1
)

= ak − p < bℓ − ℓ
= aℓ ≤ ai = R.

We note that 1 ≤ ℓ ≤ i and bj−1 < ai < bj , it follows from Lemma 2 that
{0, 1, 2, · · · , aℓ − 1} ⊆ {a1, a2, · · · , aℓ−1, b0, b1, · · · , bj−1}. Thus,

r( Y
R+1

) ∈ {a1, a2, · · · , aℓ−2, aℓ−1, b0, b1, · · · , bj−1}.

If there exists s ∈ {0, 1, 2, · · · , j − 1} such that r( Y
R+1

) = bs = ak − p, then we have

Y ≥ ak + j + (R + 1)m
> aj−1 + j − 1 + (R + 1)m
= bj−1 + (R + 1)m
≥ bs + (R + 1)m,

(11)
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and
Y ≤ ak + R − ℓ + 1 + (R + 1)m

< bℓ − ℓ + R + 1 + (R + 1)m
= aℓ + R + 1 + (R + 1)m
≤ ai + R + 1 + (R + 1)m
< R + 1 + R + 1 + (R + 1)m.

(12)

The Eqs. (11) and (12) imply that Y = bs + R + 1 + (R + 1)m and

0 < X − as = X − (bs − s) = X − ak + p + s = p + s ≤ i + j − 1 = R < R + 1,

hence one can move (X, Y ) to (as, bs + R + 1 + (R + 1)m) ∈ P by taking X − as tokens
from the first heap.

If there exists q ∈ {1, 2, · · · , ℓ − 1} such that r( Y
R+1

) = aq = ak − p, we have

aq < aℓ ≤ ai < bj = aj + j ≤ ak + j.

Thus aq + (R + 1)m < ak + j + (R + 1)m ≤ Y and Eq. (12) imply that Y = aq + R + 1 +
(R + 1)m. We note that

0 < X − bq = X − (aq + q) = X − (ak − p + q) = p − q < p ≤ i ≤ ai = R < R + 1,

so one can move (X, Y ) to (bq, aq + R +1 + (R +1)m) ∈ P by taking X − bq tokens from
the first heap.

(i.3) ak+R−ℓ+1+(R+1)m < Y < ak+R+1+(R+1)m. Let m0 = Y −(X+(R+1)m),
we have R − ℓ + 1 < m0 < R + 1. We note that

X = ak > bℓ−1 = bR+1−(R+1−(ℓ−1)) ≥ bR+1−m0
,

and
Y − (X − bR+1−m0

) = (Y − X) + bR+1−m0

= (m0 + (R + 1)m) + (R + 1 − m0 + aR+1−m0
)

= aR+1−m0
+ R + 1 + (R + 1)m,

so one can move (X, Y ) to (bR+1−m0
, aR+1−m0

+ R + 1 + (R + 1)m) ∈ P by taking
X − bR+1−m0

tokens from each heap.
(ii) X ∈ A3

⋃

B2. We can conclude that X > bi. In fact, if X ∈ B2 then X ≥ bi+1 > bi;
if X ∈ A3 then X ≥ ak0+1 ≥ ak0

+ 1 = bi, on the other hand, X ∈ A3 ⊆ A, so X 6= bi, i.e.
X > bi.

Suppose that Y ≥ X and let v = r(Y −X
R+1

) ∈ {0, 1, 2, · · · , R}, i.e. there exists an integer
n such that Y − X = (R + 1)n + v. If 0 ≤ v ≤ j − 1, then X > bi > ai > aj > av and

Y − (X − av) = Y − X + av = bv + (R + 1)n,

so one can move (X, Y ) to (av, bv + (R + 1)n) ∈ P by taking X − av tokens from each
heap. If j ≤ v ≤ R, then X > bi = bR+1−j ≥ bR+1−v and

Y − (X − bR+1−v) = Y − X + bR+1−v

= v + (R + 1)n + aR+1−v + R + 1 − v
= aR+1−v + R + 1 + (R + 1)n,
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so one can move (X, Y ) to (bR+1−v, aR+1−v +R+1+(R+1)n) ∈ P by taking X − bR+1−v

tokens from each heap.

(2) R = bi for i ∈ Z≥1. Given ∀ (X, Y ) /∈ P, we will prove that one can move (X, Y )
to (X

′

, Y
′

) ∈ P by moving once. We only consider X ≤ Y and proceed by distinguishing
two cases (2.1) R = b1 = 2 and (2.2) R = bi for i > 1:

(2.1) R = b1 = 2. In this case, R−i = i = 1, and P = {(0, 3m), (1, 2+3m), (2, 4+3n)}.
(Subcase 1) X ∈ {0, 1, 2}. If X = 0 and Y = 3m+ k, k ∈ {1, 2}, one can move (X, Y )

to (0, 3m) ∈ P by taking k(≤ R) tokens from the second heap.
If X = 1 and Y = 3m, one can move (X, Y ) to (0, 3m) ∈ P by taking 1 token from

the first heap; if X = 1 and Y = 3m + 1, one can move (X, Y ) to (0, 3m) ∈ P by taking
1 token from the each heap.

If X = 2 and Y = 3m, one can move (X, Y ) to (0, 3m) ∈ P by taking 2 tokens from
the first heap. If X = 2 and Y = 3m + 2, then one can move (X, Y ) to (0, 3m) ∈ P

by taking 2 tokens from each heap; if X = 2 and Y = 3, then one can move (X, Y ) to
(1, 2) ∈ P by taking 1 token from each heap.

(Subcase 2) X /∈ {0, 1, 2}. We have X ≥ 3. If Y = X + 3m, one can move (X, Y )
to (0, 3m) ∈ P by taking X tokens from each heap; if Y = X + 3m + 1, one can move
(X, Y ) to (1, 2 + 3m) ∈ P by taking X − 1 tokens from each heap; if Y = X + 3m + 2,
one can move (X, Y ) to (2, 4 + 3m) ∈ P by taking X − 2 tokens from each heap.

(2.2) R = bi for i ≥ 2. In this case, we have R − i = bi − i = ai > i.
We note that

P = (

i
⋃

s=0

{(as, bs + (R + 1)m)|m ∈ Z≥0})
⋃

(

R−i
⋃

t=1

{(bt, at + R + 1 + (R + 1)n)|n ∈ Z≥0}).

By Lemma 1(2), bR−i − bR−i−1 ∈ {2, 3}, i.e. bR−i − 1 ∈ A, thus there exists an integer
k0 such that bR−i−1 < ak0

= bR−i − 1 < bR−i. It follows from ak0
= bR−i − 1 ≥ bi+1 − 1 =

ai+1 + i + 1 − 1 > ai+1 that k0 > i + 1. Let

A1 = {a0, a1, a2, · · · , ai},
A2 = {ai+1, ai+2, · · · , ak0

},
A3 = {ak0+1, ak0+2, · · · },
B1 = {b1, b2, b3, · · · , bR−i},
B2 = {bR−i+1, bR−i+2, · · · }.

Thus for any integer X ∈ Z≥0, we have X ∈ A1

⋃

A2

⋃

A3

⋃

B1

⋃

B2. We proceed by
discussing two cases (2.2.1) X ∈ A1

⋃

B1 and (2.2.2) X ∈ A2

⋃

A3

⋃

B2:
(2.2.1) X ∈ A1

⋃

B1. We distinguish the following four subcases: (i) X = as and
0 ≤ s ≤ i; (ii) X = bt and 1 ≤ t ≤ i; (iii) X = bt and i+1 ≤ t ≤ R− i−1; (iv) X = bR−i.

(i) X = as for 0 ≤ s ≤ i.
(i.1) X ≤ Y < bs. Let m0 = Y − X, we have 0 ≤ m0 = Y − X < bs − as = s ≤ i,

X = as > am0
and Y − (X − am0

) = Y − X + am0
= m0 + am0

= bm0
, thus one can move

(X, Y ) to (am0
, bm0

) ∈ P by taking X − am0
tokens from each heap.
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(i.2) bs+(R+1)m < Y < bs+(R+1)m+R+1. We note that 0 < Y −(bs+(R+1)m) <
R + 1, so one can move (X, Y ) to (as, bs + (R + 1)m) ∈ P by taking Y − (bs + (R + 1)m)
tokens from the second heap.

(ii) X = bt for 1 ≤ t ≤ i.
(ii.1) X ≤ Y < at +R+1. We note that 0 < X−at ≤ Y −at < at +R+1−at = R+1,

so one can move (X, Y ) to (bt, at) = (at, bt) ∈ P by taking Y − at tokens from the second
heap.

(ii.2) at + R + 1 + (R + 1)n < Y < at + R + 1 + (R + 1)n + R + 1. We note that 0 <
Y −(at+R+1+(R+1)n) < R+1, so one can move (X, Y ) to (bt, at+R+1+(R+1)n) ∈ P

by taking Y − (at + R + 1 + (R + 1)n) tokens from the second heap.
(iii) X = bt for i + 1 ≤ t ≤ R − i − 1. We distinguish the following three subcases:
(iii.1) X ≤ Y ≤ bt + i. Let m0 = Y − X, we have 0 ≤ m0 = Y − X ≤ i, X = bt >

bi > ai ≥ am0
and Y − (X − am0

) = Y − X + am0
= bm0

, so one can move (X, Y ) to
(am0

, bm0
) ∈ P by taking X − am0

tokens from each heap.
(iii.2) bt + R + 1 − (R − i) = bt + i + 1 ≤ Y < at + R + 1 = bt + R + 1 − t.
We now prove that one can move (X, Y ) to (X

′

, Y
′

) ∈ P by taking tokens from the
first heap. Let s0 = (bt + R + 1) − Y , we have t < s0 ≤ R − i and

r(
Y

R + 1
) = r(

bt + R + 1 − s0

R + 1
) = bt − s0 = at + t − s0 < at < aR−i = bi − 1 < bi = R.

It follows from Lemma 3 that

r(
Y

R + 1
) ∈ {0, 1, 2, · · · , at − 1} ⊆ {a1, a2, · · · , at−2, at−1, b0, b1, · · · , bi}. (13)

If there exists s ∈ {0, 1, 2, · · · , i} such that r( Y
R+1

) = bs = bt − s0, then we have
Y = bs + R + 1 by bs ≤ bi < bi + i < bt + i < Y < at + R + 1 < aR−i + R + 1 =
bi − 1 + R + 1 < 2(R + 1). Thus

0 < X − as = bt − (bs − s) = bt − bt + s0 + s ≤ R − i + i = R < R + 1,

one can move (X, Y ) to (as, bs +R +1) ∈ P by taking X − as tokens from the first heap.
If there exists q ∈ {1, 2, · · · , t − 1} such that r( Y

R+1
) = aq = bt − s0, then we have

Y = aq + R + 1 by aq < at < bt + i < Y < at + R + 1 < 2(R + 1). Thus

0 < X − bq = bt − aq − q = bt − bt + s0 − q < s0 ≤ R − i < R,

so one can move (X, Y ) to (bq, aq + R + 1) ∈ P by taking X − bq tokens from the first
heap.

(iii.3) at + R + 1 + (R + 1)n < Y < at + R + 1 + (R + 1)n + R + 1. In this case, 0 <
Y −(at+R+1+(R+1)n) < R+1, so one can move (X, Y ) to (bt, at+R+1+(R+1)n) ∈ P

by taking Y − (at + R + 1 + (R + 1)n) tokens from the second heap.
(iv) X = bR−i. We distinguish the following two subcases:
(iv.1) X ≤ Y < aR−i + R + 1. Let m0 = Y − X, It follows from 0 ≤ Y − X =

Y − bR−i < aR−i +R+1− (aR−i +R− i) = i+1 that 0 ≤ m0 = Y −X ≤ i. We note that
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X = bR−i > bi > ai ≥ am0
and Y − (X − am0

) = m0 + am0
= bm0

, one can move (X, Y )
to (am0

, bm0
) ∈ P by taking X − am0

tokens from each heap.
(iv.2) aR−i + R + 1 + (R + 1)n < Y < aR−i + R + 1 + (R + 1)n + (R + 1). We have

0 < Y − (aR−i + R + 1 + (R + 1)n) < R + 1, so one can move (X, Y ) to (bR−i, aR−i + R +
1+ (R +1)n) ∈ P by taking Y − (aR−i +R +1+ (R +1)n) tokens from the second heap.

(2.2.2) X ∈ A2

⋃

A3

⋃

B2.
(i) X ∈ A2. In this case, X = ak for i < k ≤ k0, and there exists an integer ℓ

such that bℓ−1 < ak < bℓ. We can conclude that 1 ≤ ℓ ≤ R − i. In fact, if ℓ > R − i,
i.e.ℓ − 1 ≥ R − i, then bℓ−1 > bℓ−1 − 1 ≥ bR−i − 1 = ak0

≥ ak, which contradicts with
bℓ−1 < ak. For any Y ≥ X = ak, (X, Y ) /∈ P, there exists an integer m ∈ Z≥0 such that
ak +(R+1)m ≤ Y < ak +R+1+(R+1)m. We distinguish the following three subcases:

(i.1) ak + (R + 1)m ≤ Y ≤ ak + i + (R + 1)m. Let m0 = Y − (X + (R + 1)m), we have
0 ≤ m0 ≤ i < k, X = ak > am0

and Y −(X−am0
) = m0+(R+1)m+am0

= bm0
+(R+1)m,

thus one can move (X, Y ) to (am0
, bm0

+ (R + 1)m) by taking X − am0
tokens from each

heap.
(i.2) ak+R+1−(R−i)+(R+1)m = ak+i+1+(R+1)m ≤ Y ≤ ak+R+1−ℓ+(R+1)m.
We now prove that one can move (X, Y ) to (X

′

, Y
′

) ∈ P by taking tokens from the
first heap. Let p = (ak + R + 1 + (R + 1)m) − Y , we have ℓ ≤ p ≤ R − i and

r( Y
R+1

) = r(ak+R+1+(R+1)m−p

R+1
)

= ak − p < bℓ − ℓ
= aℓ ≤ aR−i

= bi − 1 < R.

It follows from Lemma 3 that

r(
Y

R + 1
) ∈ {0, 1, 2, · · · , aℓ − 1} ⊆ {a1, a2, · · · , aℓ−1, b0, b1, · · · , bi} (14)

If there exists s ∈ {0, 1, 2, · · · , i} such that r( Y
R+1

) = bs = ak − p, then we have

Y ≥ ak + i + 1 + (R + 1)m
> ai + i + (R + 1)m
= bi + (R + 1)m
≥ bs + (R + 1)m,

(15)

and
Y ≤ ak + R − ℓ + 1 + (R + 1)m

< bℓ − ℓ + R + 1 + (R + 1)m
= aℓ + R + 1 + (R + 1)m
≤ aR−i + R + 1 + (R + 1)m
< R + 1 + R + 1 + (R + 1)m.

(16)

The Eqs. (15) and (16) imply that Y = bs + R + 1 + (R + 1)m. We note that

0 < X − as = X − (bs − s) = X − ak + p + s = p + s ≤ R − i + i = R < R + 1,
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hence one can move (X, Y ) to (as, bs + R + 1 + (R + 1)m) ∈ P by taking X − as tokens
from the first heap.

If there exists q ∈ {1, 2, · · · , ℓ − 1} such that r( Y
R+1

) = aq = ak − p, we have

aq < aℓ ≤ aR−i < bi = ai + i < ak + i + 1.

Thus aq + (R + 1)m < ak + i + 1 + (R + 1)m ≤ Y and Eq. (16) imply that Y =
aq + R + 1 + (R + 1)m. We note that

0 < X − bq = X − (aq + q) = X − (ak − p + q) = p − q < p ≤ R − i < R < R + 1,

so one can move (X, Y ) to (bq, aq + R +1 + (R +1)m) ∈ P by taking X − bq tokens from
the first heap.

(i.3) ak+R−ℓ+1+(R+1)m < Y < ak+R+1+(R+1)m. Let m0 = Y −(X+(R+1)m),
we have R − ℓ + 1 < m0 < R + 1. We note that

X = ak > bℓ−1 = bR+1−(R+1−(ℓ−1)) ≥ bR+1−m0
,

and
Y − (X − bR+1−m0

) = (Y − X) + bR+1−m0

= (m0 + (R + 1)m) + (R + 1 − m0 + aR+1−m0
)

= aR+1−m0
+ R + 1 + (R + 1)m,

so one can move (X, Y ) to (bR+1−m0
, aR+1−m0

+ R + 1 + (R + 1)m) ∈ P by taking
X − bR+1−m0

tokens from each heap.
(ii) X ∈ A3

⋃

B2. We can conclude that X > bR−i. In fact, if X ∈ B2 then X ≥
bR−i+1 > bR−i; if X ∈ A3 then X ≥ ak0+1 ≥ ak0

+ 1 = bR−i, on the other hand, X ∈ A3 ⊆
A, so X 6= bR−i, i.e. X > bR−i.

Suppose that Y ≥ X, v = r(Y −X
R+1

) ∈ {0, 1, 2, · · · , R}, i.e. there exists an integer n
such that Y − X = (R + 1)n + v. If 0 ≤ v ≤ i, then X > bR−i > aR−i > ai ≥ av and

Y − (X − av) = Y − X + av = bv + (R + 1)n,

so one can move (X, Y ) to (av, bv + (R + 1)n) ∈ P by taking X − av tokens from each
heap. If i + 1 ≤ v ≤ R, then X > bR−i ≥ bR+1−v and

Y − (X − bR+1−v) = Y − X + bR+1−v

= v + (R + 1)n + aR+1−v + R + 1 − v
= aR+1−v + R + 1 + (R + 1)n,

so one can move (X, Y ) to (bR+1−v, aR+1−v +R+1+(R+1)n) ∈ P by taking X − bR+1−v

tokens from each heap. �
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[4] E. Duchêne, and S. Gravier, Geometrical extensions of Wythoff’s game, Disc. Math.
309 (2009), 3595–3608.

[5] W. Wythoff, A modification of the game of Nim, Nieuw Arch. Wisk. 7 (1907), 199–
202.
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