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FEJÉR ORTHOGONAL POLYNOMIALS AND RATIONAL MODIFICATION
OF A MEASURE ON THE UNIT CIRCLE ∗

JUAN-CARLOS SANTOS-LÉON†

Abstract. Relations between the monic orthogonal polynomials associated with a measure on the unit circle and
the monic orthogonal polynomials associated with a rational modification of this measure are known. In this paper
we deal with some generalization in order to give an explicit expression of the Fejér orthogonal polynomials on the
unit circle. Furthermore we give a simple and efficient algorithm to compute the monic orthogonal polynomials
associated with a rational modification of a measure.
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1. Introduction. Let µ be a finite and positive Borel measure on the unit circle
T = {z ∈ C, |z| = 1}. The measureµ provides an inner product

〈f, g〉µ =

∫

T

f(z)g(z)dµ(z), f, g ∈ Π

on the spaceΠ of algebraic polynomials with complex coefficients.
Orthogonalising the basis{1, z, z2, . . .} by the Gram-Schmidt process with respect to

this inner product we obtain a sequence of algebraic orthogonal polynomials known asSzeg̈o
polynomials; see, e.g., [13, 14]. We denote by{̺n(z;µ)}∞n=0 the sequence of monic Szegö
polynomials orthogonal with respect toµ, and by{̺∗n(z;µ)}∞n=0, where

̺∗n(z;µ) = zn̺n(1/z;µ), n = 0, 1, 2, . . . ,

the sequence ofreversed polynomials. Let

γk(µ) =

∫

T

z−kdµ(z), k = 0,±1,±2, . . .

be themomentscorresponding to the measureµ. Let us consider the Hermitian (take into
account thatγk(µ) = γ−k(µ)) Toeplitz matrices, called moment matrices, given by

Mn =











γ0(µ) γ−1(µ) . . . γ−n(µ)
γ1(µ) γ0(µ) . . . γ−n+1(µ)

...
...

...
γn(µ) γn−1(µ) . . . γ0(µ)











, n = 0, 1, 2, . . . .

Let ∆n = det(Mn), n = 0, 1, 2, . . . (∆−1 = 1). Since for any nonvanishing column vector
v = (v0, v1, . . . , vn)t, it holds that

vtMnv = 〈p, p〉µ =

∫

T

|p(z)|2dµ(z) > 0,

∗Received January 31, 2011. Accepted for publication September 13, 2012. Published online October 23, 2012.
Recommended by F. Marcellán. This work was supported by Dirección General de Programas y Transferencia de
Conocimiento, Ministerio de Ciencia e Innovación of Spain under grant MTM 2008-06671.

†Department of Mathematical Analysis, La Laguna University, 38271-La Laguna, Tenerife, Canary Islands
(jcsantos@ull.es).

340



ETNA
Kent State University 

http://etna.math.kent.edu

FEJ́ER AND RATIONAL MODIFICATION OF A MEASURE 341

wherep(z) = v0 + v1z + · · · + vnzn, we conclude thatMn is positive definite and hence
∆n > 0, n = 1, 2, . . . . It is immediate to show (based on linear dependence properties of
rows in a determinant) that the monic Szegö polynomials admit the expression̺0(z;µ) = 1
and

̺n(z;µ) =
1

∆n−1

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

γ0(µ) γ−1(µ) . . . γ−n(µ)
γ1(µ) γ0(µ) . . . γ−n+1(µ)

...
...

...
γn−1(µ) γn−2(µ) . . . γ−1(µ)

1 z . . . zn

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

, n = 1, 2, 3, . . . .(1.1)

Sinceγk(µ) = γ−k(µ) and ∆n > 0, it follows that the reversed polynomials admit the
expression̺ ∗

0(z;µ) = 1 and

̺∗n(z;µ) =
1

∆n−1

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

γ0(µ) γ1(µ) . . . γn(µ)
γ−1(µ) γ0(µ) . . . γn−1(µ)

...
...

...
γ−n+1(µ) γ−n+2(µ) . . . γ1(µ)

zn zn−1 . . . 1

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

, n = 1, 2, 3, . . . .(1.2)

From (1.1) and (1.2) is deduced that the polynomials̺n(z;µ) and̺∗n(z;µ) satisfy the or-
thogonality conditions

〈̺n(z;µ), zm〉µ =

{

0, 0 ≤ m ≤ n− 1,
∆n/∆n−1, m = n,

(1.3)

and

〈̺∗n(z;µ), zm〉µ =

{

∆n/∆n−1, m = 0,
0, 1 ≤ m ≤ n.

(1.4)

The polynomials̺ n(z;µ) satisfy the forward recurrence relations (see, e.g., [9])

̺0(z;µ) = 1,

̺n(z;µ) = z̺n−1(z;µ) + δn̺∗n−1(z;µ), n = 1, 2, 3, . . . ,(1.5)

Thus

̺∗0(z;µ) = 1,

̺∗n(z;µ) = δnz̺n−1(z;µ) + ̺∗n−1(z;µ), n = 1, 2, 3, . . . .

The coefficientsδn are calledVerblunsky coefficients. Observe from (1.5) thatδn = ̺n(0;µ).
They can be computed from (1.5), taking into account (1.3)-(1.4), in terms of the moments
γk(µ) by the following procedure known asLevinson’s algorithm(see [10]),

δn = −
〈z̺n−1(z;µ), 1〉

〈̺∗n−1(z;µ), 1〉
= −

n−1
∑

j=0

q
(n−1)
j γ−j−1(µ)

n
∑

j=0

q
(n−1)
j γj+1−n(µ)

, ̺n(z;µ) =

n
∑

j=0

q
(n)
j zj .
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The Verblunsky coefficients play an important role in the construction of Szeg̈o quadrature
formulas on the unit circle; see [6]. Szeg̈o quadrature formulas (see, e.g., [5]) are used for the
approximation of integrals on the unit circle of the form

∫

T

f(z)dµ(z).

Let us now consider the absolutely continuous measureµ on the unit circle given by
dµ(z) = µ′(z)|dz| = KN (t)dt, where

KN (t) =

N
∑

j=−N

(

1−
|j|

N + 1

)

zj

=
1

N + 1

∣

∣

∣

∣

zN+1 − 1

z − 1

∣

∣

∣

∣

2

, z = eit, −π ≤ t ≤ π, N = 0, 1, 2, . . . ,(1.6)

is the Fej́er kernel. Hence,
∫

T

f(z)dµ(z) =

∫

T

f(z)µ′(z)|dz| =

∫ π

−π

f(eit)KN (t)dt.

The Fej́er kernel is one of the most important summability kernel in Fourier series. The
importance comes from the Fejér’s theorem; see, e.g., [15, Chapter 3]. This classical theorem
states that for 2π-periodic continuous functionsf(x) the sequence of Cesàro means{σN}
of the partial sums of the Fourier series off(x) converges uniformly tof(x) on [−π, π]. It
holds that

σN (x) =
1

2π

∫ π

−π

f(x + t)KN (t)dt.(1.7)

Observe that for2π-periodic continuous functions of the formf(x) = g(eix), the Ces̀aro
means admits a representation in terms of an integral on the unit circle with respect to the
Fej́er kernel. Given the connections between Szegö quadrature formulas and Szegö orthogo-
nal polynomials on the unit circle (see, e.g., [9]) they motivates us to study in view of (1.7)
the Szeg̈o orthogonal polynomials with respect to the Fejér kernel and relative to the inner
product

〈f, g〉KN
=

∫ π

−π

f(eit)g(eit)KN (t)dt.

They are calledFejér orthogonal polynomials on the unit circleor, briefly, Fej́er orthogonal
polynomials. It is known that they are related to orthogonalpolynomials on the real line asso-
ciated with certain generalization of the Jacobi weight function; see [12]. We clarify that the
Fej́er orthogonal polynomials studied in this paper are different from the family introduced
by Fej́er, calledFejér polynomials, and studied in [7] in view of its applications in the study
of Taylor series. On the other hand, we comment that the studyof polynomials related with
the Fej́er kernel and the study of modifications of the Fejér summability method are currently
active research areas; see [2] and [11], respectively.

For N = 0, one hasK0(t) = 1, t ∈ [−π, π]. In this case, the monic orthogonal
polynomials̺n(z;K0) are well known,̺ n(z;K0) = zn, n = 0, 1, 2, . . .; see [14, pp. 289-
290]. ForN = 1, the monic orthogonal polynomials̺n(z;K1) are given by

̺n(z;K1) =
n
∑

k=0

(−1)n−k k + 1

n + 1
zk, n = 0, 1, 2, . . . ;
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see [3]. Furthermore, it is known (see [12]) that for the set of values0 ≤ n ≤ N + 1,
N = 0, 1, 2, . . . , the monic orthogonal polynomials associated with the Fejér kernel are
given by

̺0(z;KN ) = 1,

̺n(z;KN ) =
1

2N − n + 3
−

2N − n + 2

2N − n + 3
zn−1 + zn.(1.8)

In the literature, as far as we know, an explicit expression of the monic orthogonal polyno-
mials for the set of valuesn = N + 2, N + 3, . . . for N = 2, 3, 4, . . . , is not given. Such
an explicit expression is given in Section2 and it constitutes a first goal of our contribution.
For this first goal, it will be relevant, in view of (1.6), to recall the following theorem relative
to orthogonal polynomials with respect to a rational modification of a measure. Orthogonal
polynomials on the unit circle with respect to a rational modification have been studied in
[3, 4, 8]. (In [1], orthogonal rational functions with respect to a rationalmodification of a
Borel measure onT are studied.)

Let µ be a finite positive Borel measure onT . Let us consider the rational modification

dµ2 =
1

|z − α|2
dµ, α /∈ T .

Let {Φn(z;µ)} and{Φn(z;µ2)} be the monic orthogonal polynomial sequences onT as-
sociated toµ and µ2, respectively, and denote byΦ∗

n(z;µ) = znΦn (1/z), the reversed
polynomials.

THEOREM1.1. (See [4, Proposition 6 ]) The monic orthogonal polynomials with respect
to µ2 on the unit circleT satisfy

Φn+1(z;µ2) = (z −An(α))Φn(z;µ) + Bn(α)Φ∗
n(z;µ), ∀n ≥ 1

and

Φ0(z;µ2) = 1, Φ1(z;µ2) = z − α +
Q0(α)

‖µ2‖
,

where

An(α) = α
en+1(µ2)

en(µ)
= α

[

‖µ2‖ −
∑n

j=0 |qj(α)|2

‖µ2‖ −
∑n−1

j=0 |qj(α)|2

]

and

Bn(α) =
1

αn+1

[

qn(α)qn( 1
α
)

‖µ2‖ −
∑n−1

j=0 |qj(α)|2

]

with

qk(t) =
1

√

ek(µ)

∫

T

Φk(z;µ)

t− z
dµ(z), Q0(α) =

∫

T

dµ(z)

α− z
and ‖µ2‖ =

∫

T

dµ2.

Notice that from Theorem1.1we cannot implement an algorithm to compute the monic
orthogonal polynomialsΦn(z;µ2) or, equivalently, the valuesAn(α) andBn(α), in terms of
orthogonal polynomialsΦn(z;µ). In fact, a second goal of our contribution is to implement
such a useful and simple algorithm. This is done in Section3.
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2. Explicit expression of the Fej́er orthogonal polynomials. The poleα of the rational
modification considered in Theorem1.1 is supposedα /∈ T . From (1.6) we need to consider
the caseα ∈ T .

Let w(t) be a weight function on the unit circle

w(t) = |q(eit)|2, t ∈ [−π, π],(2.1)

whereq(z) is an algebraic polynomial not identically equal to zero. Let {̺n(z;w)} be the
monic orthogonal polynomial sequence with respect tow(t). We assume that the polynomials
̺n(z;w) are known. On the other hand, consider the rational modification w̃(t) given by

w̃(t) =

∣

∣

∣

∣

q(eit)

eit − α

∣

∣

∣

∣

2

, t ∈ [−π, π], α ∈ C.(2.2)

If α ∈ T then it is assumed thatq(α) = 0. We denote by{̺n(z; w̃)} the monic orthogonal
polynomial sequence with respect tõw(t).

THEOREM2.1. Letw(t) be the weight function (2.1) andw̃(t) be a rational modification
w̃(t) = w̃(t;α0) of the form (2.2) with α = α0 ∈ T . Then the monic orthogonal polynomials
with respect tow̃(t) satisfy

̺n+1(z; w̃) = (z −An(α0))̺n(z;w) + Bn(α0)̺
∗
n(z;w),∀n ≥ 1,

whereAn(α0) andBn(α0) are given as in Theorem1.1.
Proof. The proof is based on a continuity argument on the parameterα. Denote by

E = {z ∈ C, |z| > 1} and byD = {z ∈ C, |z| < 1} the exterior and the interior
of the unit disc of the complex plane, respectively. Let us consider the absolutely contin-
uous measuresµ and µ2 on the unit circle given bydµ(z) = µ′(z)|dz| = w(s)ds and
dµ2(z) = 1

|z−α|2 dµ(z) = w̃(s)ds, α /∈ T , z = eis, s ∈ [−π, π]. For these measures we
apply Theorem1.1. The corresponding functionsqk(t) take the form

qk(t) =
1

√

ek(w)

∫ π

−π

̺k(z;w)

t− z
|q(z)|2ds, z = eis, t ∈ E .

Observe that the functionsqk(t) areLaurent polynomialsin the variablet, that is, functions of
the form

∑n
k=m ckzk, ck ∈ C, −∞ < m ≤ k ≤ n < ∞. (Specifically, the functionsqk(t)

are Laurent polynomials that vanish at infinity.) Hence, thefunctionsqk(t) are continuous
functions inE . Furthermore, fort = α0 ∈ T the valueqk(α0) exists since forα0 ∈ T is
assumed thatq(α0) = 0.

On the other hand, according to [4, Proposition 1] we get

∆n(w̃(·;α))

∆n−1(w)
= ‖w̃(·;α)‖ −

n−1
∑

j=0

|qj(α)|2 > 0, α ∈ E .

Thus, by continuity

lim
α→α0,α∈E

∆n(w̃(·;α))

∆n−1(w)
= lim

α→α0,α∈E
‖w̃(·;α)‖ −

n−1
∑

j=0

|qj(α)|2

= ‖w̃(·;α0)‖ −

n−1
∑

j=0

|qj(α0)|
2.
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Since the momentsγk(w̃) = γk(w̃;α) =
∫ π

−π
e−iktw̃(t;α)dt are continuous functions ofα,

the determinant∆n(w(·;α)) is also a continuous function ofα and one can write

lim
α→α0,α∈E

∆n(w̃(·;α))

∆n−1(w)
=

∆n(w̃(·;α0))

∆n−1(w)
.

Furthermore,∆n(w̃(·;α0)) and∆n−1(w) are positive values since they are the determinants
of positive definite matrices. We have obtained

∆n(w̃(·;α0))

∆n−1(w)
= ‖w̃(·;α0)‖ −

n−1
∑

j=0

|qj(α0)|
2 > 0.(2.3)

From the continuity of the functionsqk(t) in E (for t ∈ D the functionsqk(t) are also contin-
uous since they are algebraic polynomials), we obtain that

An(α) = α

[

‖w̃(·;α)‖ −
∑n

j=0 |qj(α)|2

‖w̃(·;α)‖ −
∑n−1

j=0 |qj(α)|2

]

and

Bn(α) =
1

αn+1

[

qn(α)qn( 1
α
)

‖w̃(·;α)‖ −
∑n−1

j=0 |qj(α)|2

]

are continuous functions ofα in E . Additionally, the valuesAn(α0) andBn(α0) are well
defined by virtue of (2.3).

By virtue of Theorem1.1 it holds that

̺n+1(z; w̃(·;α)) = (z −An(α))̺n(z;w) + Bn(α)̺∗n(z;w), α ∈ E .(2.4)

Taking limits,

lim
α→α0,α∈E

̺n+1(z; w̃(·;α)) = ̺n+1(z; w̃(·;α0))

since the momentsγk(w̃) = γk(w̃;α) are continuous functions ofα and the orthogonal
polynomials depend continuously on the moments in view of (1.1). The right-hand side of
(2.4) tends to(z − An(α0))̺n(z;w) + Bn(α0)̺

∗
n(z;w) by the continuity property of the

functionsAn(α) andBn(α). The statement of the theorem follows.
Consider the weight functionwN (t) = |eiNt − 1|2, N = 1, 2, . . . . Observe that

KN (t) = w̃N (t) =
1

N + 1

wN+1(t)

|eit − 1|2
, N ≥ 0, is the Fej́er kernel, see (1.6). With the

help of some computational experiments based on (1.2) we state the following
THEOREM2.2. The reversed polynomials̺∗n(z;wN ) = zn̺n(1/z;wN ) of the monic or-

thogonal polynomials ̺n(z;wN ) with respect to the weight function
wN (t) = |eiNt − 1|2, N ≥ 1, are given by

̺∗n(z;wN ) =



















1, n = 0, 1, . . . , N − 1,

1

⌊ n
N
⌋+ 1

⌊ n

N
⌋+1
∑

k=1

kzN(⌊ n

N
⌋+1−k), n = N,N + 1, . . . ,

(2.5)

where⌊x⌋ denotes the integer part ofx.
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Proof. Let N ≥ 1 be fixed. The moments,γℓ(wN ), ℓ = 0,±1,±2, . . . , for the weight
functionwN (t) are given byγ0(wN ) = 4π, γ−N (wN ) = γN (wN ) = −2π, andγℓ(wN ) =
0, otherwise. We have to show that〈̺∗n(z;wN ), 1〉wN

6= 0 and〈̺∗n(z;wN ), zℓ〉wN
= 0,

ℓ = 1, 2, . . . , n. This is clearly fulfilled if0 ≤ n ≤ N − 1. Consider nown ≥ N. It holds,
〈̺∗n(z;wN ), 1〉wN

= 2π
⌊ n

N
⌋+1

(

⌊ n
N
⌋+ 2

)

6= 0. Note that all the exponents of the variablez

in the polynomial̺ ∗
n(z;wN ) are multiples ofN. Hence, ifℓ = 1, 2, . . . , n, is not a multiple

of N , then〈̺∗n(z;wN ), zℓ〉wN
= 0. If ℓ = 1, 2, . . . , n is a multiple ofN , thenℓ = sN,

s = 1, 2, . . . , ⌊ n
N
⌋. In this case,

〈̺∗n(z;wN ), zℓ〉wN
=

∫ π

−π

̺∗n(z;wN )
1

zsN

(

2− zN −
1

zN

)

dt

= 4π

(

2
⌊ n

N
⌋ − s + 1

⌊ n
N
⌋+ 1

−
⌊ n

N
⌋ − s + 2

⌊ n
N
⌋+ 1

−
⌊ n

N
⌋ − s

⌊ n
N
⌋+ 1

)

= 0.

This completes the proof.
Thus, we have determined the monic orthogonal polynomials̺n(z;wN ) by virtue of the

relation̺n(z;wN ) = zn̺∗n(1/z;wN ), obtaining

̺n(z;wN ) =



















zn, n = 0, 1, . . . , N − 1,

1

⌊ n
N
⌋+ 1

⌊ n

N
⌋+1
∑

k=1

kzn−N(⌊ n

N
⌋+1−k), n = N,N + 1, . . . .

(2.6)

Taking into account that

KN (t) = w̃N (t) =
1

N + 1

wN+1(t)

|eit − 1|2
,

Theorem2.1 gives a way to find an explicit expression of the Fejér orthogonal polynomials
on the unit circle. Nevertheless, this results in a large amount of tedious calculations. For this
reason we proceed alternatively as follows.

THEOREM 2.3. Letk andℓ, 0 ≤ k, ℓ ≤ n, be constants such that

Dn =

∣

∣

∣

∣

〈̺n(z;w), zk〉w̃ 〈̺∗n(z;w), zk〉w̃
〈̺n(z;w), zℓ〉w̃ 〈̺∗n(z;w), zℓ〉w̃

∣

∣

∣

∣

6= 0.

Then

̺n+1(z; w̃) = (z −An) ̺n(z;w) + Bn̺∗n(z;w),

where

An =

∣

∣

∣

∣

〈z̺n(z;w), zk〉w̃ 〈̺∗n(z;w), zk〉w̃
〈z̺n(z;w), zℓ〉w̃ 〈̺∗n(z;w), zℓ〉w̃

∣

∣

∣

∣

/Dn

and

Bn = −

∣

∣

∣

∣

〈̺n(z;w), zk〉w̃ 〈z̺n(z;w), zk〉w̃
〈̺n(z;w), zℓ〉w̃ 〈z̺n(z;w), zℓ〉w̃

∣

∣

∣

∣

/Dn .

(There are values ofk andℓ such thatDn 6= 0 as is shown in Theorem2.4, below.)
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Proof. By virtue of Theorem2.1 there exist constantsAn and Bn such that
̺n+1(z; w̃) = (z −An) ̺n(z;w) + Bn̺∗n(z;w). For anyν, 0 ≤ ν ≤ n, it holds that

〈̺n+1(z; w̃), zν〉w̃ = 0 = 〈z̺n(z;w), zν〉w̃ −An〈̺n(z;w), zν〉w̃ + Bn〈̺
∗
n(z;w), zν〉w̃.

The proof follows from the classical Cramer’s rule.
The momentsγk(w̃N ), k = 0,±1,±2, . . . , N = 0, 1, 2, . . . , for the Fej́er kernel are

given by (see [12])

γk(w̃N ) =

∫ π

−π

e−iktw̃N (t)dt =

{

2π
(

1− |k|
N+1

)

, if |k| ≤ N,

0, if |k| > N.

We need the following observation

〈̺∗n(z;wN+1), z
n−k〉w̃N

= 〈̺∗n(z;wN+1), zn−k〉w̃N
= 〈̺n(z;wN+1), z

k〉w̃N
, 0 ≤ k ≤ n,

for the next theorem that gives the explicit expression of the monic Fej́er orthogonal polyno-
mials̺n(z;KN ) for n = N + 1, N + 2, . . . , andN = 1, 2, . . . .

THEOREM 2.4. Letn = m(N + 1) + s, m ≥ 1, 0 ≤ s ≤ N. Then

̺n+1(z; w̃N ) =

(

z −
mN + 2N + m + 1− s

mN + 2N + m + 2− s

)

̺n(z;wN+1) +
̺∗n(z;wN+1)

mN + 2N + m + 2− s
,

where̺∗n(z;wN+1) and̺n(z;wN+1), (n ≥ N + 1), are given by (2.5) and (2.6), respec-
tively.

Proof. Consider the valuesk = n andℓ = 0 in Theorem2.3. It holds that

〈̺n(z;wN+1), z
n〉w̃N

= 〈̺∗n(z;wN+1), 1〉w̃N
= 2π,

〈z̺n(z;wN+1), z
n〉w̃N

= 〈̺n(z;wN+1), z
n−1〉w̃N

= 〈̺∗n(z;wN+1), z〉w̃N
=

2π

N + 1

(

N +
⌊ n

N+1⌋

1 + ⌊ n
N+1⌋

)

,

〈̺∗n(z;wN+1), z
n〉w̃N

= 〈̺n(z;wN+1), 1〉w̃N
=

2π

1 + ⌊ n
N+1⌋

(

1−
s

N + 1

)

,

〈z̺n(z;wN+1), 1〉w̃N
=

2π

1 + ⌊ n
N+1⌋

(

1−
s + 1

N + 1

)

.

Hence, after some computations we get

Dn =

∣

∣

∣

∣

〈̺n(z;wN+1), z
n〉w̃N

〈̺∗n(z;wN+1), z
n〉w̃N

〈̺n(z;wN+1), 1〉w̃N
〈̺∗n(z;wN+1), 1〉w̃N

∣

∣

∣

∣

=
4π2(m2N2 + 2m2N + m2 + 2mN2 + 4mN + 2m + 2Ns + 2s− s2)

(m + 1)2(N + 1)2
6= 0,

wherem = ⌊ n
N+1⌋. Taking into account2mN2 > s2, from Theorem2.3we deduce

̺n+1(z; w̃N ) = (z −An) ̺n(z;wN+1) + Bn̺∗n(z;wN+1)

where

An =

∣

∣

∣

∣

〈z̺n(z;wN+1), z
n〉w̃N

〈̺∗n(z;wN+1), z
n〉w̃N

〈z̺n(z;wN+1), 1〉w̃N
〈̺∗n(z;wN+1), 1〉w̃N

∣

∣

∣

∣

/Dn

=
mN + 2N + m + 1− s

mN + 2N + m + 2− s
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and

Bn = −

∣

∣

∣

∣

〈̺n(z;wN+1), z
n〉w̃N

〈z̺n(z;wN+1), z
n〉w̃N

〈̺n(z;wN+1), 1〉w̃N
〈z̺n(z;wN+1), 1〉w̃N

∣

∣

∣

∣

/Dn

=
1

mN + 2N + m + 2− s
.

The proof is complete.
In the following theorem we give the whole sequence of monic Fejér orthogonal polyno-

mials.
THEOREM2.5. LetN ≥ 1 be given. The monic Fejér orthogonal polynomials̺n(z;KN )

reproduce

̺0(z;KN ) = 1

and

̺n+1(z;KN ) =

(

z −
mN + 2N + m + 1− s

mN + 2N + m + 2− s

)

̺n(z;wN+1) +
̺∗n(z;wN+1)

mN + 2N + m + 2− s
,

wheren = m(N + 1) + s ≥ 0, m = ⌊ n
N+1⌋ ≥ 0, 0 ≤ s ≤ N, and where̺ ∗

n(z;wN ) and
̺n(z;wN ) are given by (2.5) and (2.6), respectively.

Proof. Form ≥ 1, and hencen ≥ N +1, we deal with the monic Fejér orthogonal poly-
nomials̺n(z;KN ) given in Theorem2.4. Form = 0, is easy to check that they reproduce
the monic Fej́er orthogonal polynomials for0 ≤ n ≤ N given in (1.8).

COROLLARY 2.6. Let N ≥ 1 be given. The Verblunsky coefficientsδn = δn(KN ),
n = 0, 1, 2, . . . , corresponding to the Fejér kernelKN (t) are given byδ0 = 1 and

δn+1 =



















−
N

(m + 1)(N + 1)
, if n = m(N + 1),m = 0, 1, 2, . . . ,

1

(m + 2)(N + 1)− s
, if n = m(N + 1) + s, 1 ≤ s ≤ N,m = 0, 1, 2, . . . .

Proof. The above expression for the Verblunsky coefficientsδn(KN ) = ̺n(0;KN )
follows from Theorem2.5and Eq. (2.6).

EXAMPLE 2.7. We considerN = 3. Then we deal with the Fejér kernel

K3(t) = w̃3(t) =
1

4

w4(t)

|eit − 1|2
. Consider, for example,n = 0, 1, 2, . . . , 10. Then, the corre-

sponding monic orthogonal polynomials̺n(z;K3) are, according to Theorem2.5,

̺0(z;K3) = 1,

̺1(z;K3) = (z −
7

8
)̺0(z;w4) +

1

8
̺∗0(z;w4)

= z −
3

4
,

̺2(z;K3) = (z −
6

7
)̺1(z;w4) +

1

7
̺∗1(z;w4)

= z2 −
6

7
z +

1

7
,
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̺3(z;K3) = (z −
5

6
)̺2(z;w4) +

1

6
̺∗2(z;w4)

= z3 −
5

6
z2 +

1

6
,

̺4(z;K3) = (z −
4

5
)̺3(z;w4) +

1

5
̺∗3(z;w4)

= z4 −
4

5
z3 +

1

5
,

̺5(z;K3) = (z −
11

12
)̺4(z;w4) +

1

12
̺∗4(z;w4)

= z5 −
7

8
z4 +

1

2
z −

3

8
,

̺6(z;K3) = (z −
10

11
)̺5(z;w4) +

1

11
̺∗5(z;w4)

= z6 −
10

11
z5 +

1

22
z4 +

1

2
z2 −

5

11
z +

1

11
,

̺7(z;K3) = (z −
9

10
)̺6(z;w4) +

1

10
̺∗6(z;w4)

= z7 −
9

10
z6 +

1

20
z4 +

1

2
z3 −

9

20
z2 +

1

10
,

̺8(z;K3) = (z −
8

9
)̺7(z;w4) +

1

9
̺∗7(z;w4)

= z8 −
8

9
z7 +

5

9
z4 −

4

9
z3 +

1

9
,

̺9(z;K3) = (z −
15

16
)̺8(z;w4) +

1

16
̺∗8(z;w4)

= z9 −
11

12
z8 +

2

3
z5 −

7

12
z4 +

1

3
z −

1

4
,

̺10(z;K3) = (z −
14

15
)̺9(z;w4) +

1

15
̺∗9(z;w4)

= z10 −
14

15
z9 +

1

45
z8 +

2

3
z6 −

28

45
z5 +

2

45
z4 +

1

3
z2 −

14

45
z +

1

15
.

We point out that these polynomials were computed as an example in [12], although there
they were calculated using a different method.

3. Computation of the monic orthogonal polynomials associated with a rational
modification of a measure. Let µ be a finite positive Borel measure onT . Consider the
rational modification

dµ̃ =
1

|z − α|2
dµ, α /∈ T .

By virtue of Theorem1.1, there are constantsAn andBn such that

̺n+1(z; µ̃) = (z −An)̺n(z;µ) + Bn̺∗n(z;µ).

The formulas for these constants given in Theorem1.1 are not appropriate for computation.
In this section we are interested in obtaining a simple and efficient algorithm to compute the
orthogonal polynomials̺n(z; µ̃) in terms of the orthogonal polynomials̺n(z;µ). With this
goal and as a starting point we give alternative expressionsfor the constantsAn andBn.
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We remark that the results in this section also hold for weight functionsw(t) of the form
(2.1) and a rational modificatioñw(t) of the form (2.2). In this case, the existence of the
constantsAn andBn is proved in Theorem2.1.

THEOREM 3.1. Letn ≥ 1 be given. Then

̺n+1(z; µ̃) = (z −An)̺n(z;µ) + Bn̺∗n(z;µ)(3.1)

where

An = α
〈̺n+1(z; µ̃), ̺n+1(z; µ̃)〉µ̃
〈̺n(z;µ), ̺n(z;µ)〉µ

and

Bn = −
〈z̺n(z;µ), 1〉µ + α〈z̺n+1(z; µ̃), 1〉µ̃

〈̺∗n(z;µ), 1〉µ
.

Proof. From (3.1) and taking into account that〈̺n(z;µ), 1〉µ = 0, we can write

〈̺n+1(z; µ̃), 1〉µ = 〈z̺n(z;µ), 1〉µ + Bn〈̺
∗
n(z;µ), 1〉µ.

Note that

〈̺n+1(z; µ̃), 1〉µ =

∫ π

−π

̺n+1(e
it; µ̃)

(

1 + |α|2 − αeit − αe−it
) dµ

|eit − α|2

= −α〈z̺n+1(z; µ̃), 1〉µ̃.

The value ofBn follows. From (3.1) we can write

〈̺n+1(z; µ̃), ̺n(z;µ)〉µ = 〈(z −An)̺n(z;µ), ̺n(z;µ)〉µ +

Bn〈̺
∗
n(z;µ), ̺n(z;µ)〉µ.(3.2)

The following relations hold

〈̺n+1(z; µ̃), ̺n(z;µ)〉µ =

∫ π

−π

̺n+1(e
it; µ̃)̺n(eit;µ)

(

1 + |α|2 − αe−it − αeit
)

dµ̃

= −α〈̺n+1(z; µ̃), ̺n+1(z; µ̃)〉µ̃ − αδn(µ)〈z̺n+1(z; µ̃), 1〉µ̃,

〈z̺n(z;µ), ̺n(z;µ)〉µ = δn(µ)〈z̺n(z;µ), 1〉µ,

〈̺∗n(z;µ), ̺n(z;µ)〉µ = δn(µ)〈̺∗n(z;µ), 1〉µ.

Replacing these relations and the obtained value ofBn in (3.2), we getAn.
The unknown values〈̺n+1(z; µ̃), ̺n+1(z; µ̃)〉µ̃ and〈z̺n+1(z; µ̃), 1〉µ̃ appearing in the

obtained expression ofAn andBn are iteratively computed within the next algorithm.
THEOREM 3.2. For n ≥ 1 it holds that

δn+2(µ̃) =
α

α
δn(µ) +

1

α

〈̺n(z;µ), ̺n(z;µ)〉µ
〈̺n+1(z; µ̃), ̺n+1(z; µ̃)〉µ̃

(δn+1(µ̃)− δn+1(µ)).

Proof. By settingz = 0 in (3.1) we obtain

δn+1(µ̃) = −α
〈̺n+1(z; µ̃), ̺n+1(z; µ̃)〉µ̃
〈̺n(z;µ), ̺n(z;µ)〉µ

δn(µ)(3.3)

−
〈z̺n(z;µ), 1〉µ + α〈z̺n+1(z; µ̃), 1〉µ̃

〈̺∗n(z;µ), 1〉µ
.
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Using the recurrence relation (1.5) for µ̃ andn + 1, we get

〈z̺n+1(z; µ̃), 1〉µ̃ = −δn+2(µ̃)〈̺∗n+1(z; µ̃), 1〉µ̃(3.4)

= −δn+2(µ̃)〈̺n+1(z; µ̃), ̺n+1(z; µ̃)〉µ̃

and

〈z̺n(z;µ), 1〉µ = −δn+1(µ)〈̺∗n(z;µ), 1〉µ = −δn+1(µ)〈̺n(z;µ), ̺n(z;µ)〉µ.(3.5)

The result follows substituting (3.4) and (3.5) into (3.3) and solving forδn+2(µ̃).
The proposed algorithm to compute the constantsAn andBn is given below. We will

use the relation

〈̺n(z; µ̃), ̺n(z; µ̃)〉µ̃ = 〈̺n−1(z; µ̃), ̺n−1(z; µ̃)〉µ̃(1− |δn(µ̃)|2), n = 1, 2, . . . ,

which is a consequence of the recurrence (1.5).
ALGORITHM 3.3. Algorithm to compute the constantsAn andBn

Input : α, γ0(µ̃), γ−1(µ̃), γ−2(µ̃), n, 〈̺ℓ(z;µ), ̺ℓ(z;µ)〉µ, ℓ = 1, 2, . . . , n, and
δℓ(µ), ℓ = 1, 2, . . . , n + 1.

Output : Aℓ, Bℓ, ℓ = 1, 2, . . . , n.
Computation of the initial values,δ1(µ̃), 〈z̺1(z; µ̃), 1〉µ̃, 〈̺1(z; µ̃), ̺1(z; µ̃)〉µ̃ andδ2(µ̃).
Computeδ1(µ̃) from 〈̺1(z; µ̃), 1〉µ̃ = 〈z + δ1(µ̃), 1〉µ̃ = 0.

Step 1.δ1(µ̃)←−
γ−1(µ̃)

γ0(µ̃)
;

Compute〈z̺1(z; µ̃), 1〉µ̃ = 〈z(z + δ1(µ̃)), 1〉µ̃ = γ−2(µ̃) + δ1(µ̃)γ−1(µ̃).
Step 2.〈z̺1(z; µ̃), 1〉µ̃ ← γ−2(µ̃) + δ1(µ̃)γ−1(µ̃);

Compute〈̺1(z; µ̃), ̺1(z; µ̃)〉µ̃ = 〈̺0(z; µ̃), ̺0(z; µ̃)〉µ̃(1−|δ1(µ̃)|2) = γ0(µ̃)

(

1−

∣

∣

∣

∣

γ−1(µ̃)

γ0(µ̃)

∣

∣

∣

∣

2
)

.

Step 3.〈̺1(z; µ̃), ̺1(z; µ̃)〉µ̃ ← γ0(µ̃)

(

1−

∣

∣

∣

∣

γ−1(µ̃)

γ0(µ̃)

∣

∣

∣

∣

2
)

;

Step 4.δ2(µ̃)← −
〈z̺1(z; µ̃), 1〉µ̃

〈̺1(z; µ̃), ̺1(z; µ̃)〉µ̃
;

Step 5. forℓ = 1, 2, . . . , n do
〈̺ℓ+1(z; µ̃), ̺ℓ+1(z; µ̃)〉µ̃ ← 〈̺ℓ(z; µ̃), ̺ℓ(z; µ̃)〉µ̃(1− |δℓ+1(µ̃)|2);

Aℓ ← α
〈̺ℓ+1(z; µ̃), ̺ℓ+1(z; µ̃)〉µ̃
〈̺ℓ(z;µ), ̺ℓ(z;µ)〉µ

;

δℓ+2(µ̃)←
α

α
δℓ(µ) +

1

α

〈̺ℓ(z;µ), ̺ℓ(z;µ)〉µ
〈̺ℓ+1(z; µ̃), ̺ℓ+1(z; µ̃)〉µ̃

(δℓ+1(µ̃)− δℓ+1(µ));

〈z̺ℓ+1(z; µ̃), 1〉µ̃ ← −δℓ+2(µ̃)〈̺ℓ+1(z; µ̃), ̺ℓ+1(z; µ̃)〉µ̃;
ComputeBℓ by Theorem3.1and (3.5).

Bℓ ←
δℓ+1(µ)〈̺ℓ(z;µ), ̺ℓ(z;µ)〉µ − α〈z̺ℓ+1(z; µ̃), 1〉µ̃

〈̺ℓ(z;µ), ̺ℓ(z;µ)〉µ
;

end

Observe that the number of operations needed to computeAk andBk, k = 1, . . . , n, is
O(n). Once these constants are computed, the orthogonal polynomials̺k(z; µ̃) are obtained
from the relation̺ k+1(z; µ̃) = (z−Ak)̺k(z;µ)+Bk̺∗k(z;µ). On the other hand, Levinson’s
algorithm [10] computes the Verblunsky coefficients{δk(µ̃)}nk=1 with a number of operations
of orderO(n2). Then the orthogonal polynomials̺k(z; µ̃) can be obtained from the forward
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recurrence relation,̺k(z; µ̃) = z̺k−1(z; µ̃)+δk(µ̃)̺∗k−1(z; µ̃). This reduction in the number
of operations in our method is natural. One expects a reduction in the number of operations
when computing the orthogonal polynomials associated witha rational modification of a
measure if one uses the orthogonal polynomials of the initial measure.

EXAMPLE 3.4. We have implemented a Maple procedure to illustrate theproposed algo-
rithm. We executed the procedure for the previously considered weight function

w4(t) = |ei4t− 1|2 and its rational modificatioñw3(t) = K3(t) =
1

4

w4(t)

|eit − 1|2
. We need the

initial dataα = 1, γ0(w̃3) = 2π, γ−1(w̃3) = 3π
2 andγ−2(w̃3) = π. Furthermore, we need

that〈̺n(z;w4), ̺n(z;w4)〉w4
= π

⌊n

4
⌋+2

2(⌊n

4
⌋+1)

, n ≥ 0, andδn(w4) = 1
m+1 if n = 4m, m ≥ 0

andδn(w4) = 0, otherwise. The obtained values ofAn andBn are the ones obtained by the
corresponding formula forAn andBn given in Theorem2.5.
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[9] W. B. JONES, O. NJÅSTAD, AND W. J. THRON, Moment theory, orthogonal polynomials, quadrature, and
continued fractions associated with the unit circle, Bull. London Math. Soc., 21 (1989), pp. 113–152.

[10] N. LEVINSON, The Wiener RMS (root mean square), error criterion in filter design and prediction, J. Math.
and Physics, 25 (1947), pp. 261–278.

[11] J. OBERMAIER, A modified Fej́er and Jackson summability method with respect to orthogonal polynomials,
J. Approx. Theory, 163 (2011), pp. 554–567.
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[14] G. SZEGÖ, Orthogonal Polynomials, Amer. Math. Soc. Colloq. Publ. 23, New York, 1939, Fourth ed., 1975.
[15] A. ZYGMUND, Trigonometric Series, Vol. I and II, Cambridge University Press, Cambridge, 1977.


