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On A Version of The Banach’s Fixed Point Theorem1

C. O. Imoru, M. O. Olatinwo, G. Akinbo, A. O. Bosede

Abstract

Banach in 1922 proved the celebrated result which is well-known

in the literature as the Banach’s Fixed Point Theorem or the Con-

traction Mapping Principle. This result of Banach also known as the

Theorem of Picard-Banach-Cacciopoli is contained in several mono-

graphs including Agarwal et al [1], Berinde [3, 4, 5] and Zeidler [17].

In this paper, we shall establish the error estimates as well as the

rate of convergence for a version of the Banach’s Fixed Point The-

orem by employing a certain form of ϕ−contraction different from

that of Berinde [5].

Our results are generalizations of those of Banach [2] and Berinde

[3, 4, 5]
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1 Introduction

Let (X, d) be a complete metric space and T : X → X a selfmap of X.

Banach [2] established his result using the following contractive condition:
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There exists a ∈ [0, 1) (fixed) such that

(1) d(Tx, Ty) ≤ ad(x, y),

for any x, y ∈ X.

Condition (1) is called strict contraction (Banach’s contraction condition).

There have been several generalizations of the classical Banach’s fixed point

theorem through different modifications of condition (1). The following

contractive definition was employed by Berinde [4, 5] for the extension of

the Banach’s fixed point theorem: For a selfmap T : X → X, there exists a

ϕ-contraction ϕ : R+ → R+ such that

(2) d(Tx, Ty) ≤ ϕ(d(x, y)), ∀ x, y ∈ X,

where ϕ : R+ → R+ is a (c)-comparison function.

The Banach’s Fixed Point Theorem guarantees the existence and unique-

ness of the fixed points of nonlinear equations and provides a method for

evaluating these fixed points. The result also ensures both a priori and a

posteriori error estimates as well as the rate of convergence. The result of

Banach [2] is also contained in several monographs and papers including

Berinde [4, 5] and Zeidler [17].

In this work, we shall state a variant of the Banach’s fixed point theorem

and then obtain both a priori and a posteriori error estimates as well as the

rate of convergence for this result using the following general contractive

definition: There exist a constant

L ≥ 0 and β ∈ [0, 1] such that

(3) d(Tx, Ty) ≤ ϕ(βd(x, y) + Ld(x, Tx)),

for all x, y ∈ X and ϕ : R+ → R+ is a (c)-comparison function.

Condition (3) is a generalization of those of [2, 3, 4, 5] and [16]. Interested

readers are referred to Rhoades [13], Rus [14], Rus etal [15] and others in the

reference section of this paper for various generalizations of the Banach’s
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Fixed Point Theorem as well as for different contractive definitions.

The following definitions shall be required in the sequel.

Definition 1.1. A function ϕ : R+ → R+ is called (c)-comparison if it

satisfies:

(i) ϕ is monotone increasing;

(ii) ϕn(t) → 0 as n → ∞, for all t > 0 (ϕn stands for the nth iterate of ϕ);

(iii)
∞

∑

n=0

ϕn(t) < ∞ for all t > 0.

We say that ϕ is a comparison function if it satisfies (i) and (ii) only.

Definition 1.2. Let (X, d) be a metric space. A mapping T : X → X is

said to be a ϕ−contraction if there exists a comparison function

ϕ : R+ → R+ such that (2) holds for all x, y ∈ X.

See [4, 5] for both Definition 1.1 and Definition 1.2.

Remark 1.3. If L = 0, and β = 1 in (3), then we obtain (2), whereas we

get (1) from (3) if L = 0, β = 1 and ϕ(u) = au, ∀ u ∈ R+, a ∈ [0, 1).

Furthermore, we obtain the Zamfirescu contraction condition from condition

(3), if we have ϕ(βd(x, y) + Ld(x, Tx)) = k[βd(x, y) + Ld(x, Tx)], with

kβ = δ, kL = 2δ, for some k > 0, where δ = max
{

a, b

1−b
, c

1−c

}

, 0 ≤ δ < 1

(a, b, c are constants involved in Theorem Z of Berinde [3]).

2 Main Result

Our main result is the following:

Theorem 2.1. Let (X, d) be a complete metric space and T : X → X an

operator satisfying (3) with β + L ≤ 1. Suppose that ϕ : R+ → R+ is a

(c)-comparison function such that ϕ(ct) ≤ cϕ(t), c > 0, t ∈ R+. Then,

(i) T has a unique fixed point, that is, FT = {x∗};

(ii) The Picard iteration associated to T, i.e., {xn}
∞

n=0 defined by

(4) xn+1 = Txn, n = 0, 1, 2, . . .
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converges to x∗, for any initial guess x0 ∈ X;

(iii) a priori error estimate:

(5) d(xn, x
∗) ≤

∞
∑

k=0

(β + L)n+kϕn+k(d(x0, x1)),

and a posteriori error estimate:

(6) d(xn, x
∗) ≤

∞
∑

k=0

(β + L)kϕk(d(xn, xn+1)),

(iv) the rate of convergence is given by

(7) d(xn, x
∗) ≤ βnϕn(d(x0, x

∗)).

Proof. The proofs of (i) and (ii) are similar to those in Berinde [5] and

some other references cited in the reference section of this paper. Hence, it

suffices to establish (iii) and (iv). Now, we have

d(x1, x2) = d(Tx0, Tx1) ≤ ϕ(Ld(x0, Tx0) + βd(x0, x1))

= ϕ(Ld(x0, x1) + βd(x0, x1)) ≤ (β + L)ϕ(d(x0, x1))

d(x2, x3) = d(Tx1, Tx2) ≤ ϕ(Ld(x1, Tx1) + βd(x1, x2))

= ϕ(Ld(x1, x2) + βd(x1, x2))

≤ (β + L)ϕ(d(x1, x2))

≤ (β + L)ϕ ((β + L)ϕ(d(x0, x1)))

≤ (β + L)2ϕ2(d(x0, x1))

In general,

(8) d(xk, xk+1) ≤ (β + L)kϕk(d(x0, x1)).

Therefore, we obtain by using (8) and the triangle inequality that

d(xn, xn+p) ≤ d(xn, xn+1) + d(xn+1, xn+2) + · · · + d(xn+p−1, xn+p)

≤ (β + L)nϕn(d(x0, x1)) + (β + L)n+1ϕn+1(d(x0, x1))

+ · · · + (β + L)n+p−1ϕn+p−1(d(x0, x1))

(9) =

n+p−1
∑

k=0

(β + L)k+nϕk+n(d(x0, x1)).
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By (ii), xn → x∗ as n → ∞, that is, lim
n→∞

xn = x∗. Since (X, d) is complete,

then x∗ ∈ X.

To prove the a priori error estimate, we take the limit of both sides of (9)

as p → ∞ and apply the continuity of the metric, i.e.,

lim
p→∞

d(xn, xn+p) = d(xn, x
∗) = d(x∗, xn) = lim

p→∞

d(xn+p, xn)

≤
∞

∑

k=0

(β + L)k+nϕk+n(d(x0, x1)),

giving us (5).

To prove the a posteriori error estimate, we have

d(xn+1, xn+2) = d(Txn, Txn+1) ≤ ϕ(Ld(xn, Txn) + βd(xn, xn+1))

= ϕ(Ld(xn, xn+1) + βd(xn, xn+1))

= ϕ((β + L)d(xn, xn+1))

≤ (β + L)ϕ(d(xn, xn+1))

d(xn+2, xn+3) ≤ (β + L)ϕ(d(xn+1, xn+2)) ≤ (β + L)ϕ((β + L)ϕ(d(xn, xn+1))

≤ (β + L)2ϕ2(d(xn, xn+1))

In general,

(10) d(xn+k, xn+k+1) ≤ (β + L)kϕk(d(xn, xn+1)).

Now, by (10) and the triangle inequality we get

(11) d(xn, xn+p) ≤ d(xn, xn+1) + d(xn+1, xn+2) + . . . + d(xn+p−1, xn+p)

≤ d(xn, xn+1)+(β+L)ϕ(d(xn, xn+1))+(β+L)2ϕ2(d(xn, xn+1))

+ · · · + (β + L)p−1ϕp−1(d(xn, xn+1))

=

p−1
∑

k=0

(β + L)kϕk(d(xn, xn+1)).

Again, by taking limits in (11) as p → ∞ and using the continuity of the

metric, we have

d(xn, x
∗) = d(x∗, xn) = lim

p→∞

d(xn+p, xn) ≤
∞

∑

k=0

(β + L)kϕk(d(xn, xn+1)),
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which yields (6).

We now establish the rate of convergence using the condition (3) and

the condition on ϕ as follows:

d(xn, x
∗) = d(Txn−1, Tx∗) = d(Tx∗, Txn)

≤ ϕ(Ld(x∗, Tx∗) + βd(x∗, xn−1))

= ϕ(βd(xn−1, x
∗))

≤ βϕ(d(xn−1, x
∗)) ≤ β2ϕ2(d(xn−2, x

∗)) ≤ . . . ≤ βnϕn(d(x0, x
∗)),

which proves the rate of convergence.

Remark 2.2. Theorem 2.1 is a generalization of Theorem B, Theorem Z,

Theorem 1 and Theorem 2 of Berinde [3].

Remark 2.3. We obtain corresponding error estimates and rate of conver-

gence for the Banach’s fixed point theorem from Theorem 2.1 if in condition

(3), we have ∀ u ∈ R+, ϕ(u) = βu, L = 0 and β ∈ [0, 1).

Remark 2.4. If L = 0 and β = 1 in condition (3), then we obtain corre-

sponding error estimates of Theorem 2.8 of Berinde [4] and Theorem 2 of

Berinde [5].
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