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#### Abstract

In this paper, we define a new kind of positive linear operators and study basic properties as well as Voronovskaya type results. In the last section of this paper we establish the error estimation for simultaneous approximation in terms of higher order modulus of continuity by using the technique of linear approximating method viz Steklov mean.
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## 1 Introduction

In the year 1957, Baskakov [1] introduced the following operators

$$
\begin{equation*}
B_{n}(f, x)=\sum_{k=0}^{\infty} b_{n, k}(x) f\left(\frac{k}{n}\right) \tag{1}
\end{equation*}
$$

[^0]where
$$
b_{n, k}(x)=\binom{n+k-1}{k} \frac{x^{k}}{(1+x)^{n+k}}, \quad x \in[0, \infty)
$$

Important modifications had been studied by Sahai \& Prasad [14] and Heilmann [9] on Baskakov operators after these milestone modifications, various researchers have given different type modification of Baskakov operators and studied several good results. Now we are giving another modification of Baskakov operators:

$$
\begin{equation*}
V_{n}(f, x)=\sum_{k=0}^{\infty} p_{n, k}(x) f\left(\frac{k}{n+1}\right) \tag{2}
\end{equation*}
$$

where

$$
p_{n, k}(x)=\left(\frac{n}{n+1}\right)^{n+1}\binom{n+k}{k} \frac{x^{k}}{\left(1-\frac{1}{n+1}+x\right)^{n+k+1}}
$$

and Durrmeyer variants of these operators are:

$$
\begin{equation*}
D_{n}(f, x)=(n+1) \sum_{k=0}^{\infty} p_{n, k}(x) \int_{0}^{\infty} p_{n, k}(t) f(t) d t \tag{3}
\end{equation*}
$$

Let $C_{\gamma}[0, \infty)=\left\{f \in C[0, \infty):|f(x)| \leq M t^{\gamma}\right.$, for some $\left.\gamma>0\right\}$ we define the norm $\|$.$\| on C_{\gamma}[0, \infty)$ by

$$
\|f\|_{\gamma}=\sup _{0 \leq t<\infty}|f(t)| t^{-\gamma}
$$

We note that the order of approximation by these operators (3) is at best $O\left(n^{-1}\right)$, howsoever smooth the function may be. Thus to improve the order of approximation, we consider May [13] type linear combination of the operators (3) as described below:

For $d_{0}, d_{1}, d_{2}, \ldots, d_{k}$ arbitrary but fixed distinct positive integers, the linear combination $D_{n}\left(f,\left(d_{0}, d_{1}, d_{2}, \ldots, d_{k}\right), x\right)$ of $D_{d_{j} n}(f, x), j=0,1,2, \ldots, k$ are defined as:

$$
D_{n}\left(f,\left(d_{0}, d_{1}, d_{2}, \ldots, d_{k}\right), x\right)=\sum_{j=0}^{k} C(j, k) D_{d_{j} n}(f, x)
$$

where

$$
C(j, k)=\prod_{\substack{i=0 \\ i \neq j}}^{k} \frac{d_{j}}{d_{j}-d_{i}} \text { for } k \neq 0 \quad \text { and } \quad C(0,0)=1
$$

Very recently Deo et al. [4] have studied new Bernstein type operators and established a Voronovskaya type asymptotic formula and an estimate of error in terms of modulus of continuity in simultaneous approximation for the linear combinations. In [5], Deo and Singh have given some theorems on the approximation of the $r$-th derivative of a function $f$ by the same operators. Deo [3] has studied Voronovskaya type result for Lupaş type operators and he [2] has also given iterative combinations of Baskakov operator.

In the present paper, we study some ordinary approximation results including Voronovskaya type results. At the end of this paper we obtain an estimate of error in terms of higher order modulus of continuity in simultaneous approximation for the linear combination of the operators (3).

## 2 Properties and Basic Results

In this section we write some basic results to prove our theorem.
Lemma 1 For $n \geq 1$ one obtains,

$$
\begin{gathered}
V_{n}(1, x)=1 \\
V_{n}(t, x)=\left(1+\frac{1}{n}\right) x \\
V_{n}\left(t^{2}, x\right)=\left(1+\frac{3}{n}+\frac{2}{n^{2}}\right) x^{2}+\frac{x}{n}
\end{gathered}
$$

Lemma 2 For $m \in N^{0}$ (the set of non-negative integers), the $m$-th order moment of the operator is defined as

$$
U_{n, m}(x)=\sum_{k=0}^{\infty} p_{n, k}(x)\left(\frac{k}{n+1}-x\right)^{m}
$$

Consequently, $U_{n, 0}(x)=1$ and $U_{n, 1}(x)=x / n$. There holds the recurrence relation

$$
n U_{n, m+1}(x)=x\left(1-\frac{1}{n+1}+x\right)\left[U_{n, m}^{\prime}(x)+m U_{n, m-1}(x)\right]+x U_{n, m}(x)
$$

Proof. It is easily observed that

$$
\begin{equation*}
x\left(1-\frac{1}{n+1}+x\right) p_{n, k}^{\prime}(x)=\left[\frac{n k}{n+1}-(n+1) x\right] p_{n, k}(x) . \tag{4}
\end{equation*}
$$

Hence the result. Thus
(i) $U_{n, m}(x)$ is a polynomial in x of degree $\leq m$;
(ii) For every $x \in[0, \infty), U_{n, m}(x)=O\left(n^{-\left[\frac{m+1}{2}\right]}\right)$, where $\lfloor\alpha\rfloor$ denotes the integral part of $\alpha$.

Lemma 3 Let the m-th order moment be defined by

$$
T_{n, m}(x)=(n+1) \sum_{k=0}^{\infty} p_{n, k}(x) \int_{0}^{\infty} p_{n, k}(t)(t-x)^{m} d t
$$

then

$$
\begin{equation*}
T_{n, 0}(x)=1, \quad T_{n, 1}(x)=\frac{n(1+2 x)+2 x}{n^{2}-1}, \quad n>1 \tag{5}
\end{equation*}
$$

(6) $\quad T_{n, 2}(x)=\frac{2\left(n^{2}+4 x^{2}+4 n x+3 n^{2} x+7 n x^{2}+2 n^{2} x^{2}-n^{3} x-n^{3} x^{2}\right)}{(n+1)\left(n^{2}-1\right)(n-2)}$
and

$$
\begin{align*}
(n-m-1) T_{n, m+1}(x)= & (m+1)\left(1-\frac{1}{n+1}+2 x\right) T_{n, m}(x)  \tag{7}\\
& +x\left(1-\frac{1}{n+1}+x\right)\left[T_{n, m}^{\prime}(x)+2 m T_{n, m-1}(x)\right]
\end{align*}
$$

Further, for all $x \in[0, \infty)$

$$
\begin{equation*}
T_{n, m}(x)=O\left(n^{-\left[\frac{(m+1)}{2}\right]}\right) \tag{8}
\end{equation*}
$$

Proof. We can easily obtain (5) and (6) by using the definition of $T_{n, m}(x)$. For the proof of (7), we proceed as follows. First

$$
\begin{aligned}
& x\left(1-\frac{1}{n+1}+x\right) T_{n, m}^{\prime}(x) \\
& =x\left(1-\frac{1}{n+1}+x\right)(n+1) \sum_{k=0}^{\infty} p_{n, k}^{\prime}(x) \int_{0}^{\infty} p_{n, k}(t)(t-x)^{m} d t \\
& \quad-m x\left(1-\frac{1}{n+1}+x\right) T_{n, m-1}(x)
\end{aligned}
$$

Now, using inequality (4) two times, then we get

$$
\begin{aligned}
& x\left(1-\frac{1}{n+1}+x\right)\left[T_{n, m}^{\prime}(x)+m T_{n, m-1}(x)\right] \\
& =(n+1) \sum_{k=0}^{\infty}\left[\frac{n k}{n+1}-(n+1) x\right] p_{n, k}(x) \int_{0}^{\infty} p_{n, k}(t)(t-x)^{m} d t \\
& =(n+1) \sum_{k=0}^{\infty} p_{n, k}(x) \int_{0}^{\infty}\left[\frac{n k}{n+1}-(n+1) t\right] p_{n, k}(t)(t-x)^{m} d t+(n+1) T_{n, m+1}(x) \\
& =(n+1) \sum_{k=0}^{\infty} p_{n, k}(x) \int_{0}^{\infty} t\left(1-\frac{1}{n+1}+t\right) p_{n, k}^{\prime}(t)(t-x)^{m} d t+(n+1) T_{n, m+1}(x) \\
& =(n+1) \sum_{k=0}^{\infty} p_{n, k}(x) \int_{0}^{\infty}\left[\left(1-\frac{1}{n+1}+2 x\right)(t-x)+(t-x)^{2}+x\left(1-\frac{1}{n+1}+x\right)\right] \\
& . p_{n, k}^{\prime}(t)(t-x)^{m} d t+(n+1) T_{n, m+1}(x) \\
& =-(m+1)\left(1-\frac{1}{n+1}+2 x\right) T_{n, m}(x)+(n-m-1) T_{n, m+1}(x) \\
& -m x\left(1-\frac{1}{n+1}+x\right) T_{n, m-1}(x) .
\end{aligned}
$$

This leads to (7). The proof of (8) easily follow from (5) and (7).
Lemma 4 There exists the polynomials $q_{i, j, r}(x)$ independent of $n$ and $k$ such that
$x^{r}\left(1-\frac{1}{n+1}+x\right)^{r} \frac{d^{r}}{d x^{r}} p_{n, k}(x)=\sum_{\substack{2 i+j \leq r \\ i, j \geq 0}}(n+1)^{i}\{k-(n+1) x\}^{j} \phi_{i, j, r}(x) p_{n, k}(x)$.

The proof of this lemma proceeds exactly on the lines of that of a results by Lorentz [12, p. 26].

Lemma 5 Let $f$ be $r$ times differentiable on $[0, \infty)$ such that $f^{(r-1)}=O\left(t^{\alpha}\right)$, for some $\alpha>0$ as $t \rightarrow \infty$ then for $r=1,2,3, \ldots$ and $n>\alpha+r$, we have

$$
\text { (9) } \quad D_{n}^{(r)}(f, x)=\frac{(n+1)(n-r)!(n+r)!}{(n!)^{2}} \sum_{k=0}^{\infty} p_{n+r, k}(x) \int_{0}^{\infty} p_{n-r, k+r}(t) f(t) d t
$$

Proof. We have by Leibnitz theorem

$$
\begin{aligned}
& D_{n}^{(r)}(f, x) \\
& =(n+1)\left(\frac{n}{n+1}\right)^{n+1} \sum_{i=0}^{r} \sum_{k=i}^{\infty}\binom{r}{i} \frac{(-1)^{r-i}(n+k+r-i)}{n!(k-i)!} \frac{x^{k-i}}{\left(1-\frac{1}{n+1}+x\right)^{n+k+r+1-i}} \\
& \int_{0}^{\infty} p_{n, k}(t) f(t) d t \\
& =\frac{(n+1)(n+r)!}{n!}\left(\frac{n+1}{n}\right)^{r} \sum_{k=0}^{\infty} \sum_{i=0}^{r}\binom{r}{i}(-1)^{r-i} p_{n+r, k}(x) \int_{0}^{\infty} p_{n, k+i}(t) f(t) d t \\
& =\frac{(n+1)(n+r)!}{n!}\left(\frac{n+1}{n}\right)^{r} \sum_{k=0}^{\infty} p_{n+r, k}(x) \int_{0}^{\infty} \sum_{i=0}^{r}(-1)^{r-i}\binom{r}{i} p_{n, k+i}(t) f(t) d t
\end{aligned}
$$

Again applying Leibnitz theorem

$$
\begin{gathered}
p_{n-r, k+r}^{(r)}(t)=\sum_{i=0}^{r}\left(\frac{n+1}{n}\right)^{r} \frac{n!}{(n-r)!}(-1)^{i}\binom{r}{i} p_{n, k+i}(t) \\
D_{n}^{(r)}(f, x)=\frac{(n+1)(n-r)!(n+r)!}{(n!)^{2}} \sum_{k=0}^{\infty} p_{n+r, k}(x) \int_{0}^{\infty}(-1)^{r} p_{n-r, k+r}^{(r)}(t) f(t) d t .
\end{gathered}
$$

Further integrating by parts $r$ times, we get the required result.

Lemma 6 Let $f \in C_{\gamma}[0, \infty)$, if $f^{(2 k+r+2)}$ exists at a point $x \in C_{\gamma}[0, \infty)$, then
$\lim _{n \rightarrow \infty} n^{k+1}\left[D_{n}^{(r)}\left(f\left(d_{0}, d_{1}, d_{2}, \ldots, d_{k}\right), x\right)-f^{(r)}(x)\right]=\sum_{i=r}^{2 k+r+2} Q(i, k, r, x) f^{(i)}(x)$, where $Q(i, k, r, x)$ are certain polynomials in $x$.

The proof of the above Lemma follows easily along the lines of $[8,11]$.

## 3 Voronovskaya Type Results

Theorem 1 If a function $f$ is such that its first and second order derivatives are bounded in $[0, \infty)$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}(n+1)\left\{D_{n}(f, x)-f(x)\right\}=f^{\prime}(x)(1+2 x)-x(1+x) f^{\prime \prime}(x) \tag{10}
\end{equation*}
$$

Proof. Using Taylor's theorem we write that

$$
\begin{equation*}
f(t)-f(x)=(t-x) f^{\prime}(x)+\frac{(t-x)^{2}}{2!} f^{\prime \prime}(x)+\frac{(t-x)^{2}}{2!} \eta(t, x) \tag{11}
\end{equation*}
$$

where $\eta(t, x)$ is a bounded function $\forall t, x$ and $\lim _{t \rightarrow x} \eta(t, x)=0$. Now applying (3) and (11), we get

$$
D_{n}(f, x)-f(x)=f^{\prime}(x) D_{n}(t-x, x)+\frac{f^{\prime \prime}(x)}{2} D_{n}\left((t-x)^{2}, x\right)+I_{1}
$$

where

$$
I_{1}=\frac{1}{2} D_{n}\left((t-x)^{2} \eta(t, x), x\right)
$$

Using (5) and (6), we get

$$
\begin{aligned}
& D_{n}(f, x)-f(x)=f^{\prime}(x) T_{n, 1}(x)+\frac{f^{\prime \prime}(x)}{2} T_{n, 2}(x)+I_{1} \\
& =f^{\prime}(x)\left\{\frac{n(1+2 x)+2 x}{n^{2}-1}\right\} \\
& +f^{\prime \prime}(x)\left\{\frac{n^{2}+4 x^{2}+4 n x+3 n^{2} x+7 n x^{2}+2 n^{2} x^{2}-n^{3} x-n^{3} x^{2}}{(n+1)\left(n^{2}-1\right)(n-2)}\right\}+I_{1}
\end{aligned}
$$

therefore

$$
\begin{aligned}
& (n+1)\left\{D_{n}(f, x)-f(x)\right\}=f^{\prime}(x)\left\{\frac{n(1+2 x)+2 x}{n-1}\right\} \\
& +f^{\prime \prime}(x)\left\{\frac{\left(4 x^{2}+n x(4+7 x)+n^{2}\left(1+3 x+2 x^{2}\right)-n^{3} x(1+x)\right)}{\left(n^{2}-1\right)(n-2)}\right\}+(n+1) I_{1}
\end{aligned}
$$

Now, we have to show that as $n \rightarrow \infty$, the value of $(n+1) I_{1} \rightarrow 0$. Let $\varepsilon>0$ be given since $\eta(t, x) \rightarrow 0$ as $t \rightarrow 0$, then there exists $\delta>0$ such that when $|t-x|<\delta$ we have $|\eta(t, x)|<\varepsilon$ and when $|t-x| \geq \delta$, we write

$$
|\eta(t, x)| \leq M<M \frac{(t-x)^{2}}{\delta^{2}}
$$

Thus, for all $t, x \in[0, \infty)$

$$
\begin{gathered}
|\eta(t, x)| \leq \varepsilon+M \frac{(t-x)^{2}}{\delta^{2}} \\
(n+1) I_{1} \leq(n+1) D_{n}\left((t-x)^{2}\left(\varepsilon+\frac{M(t-x)^{2}}{\delta^{2}}\right), x\right) \\
\leq \varepsilon(n+1) D_{n}\left((t-x)^{2}, x\right)+\frac{M}{\delta^{2}}(n+1) D_{n}\left((t-x)^{4}, x\right)
\end{gathered}
$$

Using (6) and (8), we see that,

$$
(n+1) I_{1} \rightarrow 0 \text { as } n \rightarrow \infty
$$

This leads to (10).

Corollary 1 We can also get the following result:

$$
\begin{equation*}
\lim _{n \rightarrow \infty}(n-1)\left\{D_{n}(f, x)-f(x)\right\}=f^{\prime}(x)(1+2 x)-x(1+x) f^{\prime \prime}(x) \tag{12}
\end{equation*}
$$

Theorem 2 If $g \in C_{B}^{2}[0, \infty)$ then we have

$$
\begin{equation*}
\left|D_{n}(g, x)-g(x)\right| \leq \lambda_{n}(x)\|g\|_{C_{B}^{2}} \tag{13}
\end{equation*}
$$

where

$$
\lambda_{n}(x)=\frac{n(1+2 x)+2 x}{n^{2}-1}
$$

Proof. We write that

$$
\begin{equation*}
g(t) g(x)=(t-x) g^{\prime}(x)+\frac{1}{2}(t-x)^{2} g^{\prime \prime}(\xi) \tag{14}
\end{equation*}
$$

where $t \leq \xi \leq x$. Now applying (3) on (13)

$$
\begin{aligned}
& \left|D_{n}(g, x)-g(x)\right| \\
& \left.\leq\left|\left\|g^{\prime}\right\|\right| D_{n}((t-x), x)\left|+\frac{1}{2}\right| g^{\prime \prime}| | D_{n}\left((t-x)^{2}, x\right) \right\rvert\, \\
& \leq \frac{n(1+2 x)+2 x}{n^{2}-1}\left\|g^{\prime}\right\| \\
& \quad+\left\{\frac{n^{2}+4 x^{2}+4 n x+3 n^{2} x+7 n x^{2}+2 n^{2} x^{2}-n^{3} x-n^{3} x^{2}}{(n+1)\left(n^{2}-1\right)(n-2)}\right\}\left\|g^{\prime \prime}\right\| \\
& \leq \\
& \lambda_{n}(x)\left\{\left\|g^{\prime}\right\|+\left\|g^{\prime \prime}\right\|\right\} \leq \lambda_{n}(x)\|g\|_{C_{B}^{2}}
\end{aligned}
$$

Theorem 3 For $f \in C_{B}[0, \infty)$, we obtain

$$
\begin{equation*}
\left|D_{n}(f, x)-f(x)\right| \leq A\left\{\omega_{2}\left(f, \frac{\sqrt{\lambda_{n}(x)}}{2}\right)+\min \left(1, \frac{\lambda_{n}(x)}{2}\right)\|f\|_{C_{B}}\right\} \tag{15}
\end{equation*}
$$

where constant $A$ depends on $f$ and $\lambda_{n}(x)$.
Proof. for $f \in C_{B}[0, \infty)$ and $g \in C_{B}^{2}[0, \infty)$ we write

$$
D_{n}(f, x)-f(x)=D_{n}(f, x)-D_{n}(g, x)+D_{n}(g, x)-g(x)+g(x)-f(x)
$$

by using (13) and Peetre $K$-functions, we get

$$
\begin{aligned}
\left|D_{n}(f, x)-f(x)\right| & =\left|D_{n}(f, x)-D_{n}(g, x)\right|+\left|D_{n}(g, x)-g(x)\right|+|g(x)-f(x)| \\
& \leq\left\|D_{n} f\right\|\|f-g\|+\lambda_{n}(x)\|g\|_{C_{B}^{2}}+\|f-g\| \\
& \leq 2\|f-g\|+\lambda_{n}(x)\|g\|_{C_{B}^{2}} \\
& \leq 2\left\{\|f-g\|+\frac{1}{2} \lambda_{n}(x)\|g\|_{C_{B}^{2}}\right\} \leq 2 K\left\{f ; \frac{1}{2} \lambda_{n}(x)\right\} \\
& \leq 2 A\left\{\omega_{2}\left(f, \frac{1}{2} \sqrt{\lambda_{n}(x)}\right)+\min \left(1, \frac{1}{2} \lambda_{n}(x)\right)\|f\|_{C_{B}}\right\} .
\end{aligned}
$$

This complete the proof.

## 4 Rate of Convergence

Definition 1 Let us suppose that $0<a<a_{1}<b_{3}<b_{1}<b<\infty$, for sufficiently small $\delta>0$, the $(2 k+2)$-th order Steklov mean $f_{2 k+2, \delta}(t)$ corresponding to $f(t) \in C_{\gamma}[0, \infty)$ is defined by
(16) $f_{2 k+2, \delta}(t)=\delta^{-(2 k+2)} \int_{-\delta / 2}^{\delta / 2} \int_{-\delta / 2}^{\delta / 2} \cdots \int_{-\delta / 2}^{\delta / 2}\left\{f(x)-\Delta_{\eta}^{2 k+2} f(t)\right\} \prod_{i=1}^{2 k+2} d t_{i}$,
where

$$
\eta=\frac{1}{2 \mathrm{k}+2} \sum_{i=1}^{2 \mathrm{k}+2} t_{i} \text { and } t \in[a, b] .
$$

It is easily checked (see e.g. [6, 10]) that
(i) $f_{2 k+2, \delta}$ has continuous derivatives up to order $(2 k+2)$ on $[a, b]$;
(ii) $\left\|f_{2 k+2, \delta}^{(r)}\right\|_{C\left[a_{1}, b_{1}\right]} \leq M_{1} \delta^{-r} \omega_{r}(f, \delta, a, b), r=1,2, \ldots,(2 k+2)$;
(iii) $\left\|f-f_{2 k+2, \delta}\right\|_{C\left[a_{1}, b_{1}\right]} \leq M_{2} \omega_{2 k+2}(f, \delta, a, b)$;
(iv) $\left\|f_{2 k+2, \delta}\right\|_{C\left[a_{1}, b_{1}\right]} \leq M_{3}\|f\|_{\gamma}$,
where $M_{i}^{\prime} s, i=1,2,3$, are certain unrelated constants independent of $f$ and $\delta$.

Theorem 4 For $f^{(r)} \in C_{\gamma}[0, \infty)$ and $0<a<a_{1}<b_{1}<b<\infty$. Then for $n$ sufficiently large

$$
\begin{aligned}
& \left\|D_{n}^{(r)}\left(f,\left(d_{0}, d_{1}, d_{2}, \ldots, d_{k}\right), .\right)-f^{(r)}\right\|_{C\left[a_{1}, b_{1}\right]} \\
& \quad \leq \max \left\{C_{1} \omega_{2 k+2}\left(f^{(r)}, n^{-1 / 2}, a, b\right), C_{2} n^{-(k+1)}\|f\|_{\gamma}\right\},
\end{aligned}
$$

where constant $C_{1}=C_{1}(k, r)$ and $C_{2}=C_{2}(k, r, f)$.

Proof. By linearity property

$$
\begin{aligned}
\| & D_{n}^{(r)}\left(f,\left(\left(d_{0}, d_{1}, d_{2}, \ldots, d_{k}\right)\right), .\right) \|_{C\left[a_{1}, b_{1}\right]} \\
\leq & \left\|D_{n}^{(r)}\left(\left(f-f_{2 k+2, \delta}\right),\left(d_{0}, d_{1}, d_{2}, \ldots, d_{k}\right), .\right)\right\|_{C\left[a_{1}, b_{1}\right]} \\
& +\left\|D_{n}^{(r)}\left(f_{2 k+2, \delta},\left(d_{0}, d_{1}, d_{2}, \ldots, d_{k}\right), .\right)-f_{2 k+2, \delta}^{(r)}\right\|_{C\left[a_{1}, b_{1}\right]} \\
& \quad+\left\|f^{(r)}-f_{2 k+2, \delta}^{(r)}\right\|_{C\left[a_{1}, b_{1}\right]} \\
= & E_{1}+E_{2}+E_{3}, \text { say. }
\end{aligned}
$$

Since, $f_{2 k+2, \delta}^{(r)}(t)=\left(f^{(r)}\right)_{2 k+2, \delta}(t)$, by property (iii) of Steklov mean, we have

$$
E_{3} \leq C_{1} \omega_{2 k+2}\left(f^{(r)}, \delta, a, b\right)
$$

Next by Lemma 6, we get

$$
E_{2} \leq C_{2} n^{-(k+1)} \sum_{j=r}^{2 k+r+2}\left\|f_{2 k+2, \delta}^{(j)}\right\|_{C[a, b]}
$$

By applying the interpolation property due to Goldberg and Meir [7] for each $j=r, r+1, \ldots, 2 k+r+2$, we have

$$
\left\|f_{2 k+2, \delta}^{(j)}\right\|_{C[a, b]} \leq C_{3}\left\{\left\|f_{2 k+2, \delta}\right\|_{C[a, b]}+\left\|f_{2 k+2, \delta}^{(2 k+r+2)}\right\|_{C[a, b]}\right\}
$$

Therefore, by applying properties (ii) and (iv) of Steklov mean, we get

$$
E_{2} \leq C_{4} n^{-(k+1)}\left\{\|f\|_{\gamma}+\delta^{-(2 k+2)} \omega_{2 k+2}\left(f^{(r)}, \delta\right)\right\}
$$

Finally, we shall estimate $E_{1}$, choosing $a^{*}, b^{*}$ satisfying the condition $0<a<$ $a^{*}<a_{1}<b_{1}<b^{*}<b<\infty$. Also let $\psi(t)$ denotes the characteristic function of the interval $\left[a^{*}, b^{*}\right]$, then

$$
\begin{aligned}
E_{1} & \leq\left\|D_{n}^{(r)}\left(\psi(t)\left(f(t)-f_{2 k+2, \delta}(t)\right)\left(d_{0}, d_{1}, d_{2}, \ldots, d_{k}\right), .\right)\right\|_{C\left[a_{1}, b_{1}\right]} \\
& +\left\|D_{n}^{(r)}\left((1-\psi(t))\left(f(t)-f_{2 k+2, \delta}(t)\right)\left(d_{0}, d_{1}, d_{2}, \ldots, d_{k}\right), .\right)\right\|_{C\left[a_{1}, b_{1}\right]} \\
& =E_{4}+E_{5}, \quad \text { say. }
\end{aligned}
$$

We may note here that to estimate $E_{4}$ and $E_{5}$, it is enough to consider their expressions without the linear combinations. By Lemma 5, we have

$$
\begin{aligned}
D_{n}^{(r)}\left(\psi(t)\left(f(t)-f_{2 k+2, \delta}(t)\right), x\right) & =\frac{(n+1)(n-r)!(n+r)!}{(n!)^{2}} \sum_{k=0}^{\infty} p_{n+r, k}(x) \\
& \cdot \int_{0}^{\infty} p_{n-r, k+r}(t) \psi(t)\left(f^{(r)}(t)-f_{2 k+2, \delta}^{(r)}(t)\right) d t .
\end{aligned}
$$

Hence

$$
\left\|D_{n}^{(r)}\left(\psi(t)\left(f(t)-f_{2 k+2, \delta}(t)\right), k, .\right)\right\|_{\left[a_{1}, b_{1}\right]} \leq C_{5}\left\|f^{(r)}-f_{2 k+2, \delta}^{(r)}\right\|_{\left[a^{*}, b^{*}\right]}
$$

Now for $x \in\left[a_{1}, b_{1}\right]$ and $t \in[0, \infty) /\left[a^{*}, b^{*}\right]$, we can choose a $\delta_{1}>0$ satisfying $|t-x| \geq \delta_{1}$. Therefore, by Lemma 4 and Schwarz inequality, we have

$$
\begin{aligned}
I \equiv & \left|D_{n}^{(r)}\left((1-\psi(t))\left(f(t)-f_{2 k+2, \delta}(t)\right), x\right)\right| \\
\leq & (n+1) \sum_{\substack{2 i+j \leq r \\
i, j \geq 0}} n^{i} \frac{\left|\phi_{i, j, r}(x)\right|}{x^{r}\left(1-\frac{1}{n+1}+x\right)^{r}} \sum_{k=0}^{\infty} p_{n, k}(x)|k-(n+1) x|^{j} \\
& \cdot \int_{0}^{\infty} p_{n, k}(t)(1-\psi(t))\left|f(t)-f_{2 k+2, \delta}(t)\right| d t \\
\leq & C_{6}\|f\|_{\gamma}(n+1) \sum_{\substack{2 i+j \leq r \\
i, j \geq 0}} n^{i} \sum_{k=0}^{\infty} p_{n, k}(x)|k-(n+1) x|^{j} \int_{|t-x| \geq \delta_{1}} p_{n, k}(t) d t \\
\leq & C_{6} \delta_{1}^{-2 s}\|f\|_{\gamma}(n+1) \sum_{\substack{2 i+j \leq r \\
i, j \geq 0}} n^{i} \sum_{k=0}^{\infty} p_{n, k}(x)|k-(n+1) x|^{j} \\
& \cdot\left(\int_{0}^{\infty} p_{n, k}(t) d t\right)^{1 / 2}\left(\int_{0}^{\infty} p_{n, k}(t)(t-x)^{4 s} d t\right)^{1 / 2} \\
\leq & C_{6} \delta_{1}^{-2 s}\|f\|_{\gamma} \sum_{\substack{2 i+j \leq r \\
i, j \geq 0}} n^{i}\left\{\sum_{k=0}^{\infty} p_{n, k}(x)\{k-(n+1) x\}^{2 j}\right\} \\
& \cdot\left\{(n+1) \sum_{k=0}^{\infty} p_{n, k}^{\infty}(x) \int_{0}^{\infty} p_{n, k}(t)(t-x)^{4 s} d t\right\}^{1 / 2}
\end{aligned}
$$

Hence by Lemma 2 and Lemma 3, we have

$$
I \leq C_{7}\|f\|_{\gamma} \sum_{\substack{2 i+j \leq r \\ i, j \geq 0}} \delta_{1}^{-2 m} O\left(n^{\left(i+\frac{j}{2}-s\right)}\right) \leq C_{7} n^{-q}\|f\|_{\gamma}
$$

where $q=(s-r / 2)$. Now choose $s>0$ such that $q \geq k+1$. Now we obtain

$$
I \leq C_{7} n^{-(k+1)}\|f\|_{\gamma}
$$

Therefore by property (iii) of Steklov mean, we get

$$
\begin{aligned}
E_{1} & \leq C_{8}\left\|f^{(r)}-f_{2 k+2, \delta}^{(r)}\right\|_{C\left[a^{*}, b^{*}\right]}+C_{7} n^{-(k+1)}\|f\|_{\gamma} \\
& \leq C_{9} \omega_{2 k+2}\left(f^{(r)}, \delta, a, b\right)+C_{7} n^{-(k+1)}\|f\|_{\gamma}
\end{aligned}
$$

Choosing $\delta=n^{-1 / 2}$, the theorem follows.

## References

[1] V. A. Baskakov, An instance of a sequence of linear positive operators in the space of continuous functions, DAN, 13, 1957, 1-2.
[2] N. Deo, On the iterative combinations of Baskakov operator, General Math., 15(1), 2007, 51-58.
[3] N. Deo, Direct result on the Durrmeyer variant of Beta operators, Southeast Asian Bull. Math. Vol. 32, 2008, 283-290.
[4] N. Deo, M. A. Noor and M. A. Siddiqui, On approximation by a class of new Bernstein type operators, Appl. Math. Comput., 201, 2008, 604-612.
[5] N. Deo and S. P. Singh, Simultaneous approximation on generalized Bernstein-Durrmeyer operators, (Communicated).
[6] G. Freud G. and V. Popov, On approximation by Spline functions, Proceeding Conference on Constructive Theory Functions, Budapest, 1969, 163-172.
[7] S. Goldberg and V. Meir, Minimum moduli of differentiable operators, Proc. London Math. Soc., 23, 1971, 1-15.
[8] V. Gupta, R. N. Mohapatra and Z. Finta, A certain family of mixed summation-integral type operators, Math. Comput. Modelling, 42, 2005, 181-191.
[9] M. Heilmann, Direct and converse results for operators of BaskakovDurrmeyer type, Approx. Theory and its Appl., 5(1), 1989, 105-127.
[10] E. Hewitt and K. Stromberg, Real and Abstract Analysis, McGraw Hill, New York, 1956.
[11] H. S. Kasana, On approximation of unbounded functions by linear combinations of modified Szász-Mirakian operators, Acta Math. Hungar., 61(34), 1993, 281-288.
[12] G. G. Lorentz, Bernstein Polynomials, University of Toronto Press, Toronto, 1953.
[13] C. P. May, Saturation and inverse theorems for combinations of a class of exponential-type operators, Canad. J. Math., 28(6), 1976, 1224-1250.
[14] A. Sahai and G. Prasad, On simultaneous approximationby modified Lupas operators, J. Approx. Theory, 45, 1985, 122-128.

## Naokant Deo

Department of Applied Mathematics,
Delhi Technological University(Formerly Delhi College of Engineering),
Bawana Road, Delhi-110042, India.
e-mail: dr_naokant_deo@yahoo.com

## Suresh P. Singh

Department of Mathematics,
G. G. University,

Bilaspur (C. G.)-495009, India.
e-mail: drspsingh1@rediffmail.com


[^0]:    ${ }^{1}$ Received 13 September, 2009
    Accepted for publication (in revised form) 24 November, 2009

