We prove a spectral mapping theorem for semigroups solving partial differential equations with nonautonomous past. This theorem is then used to give spectral conditions for the stability of the solutions of the equations.

1. Introduction

The aim of this paper is to prove a spectral mapping theorem for semigroups solving partial differential equations of the form

\[ \dot{u}(t) = Bu(t) + \Phi \tilde{u}_t, \quad t \geq 0, \]
\[ u(0) = x \in X, \]
\[ \tilde{u}_0 = f \in L^p(\mathbb{R}_-, X) \]

on some Banach space \( X \), where \((B, D(B))\) is the generator of a strongly continuous semigroup \((S(t))_{t \geq 0}\) on \( X \), the delay operator \( \Phi \) is defined in \( D(\Phi) \subseteq L^p(\mathbb{R}_-, X) \) with values in \( X \), and the modified history function \( \tilde{u}_t : \mathbb{R}_- \rightarrow X \) is

\[ \tilde{u}_t(\tau) := \begin{cases} U(\tau, t + \tau) f(t + \tau), & \text{for } 0 \geq t + \tau \geq \tau, \\ U(\tau, 0) u(t + \tau), & \text{for } t + \tau \geq 0 \geq \tau, \end{cases} \]

for an evolution family \((U(t, s))_{t \leq s \leq 0}\) on \( X \). We refer to [5, 12] where these equations have been introduced and to [10, 13] for concrete examples. In particular, we showed in [12] that (1.1) and the abstract Cauchy problem associated to an operator \((\mathcal{E}, D(\mathcal{E}))\) on the product space \( \mathcal{E} := X \times L^p(\mathbb{R}_-, X) \) are “equivalent.” Since, under appropriate conditions, the operator \((\mathcal{E}, D(\mathcal{E}))\) is the generator of a strongly continuous semigroup \((T(t))_{t \geq 0}\) on \( \mathcal{E} \), the solutions of (1.1) can be obtained from this semigroup (see [12, Theorem 3.5]).
By proving a spectral mapping theorem for this solution semigroup, we are now able to discuss the stability of the solutions of (1.1). To do this, we use the critical spectrum and the critical growth bound of a semigroup (see [6, 15]).

The structure of the paper is the following. In Section 2, we briefly review the concepts needed for a semigroup treatment of (1.1) and recall some notations from [12]. In Section 3, we prove a spectral mapping theorem for the semigroup generated by \((C, D(C))\) and, in particular, we prove that, under appropriate assumptions on the operator \(B\), its spectrum can be obtained from the spectrum of \(C\) and the spectrum of the evolution semigroup associated to the evolution family \((U(t,s))_{t \leq s \leq 0}\). In Section 4, as an application of the spectral mapping theorem, we study the stability of the solution semigroup \((\mathcal{F}(t))_{t \geq 0}\) and discuss a concrete example.

2. Technical preliminaries

2.1. A semigroup approach to partial differential equations with nonautonomous delay. Since this paper is a continuation of [12], we refer to it throughout the following.

Let \((U(t,s))_{t \leq s \leq 0}\) be an (exponentially bounded, backward) evolution family (see [12, Definition 2.1]). To use semigroup techniques we extend \((U(t,s))_{t \leq s \leq 0}\) to an evolution family \((\tilde{U}(t,s))_{t \leq s \leq 0}\) on \(\mathbb{R}\) in a trivial way (see [12, Definition 2.2.1]). On the space \(\tilde{E} := L^p(\mathbb{R}, X)\), we define the corresponding evolution semigroup \((\tilde{T}(t))_{t \geq 0}\) by

\[
(\tilde{T}(t)\tilde{f})(s) := \tilde{U}(s, s+t)\tilde{f}(s+t)
\]

for all \(\tilde{f} \in \tilde{E}\), \(s \in \mathbb{R}\), and \(t \geq 0\) (see also [2, 16]).

We denote its generator by \((\tilde{G}, D(\tilde{G}))\). Since \((\tilde{G}, D(\tilde{G}))\) is a local operator (see [17, Theorem 2.4]), we can restrict it to the space \(E := L^p(\mathbb{R}, X)\) by the following definition.

**Definition 2.1.** Take

\[
D(G) := \{ f|_{\mathbb{R}^{-}} : \tilde{f} \in D(\tilde{G}) \}
\]

and define

\[
Gf := (\tilde{G}\tilde{f})|_{\mathbb{R}^{-}} \quad \text{for } f = \tilde{f}|_{\mathbb{R}^{-}} \in D(\tilde{G}).
\]

Using the operator \((G, D(G))\), we can define a new operator.

**Definition 2.2.** Let \(C\) be the operator defined as

\[
C := \begin{pmatrix} B & \Phi \\ 0 & G \end{pmatrix}
\]
with domain
\[ D(\mathcal{E}) := \left\{ \left( \begin{array}{c} x \\ f \end{array} \right) \in D(B) \times D(G) : f(0) = x \right\}, \tag{2.5} \]
on the product space \( \mathcal{E} := X \times L^p(\mathbb{R}_-, X) \).

In [12] we reformulated (1.1), given in the introduction, as the abstract Cauchy problem
\[ \dot{\mathcal{U}}(t) = \mathcal{E}\mathcal{U}(t), \quad t \geq 0, \quad \mathcal{U}(0) = \left( \begin{array}{c} x \\ f \end{array} \right), \tag{2.6} \]
on the product space \( \mathcal{E} := X \times L^p(\mathbb{R}_-, X) \) and we proved the following result relating (1.1) to the abstract Cauchy problem with the operator \((\mathcal{E}, D(\mathcal{E}))\).

**Theorem 2.3.** The delay equation with nonautonomous past (1.1) is well posed if and only if the operator \((\mathcal{E}, D(\mathcal{E}))\) is the generator of a strongly continuous semi-group \(\mathcal{T} := (\mathcal{T}(t))_{t \geq 0}\) on \(\mathcal{E}\).

In that case, (1.1) has a unique solution \(u\) for every \(\left( \begin{array}{c} x \\ f \end{array} \right) \in D(\mathcal{E})\), given by
\[ u(t) := \begin{cases} \pi_1 \left( \mathcal{T}(t) \left( \begin{array}{c} x \\ f \end{array} \right) \right), & t \geq 0, \\ f(t), & t \leq 0, \end{cases} \tag{2.7} \]
where \(\pi_1\) is the projection onto the first component of \(\mathcal{E}\).

From now on we make the following assumption for the delay operator \(\Phi\).

**Assumption 2.4.** Let \(1 < p < \infty\) and let \(\eta : \mathbb{R}_- \rightarrow \mathcal{L}(X)\) be of bounded variation such that \(|\eta|(\mathbb{R}_-) < +\infty\), where \(|\eta|\) is the positive Borel measure in \(\mathbb{R}_-\) defined by the total variation on \(\eta\). Assume that the linear delay operator \(\Phi\) in (1.1) has the representation given by the following Riemann-Stieltjes integral:
\[ \Phi f := \int_{-\infty}^{0} f \, d\eta \quad \forall f \in C_0(\mathbb{R}_-, X) \cap L^p(\mathbb{R}_-, X), \tag{2.8} \]
which is well defined by [1, Proposition 1.9.4].

In particular, as in [3, Chapter I.2], we can take
\[ \Phi f := \int_{-\infty}^{0} \phi(s) f(s) \, ds, \tag{2.9} \]
where \(\phi(\cdot) \in L^1(\mathbb{R}_-),\) or
\[ \Phi f := \delta_s f, \tag{2.10} \]
where \(\delta_s\) is the Dirac measure for some \(s < 0\).
The next result is needed to state the most important result of this section. Let \(\mathcal{C}_0\) be the operator
\[
\mathcal{C}_0 := \begin{pmatrix} B & 0 \\ 0 & G \end{pmatrix}
\] (2.11)
with domain \(D(\mathcal{C}_0) = D(\mathcal{C})\), where \(G\) is the operator defined in Definition 2.1.

**Proposition 2.5** (see [12, Proposition 4.2]). The operator \((\mathcal{C}_0, D(\mathcal{C}_0))\) generates the strongly continuous semigroup \((\mathcal{T}_0(t))_{t\geq 0}\) on \(\mathcal{E}\) given by
\[
\mathcal{T}_0(t) := \begin{pmatrix} S(t) & 0 \\ S_t & T_0(t) \end{pmatrix},
\] (2.12)
where \((T_0(t))_{t\geq 0}\) is the evolution semigroup on \(E\) associated to the evolution family \((U(t,s))_{t \leq s \leq 0}\), that is,
\[
(T_0(t)f)(s) := \begin{cases} U(s,s+t)f(t+s), & s + t \leq 0, \\ 0, & s + t > 0, \end{cases}
\] (2.13)
for \(f \in E\) and \(S_t : X \to E\) is
\[
(S_t x)(s) := \begin{cases} U(s,0)S(t+s)x, & s + t > 0, \\ 0, & s + t \leq 0. \end{cases}
\] (2.14)

Recall that \((S(t))_{t\geq 0}\) is the semigroup generated by the operator \((B, D(B))\).

For the delay operator \(\Phi\) as in **Assumption 2.4** the following theorem holds.

**Theorem 2.6.** Let \(\Phi\) be as in **Assumption 2.4**. Then the operator \((\mathcal{E}, D(\mathcal{C}))\) generates a strongly continuous semigroup \((\mathcal{T}(t))_{t\geq 0}\) on \(\mathcal{E}\) given by the Dyson-Phillips series
\[
\mathcal{T}(t) = \sum_{n=0}^{+\infty} \mathcal{T}_n(t)
\] (2.15)
for all \(t \geq 0\), where \((T_0(t))_{t\geq 0}\) is the semigroup given by (2.12) and
\[
\mathcal{T}_{n+1}(t) \begin{pmatrix} x \\ f \end{pmatrix} := \int_0^t T_0(t-s)\mathcal{F}_n(s) \begin{pmatrix} x \\ f \end{pmatrix} ds
\] (2.16)
for each \((\xi, f) \in D(\mathcal{C}), t \geq 0,\) and \(\mathcal{F}\) is the operator matrix
\[
\begin{pmatrix} 0 & \Phi \\ 0 & 0 \end{pmatrix}
\] (2.17)
such that \(\mathcal{F} \in \mathcal{L}(D(\mathcal{C}_0), \mathcal{E})\). In particular (1.1) is well posed.
The proof of this theorem is based on the perturbation theorem of Miyadera-Voigt (see [8, Theorem III.3.14] and [14, 20]).

**Theorem 2.7.** Let \((W_0(t))_{t \geq 0}\) be a strongly continuous semigroup on the Banach space \(X\) with generator \((H_0, D(H_0))\). Let \(F : D(H_0) \to X\) be a linear operator on \(X\) such that there exists a function \(q : \mathbb{R}_+ \to \mathbb{R}_+\) satisfying \(\lim_{t \to 0} q(t) = 0\) and

\[
\int_0^t \|FW_0(t)x\| \, dt \leq q(t)\|x\| \tag{2.18}
\]

for all \(x \in D(H_0)\) and \(t > 0\).

Then \((H_0 + F, D(H_0))\) generates a strongly continuous semigroup \((W(t))_{t \geq 0}\) on \(\mathcal{C}\) given by the Dyson-Phillips series

\[
W(t) = \sum_{n=0}^{+\infty} W_n(t) \tag{2.19}
\]

for all \(t \geq 0\), where

\[
W_{n+1}(t)x := \int_0^t W_0(t-s)FW_n(s)x \, ds \tag{2.20}
\]

for all \(x \in D(H_0)\), \(t \geq 0\).

**Proof of Theorem 2.6.** Taking in Theorem 2.7 the semigroup \((\mathcal{F}_0(t))_{t \geq 0}\) as \((W_0(t))_{t \geq 0}\), the operator \(\mathcal{C}_0\) as \(H_0\), and the operator \(\mathcal{F}\) as \(F\), then we have

\[
\left\| \mathcal{F}\mathcal{F}_0(t) \begin{pmatrix} x \\ f \end{pmatrix} \right\| = \left\| \begin{pmatrix} 0 & \Phi \\ 0 & 0 \end{pmatrix} \begin{pmatrix} S(t) & 0 \\ 0 & T_0(t) \end{pmatrix} \begin{pmatrix} x \\ f \end{pmatrix} \right\|
\]

\[
= \left\| \begin{pmatrix} \Phi(S_t x + T_0(t)f) \\ 0 \end{pmatrix} \right\|
\]

\[
= \left\| \Phi(S_t x + T_0(t)f) \right\| \tag{2.21}
\]

for all \((\tilde{x}, \tilde{f}) \in D(\mathcal{C}_0)\). It follows that condition (2.18) is equivalent to

\[
\int_0^t \|\Phi(S_r x + T_0(r)f)\| \, dr \leq q(t)\left\| \begin{pmatrix} x \\ f \end{pmatrix} \right\| \tag{2.22}
\]

for \(t > 0\) and each \((\tilde{x}, \tilde{f}) \in D(\mathcal{C}_0)\).

Moreover, as in [12, Example 4.6], we can prove that the delay operator \(\Phi\) given in Assumption 2.4 satisfies (2.22) for \(q(t) = MM\omega e^{[\omega|t| \eta]}(\mathbb{R}_-) t^{1/p'}\), where \(M := \sup_{r \in [0, 1]} \|S(r)\|\) and \(M\omega, \omega, \) and \(p'\) are such that \(\|U(t, s)\| \leq M\omega e^{\omega(s-t)}\) for \(t \leq s \leq 0\) and \((1/p) + (1/p') = 1\), respectively. Hence, we can apply Theorem 2.7 and the proof is complete. \(\square\)
Remark 2.8. The operator \( \mathcal{C} \) given in Definition 2.2 is a perturbation of \( \mathcal{C}_0 \) given in (2.11), hence the solution semigroup \(( \mathcal{F}(t) )_{t \geq 0}\) is a perturbation of the semigroup \(( \mathcal{F}_0(t) )_{t \geq 0}\).

2.2. The critical spectrum and the critical growth bound. Nagel and Poland introduced in [15] the critical spectrum and proved a corresponding spectral mapping theorem (see also [4, 6]). We briefly recall its definitions.

Let \( X \) be a Banach space and \( \mathcal{T} := (T(t) : t \geq 0) \) a strongly continuous semigroup on \( X \). We can extend this semigroup to a semigroup \( \tilde{T} := (\tilde{T}(t) : t \geq 0) \) on \( \tilde{X} := \{ (x_n)_{n \in \mathbb{N}} \subset X : \sup_{n \in \mathbb{N}} \|x_n\| < \infty \} \), no longer strongly continuous, by

\[
\tilde{T}(t) (x_n)_{n \in \mathbb{N}} : (x_n)_{n \in \mathbb{N}} \in \tilde{X}.
\]

(2.23)

Now, the subspace

\[
\tilde{X}_{\mathcal{J}} := \left\{ (x_n)_{n \in \mathbb{N}} \in \tilde{X} : \lim_{t \to 0} \sup_{n \in \mathbb{N}} \|T(t)x_n - x_n\| = 0 \right\}
\]

(2.24)

is closed and \((\tilde{T}(t))_{t \geq 0}\)-invariant. Therefore, the quotient operators

\[
\hat{T}(t) (\tilde{x} + \tilde{X}_{\mathcal{J}}) := \tilde{T}(t)\tilde{x} + \tilde{X}_{\mathcal{J}}, \quad \tilde{x} + \tilde{X}_{\mathcal{J}} \in \hat{X},
\]

(2.25)

are well defined on the quotient space

\[
\hat{X} := \tilde{X} / \tilde{X}_{\mathcal{J}}
\]

(2.26)

and yield a semigroup \( \hat{\mathcal{T}} := (\hat{T}(t))_{t \geq 0} \) of bounded operators on \( \hat{X} \).

Definition 2.9. The critical spectrum of the semigroup \((T(t))_{t \geq 0}\) is defined as

\[
\sigma_{\text{crit}}(T(t)) := \sigma(\hat{T}(t)), \quad t \geq 0,
\]

(2.27)

while the critical growth bound is

\[
\omega_{\text{crit}}(\mathcal{T}(t)) := \inf \left\{ \omega \in \mathbb{R} : \exists M \geq 1 \text{ such that } \|\hat{T}(t)\| \leq Me^{\omega t} \forall t \geq 0 \right\}.
\]

(2.28)

We now determine the critical spectrum of a special class of semigroups. This result will be useful to prove the spectral mapping theorem for the semigroup obtained in Theorem 2.6.

As a first step, it can be shown as in [7, Theorem 3.22], [8, Section VI.9], [18, Theorem 2.3], or [19, Corollary 2.4] that the spectral mapping theorem holds for the semigroup \((\mathcal{T}_0(t))_{t \geq 0}\) given in (2.13).
Theorem 2.10. Let \((T_0(t))_{t \geq 0}\) be the semigroup on \(E\) given in (2.13) and \((G_0, D(G_0))\) its generator. Then \(\sigma(T_0(t))\) is a disk centered at the origin and the spectrum \(\sigma(G_0)\) is a half-plane. Moreover, \((T_0(t))_{t \geq 0}\) satisfies the spectral mapping theorem

\[
\sigma(T_0(t)) \setminus \{0\} = e^{t\sigma(G_0)}, \quad t \geq 0. \tag{2.29}
\]

In particular, \(s(G_0) = \omega_0(T_0(\cdot)) = \omega_0(\mathcal{A}U),\) where \(s(G_0)\) is the spectral bound of \(G_0,\) and \(\omega_0(T_0(\cdot))\) and \(\omega_0(\mathcal{A}U)\) are the growth bounds of \((T_0(t))_{t \geq 0}\) and \((U(t,s))_{t \leq s \leq 0},\) respectively.

It turns out that in this case spectrum and critical spectrum coincide.

Theorem 2.11. The critical spectrum of \(T_0 := (T_0(t))_{t \geq 0}\) coincides with its spectrum, that is,

\[
\sigma_{\text{crit}}(T_0(t)) = \sigma(T_0(t)), \quad t \geq 0. \tag{2.30}
\]

Proof. We only have to prove the inclusion \(\sigma_{\text{crit}}(T_0(t)) \supseteq \sigma(T_0(t))\) for \(t \geq 0.\)

Using rescaling, as in [15], the inclusion follows if we can show that

\[
2\pi i \mathbb{Z} \in \sigma(G_0) \implies 1 \in \sigma_{\text{crit}}(T_0(1)). \tag{2.31}
\]

Since the spectrum \(\sigma(G_0)\) is the union of the approximate point spectrum \(A\sigma(G_0)\) and the residual spectrum \(R\sigma(G_0)\) (see, e.g., [8, Section IV.1]), it follows from \(2\pi i \mathbb{Z} \subset \sigma(G_0)\) that at least one of the sets

\[
A\sigma(G_0) \cap 2\pi i \mathbb{Z} \quad \text{or} \quad R\sigma(G_0) \cap 2\pi i \mathbb{Z} \tag{2.32}
\]

is unbounded. In the first case the assertion follows from [4, Proposition 4].

Assume now that \(2\pi ik_n \in R\sigma(G_0)\) for some unbounded sequence \((k_n)_{n \in \mathbb{N}}.\)

Observe now (see [8, Proposition IV.2.18]) that

\[
\sigma_{\text{crit}}(T_0(t)) = \sigma(\hat{T}_0(t)) = \sigma(\hat{T}_0'(t)) \tag{2.33}
\]

on

\[
(\hat{X})' = (\hat{X}/\hat{X}_{T_0})' \cong (\hat{X}_{T_0})^\circ \subset (\hat{X})', \tag{2.34}
\]

where \((\hat{X}_{T_0})^\circ\) is the dual of \(\hat{X}_{T_0}\) (see [8, Definition II.2.6]). By [8, Proposition IV.2.18], one has

\[
2\pi ik_n \in R\sigma(G_0) = P\sigma(G_0') \quad \forall n \in \mathbb{N}. \tag{2.35}
\]

Therefore, there exists \(x_n' \in X', \|x_n'\| = 1,\) such that \(T_0'(t)x_n' = e^{2\pi ik_n't}x_n'\) for \(t \geq 0\) and all \(n \in \mathbb{N}.\)
We define
\[ y_n' := x_n' - T_0' \left( \frac{1}{2k_n} \right) x_n = 2x_n' \quad \text{for } n \in \mathbb{N}. \] (2.36)

It holds that \( T_0'(1)y_n' = y_n' \) and
\[ \lim_{n \to \infty} \langle y_n', x_n \rangle = \lim_{n \to \infty} \langle x_n', x_n - T_0' \left( \frac{1}{2k_n} \right) x_n \rangle = 0 \] (2.37)

for all \((x_n)_{n \in \mathbb{N}} \in \tilde{X}_{T_0} \).

Define \( y' \in (\tilde{X})' \) so that
\[ \langle y', (x_n) \rangle := \psi((y_n', x_n)) \quad \forall (x_n) \in \tilde{X}, \] (3.1)

where \( \psi \) is a Banach limit on \( l^\infty \) (see [9, Chapter V.0]). By (2.37),
\[ y' \in (\tilde{X}_{T_0})', \quad \tilde{T}_0(1)y' = (T_0'(1)y') = y'. \] (2.39)

Thus \( \tilde{T}_0'(1)y' = y' \) and \( 1 \in \sigma(\tilde{T}_0(1)) \). \( \square \)

**Corollary 2.12.** The critical growth bound of the evolution semigroup \((T_0(t))_{t \geq 0}\) is equal to the growth bound of the corresponding evolution family \( \mathcal{U} := \{U(t, s)\}_{t \leq s \leq 0} \), that is,
\[ \omega_{\text{crit}}(T_0(\cdot)) = \omega_0(\mathcal{U}) = \omega_0(T_0(\cdot)). \] (2.40)

**Proof.** By Theorem 2.11, we have
\[ \omega_{\text{crit}}(T_0(\cdot)) = \omega_0(T_0(\cdot)), \] (2.41)

while Theorem 2.10 implies
\[ \omega_0(T_0(\cdot)) = \omega_0(\mathcal{U}). \] (2.42) \( \square \)

### 3. The spectral mapping theorem

In this section, we want to prove a spectral mapping theorem for the semigroup \((T(t))_{t \geq 0}\) from Section 2. First, we determine the spectrum \( \sigma(\mathcal{A}) \) of the operator \( \mathcal{A} \) by some analogue of the characteristic equation for delay equations (see [8, Chapter VI]).

**Lemma 3.1** (see [12, Lemma 5.1]). For \( \lambda \in \mathbb{C} \) with \( \Re \lambda > \omega_0(\mathcal{U}) \),
\[ \lambda \in \sigma(\mathcal{A}) \quad \text{iff} \quad \lambda \in \sigma(B + \Phi \epsilon_\lambda), \] (3.1)
where the bounded operator $\epsilon_\lambda : X \to E$ is defined by

$$(\epsilon_\lambda x)(s) := e^{\lambda s}U(s,0)x, \quad s \leq 0, \ x \in X.$$  \hfill (3.2)

In order to obtain our spectral mapping theorem, we need an assumption on the semigroup without delay, that is, on the semigroup $(S(t))_{t \geq 0}$ generated by $B$. The following turns out to be appropriate.

**Assumption 3.2.** The operator $(B,D(B))$ generates an immediately norm continuous semigroup $(S(t))_{t \geq 0}$ on $X$, that is, the function

$$t \mapsto S(t) \in L(X)$$  \hfill (3.3)

is norm continuous for all $t > 0$ (see [8, Definition II.4.17 or Theorem IV.3.10]).

Analytic semigroups are typical examples of immediately norm continuous semigroups.

Define now

$$V(t) := \begin{pmatrix} S(t) & 0 \\ 0 & T_0(t) \end{pmatrix}, \quad Q(t) := \begin{pmatrix} 0 & 0 \\ -S_t & 0 \end{pmatrix},$$  \hfill (3.4)

for $t \geq 0$, where $S_t$ is defined as in (2.14).

**Remark 3.3.** It is easy to prove that $(V(t))_{t \geq 0}$ is a semigroup on the product space $\mathcal{E}$. Moreover, by the definitions of $V(t)$ and $Q(t)$,

$$V(t) = \mathcal{T}_0(t) + Q(t), \quad \forall t \geq 0,$$  \hfill (3.5)

where $(\mathcal{T}_0(t))_{t \geq 0}$ is the semigroup given in **Proposition 2.5**.

In the next step, we extend, in the canonical way, both semigroups $(\mathcal{T}_0(t))_{t \geq 0}$ and $(V(t))_{t \geq 0}$ to semigroups $\mathcal{\tilde{T}} := (\mathcal{\tilde{T}}(t))_{t \geq 0}$ and $\mathcal{\tilde{V}} := (\mathcal{\tilde{V}}(t))_{t \geq 0}$ on $\mathcal{\tilde{E}} = l^\infty(\mathcal{E})$ (see **Section 2.2** for the definition) and show that their spaces of strong continuity coincide.

**Lemma 3.4.** It results that $\mathcal{\tilde{\mathcal{E}}} \mathcal{\tilde{V}} = \mathcal{\tilde{\mathcal{E}}} \mathcal{\tilde{\mathcal{G}}}$.

**Proof.** Using the definitions of $(V(t))_{t \geq 0}$ and $(\mathcal{T}_0(t))_{t \geq 0}$, we obtain

$$\left\| V(h) \begin{pmatrix} x \\ f \end{pmatrix} - \mathcal{T}_0(h) \begin{pmatrix} x \\ f \end{pmatrix} \right\| = \left\| \begin{pmatrix} S(h)x - S(h)x \\ T_0(h)f - S_hx - T_0(h)f \end{pmatrix} \right\|$$

$$= \left\| \begin{pmatrix} 0 \\ -S_hx \end{pmatrix} \right\| \leq \|S_hx\|. \hfill (3.6)$$
However,

\[
\|S_h x\|^p_{L^p(\mathbb{R}, X)} = \int_{\mathbb{R}} \| (S_h x)(\tau)\|^p d\tau
\]

\[
= \int_{-h}^0 \| U(\tau, 0) S(\tau + h) x\|^p d\tau
\]

\[
\leq \int_{-h}^0 M_\omega^p e^{-\omega \tau} M_\omega^p \|x\|^p d\tau
\]

\[
\leq C_p e^\theta (|\omega| + |\check{\omega}|) h \|x\|^p,
\]

where \(\omega, M_{\omega}\) and \(\check{\omega}, M_{\check{\omega}}\) are such that \(\|U(t, s)\| \leq M_\omega e^{\omega(s-t)}\) for \(t \leq s \leq 0\) and \(\|S(t)\| \leq M_\check{\omega} e^{\check{\omega} t}\) for \(t \geq 0\), respectively, and \(C : = M_\omega M_{\check{\omega}}\).

Clearly, the last term in (3.7) goes to zero as \(h \searrow 0\). □

The following two lemmas will be used in Proposition 3.7. In particular, Lemma 3.5 is important to prove the norm continuity of \(Q(t)\).

**Lemma 3.5.** The function \([0, +\infty) \ni t \mapsto S_t \in \mathcal{L}(X, E)\) is norm continuous.

**Proof.** Let \(t \geq 0, M := \sup_{t \in [0, 1]} \|S(t)\|, \) and \(1 > h > 0\). One has

\[
\lim_{h \to 0^+} \|S_{t+h} - S_t\|
\]

\[
= \lim_{h \to 0^+} \sup_{\|x\| \leq 1} \left( \int_{\mathbb{R}} \| (S_{t+h} x)(\tau) - (S_t x)(\tau)\|^p d\tau \right)^{1/p}
\]

\[
= \lim_{h \to 0^+} \sup_{\|x\| \leq 1} \left( \int \left( \int_{-t}^{t} \| U(\tau, 0) S(t+h+\tau) x - U(\tau, 0) S(t+\tau) x\|^p d\tau \right)^{1/p}
\]

\[
+ \|x\|^p \int_{-t}^{0} \| U(\tau, 0) S(t+h+\tau) - S(t+\tau)\|^p d\tau \right)^{1/p}
\]

\[
\leq \lim_{h \to 0^+} \sup_{\|x\| \leq 1} \left( \int \left( M_\omega e^{-\omega \tau} \|S(t+h+\tau)\| \|x\|^p d\tau
\]

\[
+ \|x\|^p \int_{-t}^{0} \| U(\tau, 0) \| S(t+h+\tau) - S(t+\tau)\|^p d\tau \right)^{1/p}
\]

\[
\leq \lim_{h \to 0^+} \sup_{\|x\| \leq 1} M_\omega \|x\| e^{\omega(t+h)} \left( \int_{-t}^{t} \|S(t+h+\tau)\|^p d\tau \right)^{1/p}
\]

\[
+ \lim_{h \to 0^+} \sup_{\|x\| \leq 1} M_\omega \|x\| \left( \int_{-t}^{0} e^{-\omega \tau} \|S(t+h+\tau) - S(t+\tau)\|^p d\tau \right)^{1/p}
\]
\[
\lim h \to 0^+ M\omega e^{|\omega| (t+h)} \left( \int_0^h \|S(\sigma)\|^p d\sigma \right)^{1/p} \\
+ \lim h \to 0^+ M\omega e^{|\omega| t} \left( \int_{-t}^0 \|S(t+h+\tau) - S(t+\tau)\|^p d\tau \right)^{1/p}
\leq \lim h \to 0^+ M\omega e^{|\omega| (t+h)} Mh \\
+ \lim h \to 0^+ M\omega e^{|\omega| t} \left( \int_{-t}^0 \|S(t+h+\tau) - S(t+\tau)\|^p d\tau \right)^{1/p}.
\]

(3.8)

The last term goes to zero as \( h \to 0^+ \) since \((S(t))_{t \geq 0}\) is immediately norm continuous by Assumption 3.2 and therefore uniformly norm continuous on compact intervals.

The proof for \( h \to 0^- \) is similar. □

As a consequence of Lemma 3.5, we obtain that the function \( t \mapsto Q(t) \) is norm continuous from \([0, +\infty)\) to \( L^p(\mathcal{E}) \).

The next lemma relates the semigroup \((\mathcal{T}_0(t))_{t \geq 0}\) and the operators \( Q(t) \).

**Lemma 3.6.** With the definitions above,

\[
\lim_{h \to 0^+} \|\mathcal{T}_0(h)Q(t) - Q(t+h)\| = 0 \quad \forall t \geq 0.
\]

(3.9)

**Proof.** Using the definitions of \((\mathcal{T}_0(t))_{t \geq 0}\) and \( Q(t) \), we have

\[
\|\mathcal{T}_0(h)Q(t) - Q(t+h)\| = \sup_{\|\lambda\| = 1} \left\| \begin{pmatrix} S(t+h) & 0 \\ S_t & T_0(h) \end{pmatrix} \left( \begin{pmatrix} 0 \\ -S_t \end{pmatrix} \cdot x_f \right) - \begin{pmatrix} 0 \\ -S_t \end{pmatrix} \cdot (f) \right\| \\
= \sup_{\|\lambda\| = 1} \left\| \begin{pmatrix} 0 \\ -T_0(h)S_t x + S_{t+h} x \end{pmatrix} \right\|.
\]

(3.10)

Since, see [12, Proposition 4.2], \( S_{t+h} = S_hS(t) + T_0(h)S_t \), we obtain

\[
\left\| \begin{pmatrix} 0 \\ -T_0(h)S_t x + S_{t+h} x \end{pmatrix} \right\| = \left\| \begin{pmatrix} 0 \\ S_hS(t)x \end{pmatrix} \right\|
\]

(3.11)

for all \( x \in X \). As in Lemma 3.4 we can prove that

\[
\|S_hS(t)x\|_{L^p(\mathbb{R}, X)} \leq Ce^{\|\omega| |e^{(h+t)}|\|_1} h^{1/p} \|x\|;
\]

(3.12)
hence

\[
\sup_{\|x\| \leq 1} \left\| S_h S(t) x \right\|_{L^p(\mathbb{R}, X)} \leq C \hat{e}^{h|\omega|} e^{(h+t)|\hat{\omega}|} h^{1/p}.
\] (3.13)

Since in (3.13) the right term tends to zero as \( h \searrow 0 \), the proof is complete. \( \square \)

The following proposition gives a relation between the critical spectra of \((V(t))_{t \geq 0}\) and \((\mathcal{T}_0(t))_{t \geq 0}\). In the proof we follow the idea of [6, Theorem 4.5].

**Proposition 3.7.** The critical spectrum of the semigroup \((V(t))_{t \geq 0}\) is equal to the critical spectrum of \((\mathcal{T}_0(t))_{t \geq 0}\), that is,

\[
\sigma_{\text{crit}}(V(t)) = \sigma_{\text{crit}}(\mathcal{T}_0(t)) \quad \text{for } t \geq 0.
\] (3.14)

**Proof.** Using the norm continuity of \(Q(t)\) and Lemma 3.6, we obtain

\[
\lim_{h \to 0} \left| \mathcal{T}_0(h) Q(t) - Q(t) \right| \leq \lim_{h \to 0} \left( \left| \mathcal{T}_0(h) Q(t) - Q(t+h) \right| + \left| Q(t+h) - Q(t) \right| \right) = 0
\] (3.15)

for every \( t \geq 0 \). This implies that \( \mathcal{Q}(t) \) maps \( \mathcal{E} \) into \( \mathcal{E}_0 \mathcal{T}_0 \), hence \( \mathcal{Q}(t) = 0 \) for \( t \geq 0 \). Therefore, we have

\[
\hat{V}(t) = \hat{\mathcal{T}}_0(t)
\] (3.16)

and hence

\[
\sigma_{\text{crit}}(V(t)) = \sigma_{\text{crit}}(\mathcal{T}_0(t)) \quad \text{for } t \geq 0.
\] (3.17)

We can now relate the critical spectrum of \((\mathcal{T}_0(t))_{t \geq 0}\) to the critical spectrum of \((T_0(t))_{t \geq 0}\).

**Theorem 3.8.** The critical spectra of \((\mathcal{T}_0(t))_{t \geq 0}\) on \( \mathcal{E} \) and \((T_0(t))_{t \geq 0}\) on \( L^p(\mathbb{R}, X) \) coincide, that is,

\[
\sigma_{\text{crit}}(\mathcal{T}_0(t)) = \sigma_{\text{crit}}(T_0(t)) \quad \text{for } t > 0.
\] (3.18)

**Proof.** By Remark 3.3, we know that

\[
V(t) = \mathcal{T}_0(t) + Q(t)
\] (3.19)
and, using Proposition 3.7, we have

\[ \sigma_{\text{crit}}(V(t)) = \sigma_{\text{crit}}(\mathcal{T}_0(t)). \] (3.20)

By the immediate norm continuity of \((S(t))_{t \geq 0}\) (see Assumption 3.2), we conclude that

\[ \sigma_{\text{crit}}(V(t)) = \sigma_{\text{crit}}(T_0(t)) \cup \sigma_{\text{crit}}(S(t)) = \sigma_{\text{crit}}(T_0(t)) \cup \{0\} = \sigma_{\text{crit}}(T_0(t)). \] (3.21)

Hence, the thesis follows. □

Using Theorem 3.8 and Theorem 2.11, the following result is immediate.

**Corollary 3.9.** The critical spectrum of \((\mathcal{T}_0(t))_{t \geq 0}\) is equal to the spectrum of the evolution semigroup \((T_0(t))_{t \geq 0}\), that is,

\[ \sigma_{\text{crit}}(\mathcal{T}_0(t)) = \sigma(T_0(t)) \quad \text{for } t > 0. \] (3.22)

The next goal is to prove that the critical spectrum of the perturbed semigroup \((\mathcal{T}(t))_{t \geq 0}\) and of the unperturbed semigroup \((\mathcal{T}_0(t))_{t \geq 0}\) coincide. The basic idea for the proof of this result is to prove that the first term \(\mathcal{T}_1(t)\) of the Dyson-Phillips series of \((\mathcal{T}(t))_{t \geq 0}\) (see Theorem 2.6) is norm continuous.

**Proposition 3.10.** The function

\[ t \mapsto \mathcal{T}_1(t) \] (3.23)

is norm continuous for \(t \geq 0\).

**Proof.** The first Dyson-Phillips term \(\mathcal{T}_1(t)\) applied to \(\left(\begin{array}{c} x \\ f \end{array}\right) \in D(H_0)\) yields

\[ \mathcal{T}_1(t)\left(\begin{array}{c} x \\ f \end{array}\right) = \int_0^t \mathcal{T}_0(t-s)\mathcal{T}_0(s)\left(\begin{array}{c} x \\ f \end{array}\right) ds \]

\[ = \int_0^t \left( \begin{array}{cc} S(t-s) & 0 \\ S_{t-s} & T_0(t-s) \end{array} \right) \left( \begin{array}{cc} 0 & \Phi \\ 0 & 0 \end{array} \right) \left( \begin{array}{c} S(s)x \\ S_s x + T_0(s)f \end{array} \right) ds \]

\[ = \int_0^t \left( \begin{array}{cc} S(t-s) & 0 \\ S_{t-s} & T_0(t-s) \end{array} \right) \left( \begin{array}{c} \Phi(S_s x + T_0(s)f) \\ 0 \end{array} \right) ds \]

\[ = \int_0^t \left( \begin{array}{c} S(t-s)\Phi(S_s x + T_0(s)f) \\ S_{t-s}\Phi(S_s x + T_0(s)f) \end{array} \right) ds. \] (3.24)

We will prove norm continuity of both components separately.
Let \( t \geq 0, 1 > h > 0 \). Then
\[
\left\| \int_0^{t+h} S(t + h - s)\Phi(S_t x + T_0(s)f) \, ds - \int_0^t S(t - s)\Phi(S_t x + T_0(s)f) \, ds \right\|
\]
\[
= \left\| \int_0^t S(t + h - s)\Phi(S_t x + T_0(s)f) \, ds \right. \\
+ \int_t^{t+h} S(t + h - s)\Phi(S_t x + T_0(s)f) \, ds - \int_0^t S(t - s)\Phi(S_t x + T_0(s)f) \, ds \\
\leq \int_0^t \left\| S(t + h - s) - S(t - s) \right\| \left\| \Phi(S_t x + T_0(s)f) \right\| \, ds \\
+ \int_t^{t+h} \left\| S(t + h - s) \right\| \left\| \Phi(S_t x + T_0(s)f) \right\| \, ds.
\]
(3.25)

By the change of variable \( s - t =: \tau \), we obtain that the last two lines in (3.25) are equal to
\[
\int_0^t \left\| S(t + h - s) - S(t - s) \right\| \left\| \Phi(S_t x + T_0(s)f) \right\| \, ds \\
+ \int_0^h \left\| S(h - \tau) \right\| \left\| \Phi(S_{t+\tau} x + T_0(\tau + t)f) \right\| \, d\tau \\
\leq \int_0^t \left\| S(t + h - s) - S(t - s) \right\| \left\| \Phi(S_t x + T_0(s)f) \right\| \, ds \\
+ \sup_{0 \leq r \leq 1} \left\| S(r) \right\| q(h) \left( \begin{array}{c} x \\ f \end{array} \right).
\]
(3.26)

Since the delay operator \( \Phi \) satisfies condition (2.22), using the Lebesgue dominated convergence theorem and the immediate norm continuity of \((S(t))_{t \geq 0}\), we have that
\[
\int_0^t \left\| S(t + h - s) - S(t - s) \right\| \left\| \Phi(S_t x + T_0(s)f) \right\| \, ds + \sup_{0 \leq r \leq 1} \left\| S(r) \right\| q(h) \left( \begin{array}{c} x \\ f \end{array} \right)
\]
(3.27)

goes to zero as \( h \to 0^+ \) uniformly for \( \left( \begin{array}{c} x \\ f \end{array} \right) \in D(\mathcal{E}_0), \left\| \left( \begin{array}{c} x \\ f \end{array} \right) \right\| \leq 1 \).

For \( h \to 0^- \), the proof is analogous. Since \( D(B) \) is dense in \( \mathcal{E} \), it follows that the first component of \( \overline{\mathcal{F}}_1(t) \) is immediately norm continuous.

(2) For the second component we can proceed in a similar way using the norm continuity of the function \( t \mapsto S_t \), proved in Lemma 3.5.

Hence, the map \( t \mapsto \overline{\mathcal{F}}_1(t) \) is norm continuous.  \( \square \)
Proposition 3.11. Under Assumption 3.2, the critical spectra of the perturbed semigroup \((\mathcal{T}(t))_{t \geq 0}\) and of the unperturbed semigroup \((\mathcal{T}_0(t))_{t \geq 0}\) coincide, that is,

\[
\sigma_{\text{crit}}(\mathcal{T}(t)) = \sigma_{\text{crit}}(\mathcal{T}_0(t)).
\]  
(3.28)

Proof. Let \(R_k(t) := \sum_{j=k}^{\infty} \mathcal{T}_j(t)\). By Proposition 3.10, the function \(t \mapsto \mathcal{T}_1(t)\) is norm continuous. Hence, by [6, Proposition 4.7], the map

\[
t \mapsto R_1(t)
\]  
(3.29)

is norm continuous.

We are now ready to prove the spectral mapping theorem for the semigroup \((\mathcal{T}(t))_{t \geq 0}\).

Theorem 3.12. If \(B\) generates an immediately norm continuous semigroup and \(\Phi\) is as in (2.13), then

\[
\sigma(\mathcal{T}(t)) \setminus \{0\} = e^{t\rho(\mathcal{E})} \cup \sigma(T_0(t)) \setminus \{0\}
\]  
(3.30)

for \(t > 0\).

Proof. By Proposition 3.11, we have (3.28). Thus, applying [6, Corollary 4.6], one has

\[
\sigma(\mathcal{T}(t)) \setminus \{0\} = e^{t\rho(\mathcal{E})} \cup \sigma_{\text{crit}}(\mathcal{T}_0(t)) \setminus \{0\}.
\]  
(3.31)

By Theorem 3.8 and Corollary 3.9, we know that

\[
\sigma_{\text{crit}}(\mathcal{T}_0(t)) = \sigma(T_0(t))
\]  
(3.32)

for \(t > 0\), thus the assertion follows.

The right-hand side of (3.30) determines \(\sigma(\mathcal{T}(t))\) in a very satisfactory way. Indeed, \(\sigma(\mathcal{E})\) can be calculated via Lemma 3.1, while

\[
\sigma(T_0(t)) = \{\lambda \in \mathbb{C} : |\lambda| \leq e^{t\omega_0(\mathcal{M})}\}
\]  
(3.33)

holds by Theorem 2.10.

4. Application to stability

Since the solutions \(u(t)\) of (1.1) are related to the semigroup \((\mathcal{T}(t))_{t \geq 0}\) (see Theorem 2.3), in order to study the stability of \(u(t)\) we have to analyze the stability of \((\mathcal{T}(t))_{t \geq 0}\). For this reason we are interested in the growth bound \(\omega_0(\mathcal{T}(\cdot))\) of the semigroup \((\mathcal{T}(t))_{t \geq 0}\). In [15, Proposition 4.3], Nagel and Poland proved that

\[
\omega_0(\mathcal{T}(\cdot)) = \max \{\rho(\mathcal{E}), \omega_{\text{crit}}(\mathcal{T}(\cdot))\}.
\]  
(4.1)
By Theorem 3.8, Corollary 3.9, and Proposition 3.11,
\[
\omega_{\text{crit}}(\mathcal{T}(\cdot)) = \omega_0(\mathcal{U}),
\]
(4.2)
hence we obtain the following results.

Theorem 4.1. The growth bound of \(\mathcal{T}\) is given by
\[
\omega_0(\mathcal{T}(\cdot)) = \max \{ s(\mathcal{M}), \omega_0(\mathcal{U}) \}.
\]
(4.3)

Corollary 4.2. If \((U(t,s))_{t \leq s \leq 0}\) is exponentially stable and there exists \(\epsilon > 0\) such that \(\lambda \in \sigma(B + \Phi \epsilon)\) implies \(\Re \lambda < -\epsilon\), then the solutions of (1.1) are exponentially stable.

However, the determination of all \(\lambda \in \sigma(B + \Phi \epsilon)\) remains a difficult task. In this case the positivity is helpful as we can see in the rest of this section (compare [5, Example 5]).

Example 4.3. Let \(X\) be the Hilbert space \(L^2[0,1]\), \(E := L^p(\mathbb{R}_-, X)\), and \(B\) the Dirichlet Laplacian, that is, \(Bf := \Delta f\) with domain \(D(B) := \{ f \in H^2[0,1] : f(0) = f(1) = 0 \}\). This operator generates a positive analytic semigroup \((e^{t\Delta})_{t \geq 0}\) with \(\omega_{\text{crit}}(e^{t\Delta}) = -\infty\). As in [5, Example 5] or [11, Example 4.7], we define the operators \(A(s)\) as
\[
A(s) := a(s)B, \quad s \leq 0,
\]
(4.4)
where \(0 < a(\cdot) \in C(\mathbb{R}_-)\). We recall that these operators generate a backward evolution family \((U(t,s))_{t \leq s \leq 0}\) given by
\[
U(t,s) = e^{\int_s^t a(\sigma)d\sigma}\Delta, \quad t \leq s \leq 0.
\]
(4.5)

Since
\[
\|U(t,s)\| = e^{\int_s^t a(\sigma)d\sigma}\lambda_0,
\]
(4.6)
where \(\lambda_0\) is the largest eigenvalue of \(\Delta\), we can directly determine the growth bound of \((U(t,s))_{t \leq s \leq 0}\).

Proposition 4.4 (see [5, Example 5]). The growth bound of \((U(t,s))_{t \leq s \leq 0}\) is given by
\[
\omega_0(\mathcal{U}) = \inf_{h > 0} \sup_{s+h \leq 0} \left( \frac{1}{h} \int_s^{s+h} a(\sigma)d\sigma \right) \lambda_0.
\]
(4.7)

Consider the delay operator \(\Phi\) given by
\[
\Phi f := \int_{-\infty}^0 \phi(s)f(s)ds
\]
(4.8)
for \( f \in C_0(\mathbb{R}_-, X) \cap L^p(\mathbb{R}_-, X) \), where \( 0 \leq \phi(\cdot) \in L^1(\mathbb{R}_-) \). By Theorems 2.3 and 2.6, the delay equation (1.1) is well posed. Using the positivity of \((e^t\Delta)_{t \geq 0}\) and \(\Phi\), we can prove, as in [5], the following result.

**Proposition 4.5.** The spectral bound \( s(\mathcal{E}) \) of the generator \(\mathcal{E}\) is the unique solution of the equation

\[
\lambda_0 + \int_{-\infty}^{0} \phi(s)e^{ks}e^{(\int_{0}^{s} a(\sigma)d\sigma)\lambda_0} ds = \lambda. \tag{4.9}
\]

**Proof.** By definition, we have

\[
B + \Phi \epsilon = \Delta + \int_{-\infty}^{0} \phi(s)e^{ks}e^{(\int_{0}^{s} a(\sigma)d\sigma)\lambda_0} ds. \tag{4.10}
\]

Using the spectral theorem for selfadjoint operators, this implies

\[
s(B + \Phi \epsilon) = \lambda_0 + \int_{-\infty}^{0} \phi(s)e^{ks}e^{(\int_{0}^{s} a(\sigma)d\sigma)\lambda_0} ds, \tag{4.11}
\]

where \(\lambda_0\) is the largest eigenvalue of \(\Delta\).

Since the function

\[
\lambda \mapsto \lambda_0 + \int_{-\infty}^{0} \phi(s)e^{ks}e^{(\int_{0}^{s} a(\sigma)d\sigma)\lambda_0} ds \tag{4.12}
\]

is continuous and strictly decreasing, the spectral bound \(s(\mathcal{E})\) is the unique solution of the equation

\[
\lambda_0 + \int_{-\infty}^{0} \phi(s)e^{ks}e^{(\int_{0}^{s} a(\sigma)d\sigma)\lambda_0} ds = \lambda. \tag{4.13}
\]

In particular, one shows, as in [8, Theorem VI.6.14], that

\[
s(\mathcal{E}) < 0 \iff \lambda_0 + \int_{-\infty}^{0} \phi(s)e^{(\int_{0}^{s} a(\sigma)d\sigma)\lambda_0} ds < 0. \tag{4.14}
\]

Hence, by Theorem 4.1, we obtain that the semigroup \((\mathcal{F}(t))_{t \geq 0}\) is uniformly exponentially stable if and only if the second inequality of (4.14) holds and \(\omega_0(\mathcal{U}) < 0\).

**Remark 4.6.** Since the eigenvalue \(\lambda_0\) is negative and the function \(a(\cdot)\) is continuous, the above negative condition \(\omega_0(\mathcal{U}) < 0\) is equivalent to the condition \(\inf_s a(s) > 0\). Thus the semigroup \((\mathcal{F}(t))_{t \geq 0}\) is uniformly exponentially stable if and only if the second inequality of (4.14) holds and \(\inf_s a(s) > 0\).
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