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We present a theorem on the existence of local continuous homomorphic inverses of
surjective Borel homomorphisms with countable kernels from Borel groups onto Pol-
ish groups. We also associate in a canonical way subgroups of R with certain analytic
P-ideals of subsets of N. These groups, with appropriate topologies, provide examples
of Polish, nonlocally compact, totally disconnected groups for which global continuous
homomorphic inverses exist in the situation described above. The method of produc-
ing these groups generalizes constructions of Stevens and Hjorth and, just as those con-
structions, yields examples of Polish groups which are totally disconnected and yet are
generated by each neighborhood of the identity.

1. Introduction

Let G, H be topological groups. Let U ⊆ G be a symmetric open neighborhood of 1.
A function f : U → H is called a local homomorphism if f (g1g2) = f (g1) f (g2) for any
g1,g2 ∈ U with g1g2 ∈ U . Local homomorphisms are of importance in the study of Lie
groups [1, 8]. In the present paper, they will appear in the more general context of Polish
groups. (For a definition of Polish groups and other topological notions, see the end of the
introduction.) We say that a homomorphism π : H →G between two topological groups
is locally invertible by a local homomorphism if there exist a symmetric neighborhood U
of 1 in G and a local homomorphism f : U →H such that π( f (g))= g for all g ∈U . We
say that π is invertible by a homomorphism if f in the preceding sentence can be chosen
to be a global homomorphism, that is, with U =G.

Invertibility of continuous homomorphisms with discrete kernels is of interest in the
study of Lie groups. Recently the problem of finding homomorphic inverses for Borel
homomorphisms with countable (not necessarily discrete) kernels between more general
groups came up in the work of Christensen et al. [2]. In this paper, the authors inves-
tigated linearly ordered groups. The proof of their main theorem [2, Theorem 2] re-
duces to showing that each surjective Borel homomorphism with countable kernel from
an Abelian ordered metric Borel group onto R is invertible by a continuous homomor-
phism. This was established by them in [2, Theorem 4]. (Instead of metric Borel groups,
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they work with a slightly wider notion of standard Borel group, see [5, Theorem 8.4].)
The proof of this result uses particular properties of ordered commutative groups and
particular properties of R. In Section 2, we present a general result on inverting Borel ho-
momorphisms with countable kernels from metric Borel groups onto Polish groups. One
can think of this result as somewhat analogous in the group context to the Lusin-Novikov
theorem [7, Theorem 18.10] on finding Borel selectors for vertical sections of Borel sub-
sets with countable such sections in products of Polish spaces. In fact, the Lusin-Novikov
theorem is used in the proof in a crucial way.

Our theorem yields a local homomorphic inverse and, in general, one cannot hope
to obtain a global homomorphic inverse. We investigate the question of when global
inverses can be found. It is easily proved that it is so if G is a connected, simply con-
nected Lie group. (By setting G = R, here we recover the Christensen-Kanovei-Reeken
result [2, Theorem 4] for metric Borel groups.) In Section 3, our aim is to find groups
with this property from the opposite end of the spectrum of Polish groups. Polish groups
produced there are nonlocally compact and totally disconnected. Our construction gen-
eralizes examples due to Stevens [10] and Hjorth [6]. The construction is accomplished
by associating in a canonical way a Polish group G(I) with certain analytic P-ideals I of
subsets of N.

Other aspects of the structure of the groups G(I), related to their disconnectedness,
are of interest. By a classical result, each totally disconnected, locally compact, second
countable group has a neighborhood basis at 1 consisting of closed-and-open subgroups,
in particular, such groups are not generated by small enough neighborhoods of 1 [8, The-
orem 17], [3, Theorem 6.2.9]. The example produced by Stevens in [10], in answer to a
question from the Scottish Book, was the first group which was Polish and both totally
disconnected and generated by any neighborhood of 1. Another example of this sort was
constructed by Hjorth [6]. These examples differ in their degree of disconnectedness:
Stevens’ group is positive dimensional and Hjorth’s is zero dimensional. In Section 4, we
point out that the groups G(I) are Polish totally disconnected groups with each neigh-
borhood of 1 generating G(I) and that by varying I we can obtain both zero-dimensional
and positive-dimensional examples. Moreover, we give a general sufficient condition on
I for G(I) to be positive dimensional: there exists an ideal J such that J is below I in the
Rudin-Blass ordering and J is an Fσ P-ideal which is not a trivial modification of the ideal
of finite subsets of N.

A topological space is called Polish if it is metric complete separable. A metric separable
space is analytic if it is the continuous image of a Polish space. All Borel subsets of Polish
spaces are analytic. A set is called Fσ if it is a countable union of closed sets. So all Fσ sets
are Borel. All groups in the paper will be assumed to be topological groups. By a Polish
group, we understand a topological group with a Polish group topology. A group is metric
Borel if it is a metric separable group which is Borel in some (or equivalently all) of its
metric completions. Of course, all Polish groups are metric Borel.

If X is a metric separable space, by dim(X), we denote the topological dimension of X .
Since we will be applying the notion of dimension to metric separable spaces only, by [3,
Theorem 7.3.3], it makes no difference which notion of dimension from [3] we choose.
In particular, a metric separable space is zero dimensional if it has a topological basis
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consisting of closed-and-open sets. Recall that a metric separable space is totally discon-
nected if for any two distinct points x and y there exists a closed-and-open set containing
x and not containing y.

By N, we denote the set of natural numbers including 0. LetQ2 stand for the group of
diadic rationals, that is, all rational numbers whose denominators are powers of 2 with
addition as the group operation.

2. Local inverses

Theorem 2.1. Let π be a surjective Borel homomorphism from a Borel metric group onto
a Polish group. If π has countable kernel, then it is locally invertible by a continuous local
homomorphism.

Proof. If U is an open subset of a Polish space, we write∀∗x ∈U .. . for “the set {x ∈U :
. . .} is comeager in U .”

Let B be a metric Borel group, G a Polish group, and π : B→ G a surjective Borel ho-
momorphism with countable kernel. By the uniformization theorem for Borel sets with
countable sections [7, Theorem 18.10], there exists a Borel function f : G→ B such that
π ◦ f = idG. Put K = ker(π). Note that since π is a homomorphism, for any x, y,z ∈G,

π
(
f
(
xy−1z

)−1
f (x) f (y)−1 f (z)

)
= (xy−1z

)−1
xy−1z = 1, (2.1)

so f (xy−1z)−1 f (x) f (y)−1 f (z)∈ K . Therefore, since K is countable, we can find U ,V ,W
⊆G nonempty open and g0 ∈ K such that

∀∗(x, y,z)∈U ×V ×W , f (x) f (y)−1 f (z)= f
(
xy−1z

)
g0. (2.2)

By making U smaller if necessary, we can make sure that there exists x0 ∈G so that x0V ⊇
U . Since π is onto, we can pick b0 ∈ B with π(b0)= x0. Note now that

f (y) f
(
x−1

0 y
)−1

b−1
0 ∈ K for any y ∈G. (2.3)

Thus, there exist g1 ∈ K and U1 ⊆U nonempty open such that

∀∗y ∈U1, f (y)= g1b0 f
(
x−1

0 y
)
. (2.4)

Note also that x−1
0 U1 ⊆ V . We can make U1 smaller, if necessary, to guarantee that for

some x1, Wx1 ⊇ x−1
0 U1. Pick now b1 ∈ B with π(b1)= x1. Then we see that

b−1
1 f

(
x−1

0 zx−1
1

)−1
b−1

0 g−1
1 f (z)∈ K (2.5)

by applying π to the left-hand side. It follows from it that for some nonempty open set
U2 ⊆U1 and g2 ∈ K we have

∀∗z ∈U2, f (z)= g1b0 f
(
x−1

0 zx−1
1

)
b1g2. (2.6)
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Note that x−1
0 U2 ⊆ V and x−1

0 U2x
−1
1 ⊆W . We also keep in mind that the Kuratowski-

Ulam theorem [7, Theorem 8.41] gives that ∀∗(x, y,z) ∈ U3
2 and ∀∗x ∈ U2∀∗y ∈ U2

∀∗z ∈ U2 are equivalent and that multiplications by x−1
0 and by x−1

1 are homeomor-
phisms. Thus, by (2.4) and (2.6), we get the first equality below and by (2.2) the third
one:

∀∗(x, y,z)∈U3
2 , f (x) f (y)−1 f (z)= f (x)

(
f
(
x−1

0 y
)−1

b−1
0 g−1

1

)(
g1b0 f

(
x−1

0 zx−1
1

)
b1g2

)

= f (x) f
(
x−1

0 y
)−1

f
(
x−1

0 zx−1
1

)
b1g2

= f
(
x
(
x−1

0 y
)−1(

x−1
0 zx−1

1

))
g0b1g2

= f
(
xy−1zx−1

1

)
g0b1g2.

(2.7)

It follows that there exists a comeager in U2×U2×U2 set A⊆U2×U2×U2 such that

∀(x, y,z),(x̄, ȳ, z̄)∈ A, if xy−1z = x̄ ȳ−1z̄, then f (x) f (y)−1 f (z)= f (x̄) f ( ȳ)−1 f (z̄).
(2.8)

Let D ⊆G be comeager and such that f �D is continuous [7, Theorem 8.38]. We claim
that for all x, y,z, x̄, ȳ, z̄ ∈D∩U2, we have

if xy−1z = x̄ ȳ−1z̄, then f (x) f (y)−1 f (z)= f (x̄) f ( ȳ)−1 f (z̄). (2.9)

To see it fix x, y,z, x̄, ȳ, z̄ ∈D∩U2. LetO1 andO2 be open sets with (x, y,z)∈O1 ⊆U3
2 and

(x̄, ȳ, z̄) ∈ O2 ⊆ U3
2 . Since D3 is comeager in U3

2 (this is Kuratowski-Ulam again), D3 ∩
A∩O1 and D3 ∩A∩O2 are comeager in O1 and O2, respectively. Since G3 	 (a,b,c)→
ab−1c ∈G is continuous and open, both

{
x1y

−1
1 z1 :

(
x1, y1,z1

)∈D3∩A∩O1
}

,
{
x1y

−1
1 z1 :

(
x1, y1,z1

)∈D3∩A∩O2
} (2.10)

are comeager in some neighborhood of xy−1z=x̄ ȳ−1z̄. Thus, we can find triples (x1, y1,z1)
∈ D3 ∩ A∩O1 and (x̄1, ȳ1, z̄1) ∈ D3 ∩ A∩O2 with x1y

−1
1 z1 = x̄1 ȳ

−1
1 z̄1. Using this ob-

servation, we produce two sequences (xn, yn,zn) and (x̄n, ȳn, z̄n) so that xn → x, yn → y,
zn → z, x̄n → x̄, ȳn → ȳ, z̄m → z̄, xn, yn,zn, x̄n, ȳn, z̄n ∈ D, (xn, yn,zn),(x̄n, ȳn, z̄n) ∈ A, and
xny−1

n zn = x̄n ȳ−1
n z̄n. It follows by (2.8) that

f (x) f (y)−1 f (z)= lim
n

f
(
xn
)
f
(
yn
)−1

f
(
zn
)

= lim
n

f
(
x̄n
)
f
(
ȳn
)−1

f
(
z̄n
)

= f (x̄) f ( ȳ)−1 f (z̄)

(2.11)

as we claimed in (2.9).
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Thus, to summarize, we have an open set U2 and a comeager in U2 set C ⊆ U2 such
that

∀x, y,z, x̄, ȳ, z̄ ∈ C, if xy−1z = x̄ ȳ−1z̄, then f (x) f (y)−1 f (z)= f (x̄) f ( ȳ)−1 f (z̄).
(2.12)

We can assume that C is Borel. It follows from (2.12) by taking z = z̄ ∈ C that

∀x, y, x̄, ȳ ∈ C, if xy−1 = x̄ ȳ−1, then f (x) f (y)−1 = f (x̄) f ( ȳ)−1. (2.13)

Now by Pettis’ theorem [7, Theorem 9.9], CC−1 contains an open neighborhood of 1.
Let U be the interior of CC−1. Then U is symmetric open and 1∈U . Define h : U → B by
letting

h
(
xy−1)= f (x) f (y)−1 for x, y ∈ C with xy−1 ∈U. (2.14)

Note that h is well defined by (2.13). We need to check that h(z1z2) = h(z1)h(z2) for
any z1,z2 ∈ U with z1z2 ∈ U . Let x1, y1,x2, y2,x3, y3 ∈ C be such that z1 = x1y

−1
1 , z2 =

x2y
−1
2 , z1z2 = x3y

−1
3 . Then x1y

−1
1 x2y

−1
2 = x3y

−1
3 , whence x1y

−1
1 x2 = x3y

−1
3 y2. By (2.12),

f (x1) f (y1)−1 f (x2)= f (x3) f (y3)−1 f (y2), hence
(
f
(
x1
)
f
(
y1
)−1
)(

f
(
x2
)
f
(
y2
)−1
)
= f

(
x3
)
f
(
y3
)−1

, (2.15)

that is, h(z1)h(z2)= h(z1z2).
The local homomorphism h is clearly Borel since its graph is analytic [7, Theorem

14.12], as for w ∈U , (w,v) is in the graph of h precisely when

∃x, y ∈ C, xy−1 =w, f (x) f (y)−1 = v (2.16)

and this condition is analytic since C and f are Borel. We claim that any Borel local ho-
momorphism is necessarily continuous. Continuity of h at 1 follows by modifying the
proof of continuity of Borel homomorphisms [7, Theorem 9.10] into the following ar-
gument. Fix an open neighborhood V0 of 1 in B. Let V be an open neighborhood of 1
in B with V−1V ⊆ V0. Let W be an open neighborhood of 1 with W−1W ⊆ U . Let xn,
n∈N, be a sequence of elements of W such that {h(xn) : n∈N} is dense in h(W). Then
h(W)⊆⋃n h(xn)V . Therefore, for some n0, which we fix,

h−1(h(xn0

)
V
)∩W is nonmeager. (2.17)

Note that this set is included in xn0h
−1(V). Indeed, for x ∈W with h(x) ∈ h(xn0 )V , we

have that h(xn0 )−1h(x) is in V and x−1
n0
x is in U since both xn0 and x are in W . It follows

that h(x−1
n0
x) ∈ V , that is, x ∈ xn0h

−1(V). Taking this and (2.17) into account, by Pettis’
theorem [7, Theorem 9.9], 1 is in the interior of

(
xn0h

−1(V)
)−1

xn0h
−1(V)= (h−1(V)

)−1
h−1(V). (2.18)

Since all points in
(
h−1(V)

)−1
h−1(V)∩U are mapped by h to V−1V ⊆ V0, we see that

1∈G lies in the interior of h−1(V0), that is, h is continuous at 1. This immediately implies
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that h is continuous at each point of U since if x ∈U and xn ∈U , n∈N, converge to x,
then the sequence (x−1

n x) converges to 1 and is eventually in U . Thus, for large enough n,

h
(
xn
)−1

h(x)= h
(
x−1
n x
)−→ 1 as n−→∞. (2.19)

�

As is shown by the obvious example of the homomorphism T	 z→ z2 ∈ T, where T
is {z ∈ C : |z| = 1} taken with multiplication, it is not possible to guarantee the existence
of a global inverse which is a homomorphism in the theorem above. We address now the
issue of finding global inverses. In the corollary below, we formulate a general condition
on G under which the existence of a global inverse can be deduced from the existence of
a local one.

Corollary 2.2. Let G be a Polish group with a dense subgroup D. Assume that each
nonempty open subset of D generates D and that each continuous local homomorphism of D
into a metric Borel group extends to a homomorphism defined on D.

Then each surjective Borel homomorphism with countable kernel from a Borel metric
group onto G is invertible by a continuous homomorphism.

The proof of Corollary 2.2 will be given after we show the following straightforward
lemma.

Lemma 2.3. Let G be a Polish group with a dense subgroup D such that each nonempty open
subset of D generates D. Then each nonempty open subset of G generates G.

Proof. If U is a nonempty open subset of G, then, by density of D, U ∩D is a nonempty
open subset of D. Thus it generates D. It follows, again by density of D, that U generates a
dense open subgroup H of G. Since then each coset of H intersectsH , we have G=H . �

Proof of Corollary 2.2. Let B be a metric Borel group. We first prove that a continuous lo-
cal homomorphism f : U → B defined on an open symmetric neighborhood U of 1 in G
can be extended to G. We start with extending f � (U ∩D) : U ∩D→ B to a homomor-
phism g : D → B. Define now h : G→ B by letting h(x) = limn g(dn) for some sequence
dn ∈ D with limn dn = x. Note that this limit exists since by density of D there is some
d ∈ D with dx ∈ U . Then for large enough n, ddn ∈ U and by continuity of f the limit
limn f (ddn) exists (and is equal to f (dx)). Since, for large enough n,

f
(
ddn

)= g
(
ddn

)= g(d)g
(
dn
)
, (2.20)

we see that limn g(dn) exists. It follows that the function h is well defined. It is a homo-
morphism directly from its definition. Furthermore, h �U coincides with f �U since this
latter function is continuous. Note that h is continuous since it is continuous at 1.

Now let π : B→ G be a Borel homomorphism onto G. By Theorem 2.1, let f : U → B
be a continuous local homomorphism which is a local inverse of π. Let h : G→ B be a
continuous homomorphism extending f . Since U generates G, it is now easy to see that
h is an inverse of π. �

The following corollary describes a more concrete situation in which global homo-
morphic inverses exist. It will be applied in Section 3 to prove Corollary 3.2. Note that in



Sławomir Solecki 213

the assumption in Corollary 2.4 we do not assume that the topologyQ2 inherits from the
inclusionQ2 ⊆G is the standard order topology onQ2.

Corollary 2.4. Let G be a Polish group containing Q2 as a dense subgroup with the se-
quence (1/2n) tending to the group identity as n→∞. Then each surjective Borel homomor-
phism with countable kernel from a Borel metric group onto G is invertible by a continuous
homomorphism.

Proof. This will follow from Corollary 2.2 since Q2 has all the properties required of D.
Consider Q2 with the topology it gets from G. If U is a symmetric neighborhood of 0,
then for large enough n ∈ N we have 1/2n ∈ U . Thus, the group generated by U is Q2.
Similarly, if h is a local homomorphism defined on U and m∈ Z, we extend it by letting
h̃(m/2n) = h(1/2n)···h(1/2n) if m ≥ 0 and h̃(m/2n) = h(−1/2n)···h(−1/2n) if m < 0,
where both products have |m| factors and where n is large enough so that 1/2n ∈U holds.
It is easily checked that h̃ is well defined and that it is a homomorphism. �

3. Subgroups ofR and analytic P-ideals

In the classical theory of Lie groups, one shows that any connected, simply connected
Lie group fulfills the conditions required of D in Corollary 2.2. (In fact, even more re-
laxed conditions suffice, see [8, Theorems 63 and 15] and [1, Theorem 13.3].) So by
Corollary 2.2 with G = D, if G is such a Lie group, a global continuous inverse can be
found for any Borel surjective homomorphism with countable kernel from a Borel met-
ric group onto G. Here we will produce a class of examples of Polish groups G which are
far from being locally compact or connected, yet they admit global inverses. We construct
such groups by associating a group G(I) with certain analytic P-ideals I .

We describe now the construction. Let R+ stand for the set of nonnegative reals. For
x ∈ R+, let (xn) ∈ {0,1}Z stand for the binary expansion of x where n runs through Z
and, for some n0, xn = 0 for all n < n0 and where the expansion with finitely many digits
equal to 1 is chosen if x is a diadic rational. So x =∑{2−n : xn = 1}. Define, for x ∈R+,

j(x)= {n∈N : xn = xn−1
}
. (3.1)

For a family I of subsets of N, define

G(I)= {x ∈R :
(
x ∈R+, j(x)∈ I

)
or
(
x ∈R+, j(−x)∈ I

)}
. (3.2)

We will show that if I is an invariant, dense, analytic P-ideal, G(I) becomes a group ful-
filling the assumptions of Corollary 2.4. I will now explain the notions in the preceding
sentence.

A family I of subsets ofN is called an ideal if it is closed under taking finite unions and
subsets. Additionally, if I is an ideal, we will assume that {n} ∈ I for each n∈N and that
N ∈ I . These two conditions imply that each element of I has infinite complement in N.

We call an ideal of subsets of N analytic if it is an analytic subset of �(N) (which in
turn is identified via indicator functions with the metric compact space {0,1}N). An ideal
I is called a P-ideal if, for any sequence an ∈ I , n∈N, of elements of I , there exists a∈ I
such that an \ a is finite for all n. A submeasure is a function φ : �(N)→ [0,∞] such that
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φ(∅) = 0, φ(a) ≤ φ(b) if a ⊆ b and φ(a∪ b) ≤ φ(a) + φ(b) for a,b ⊆ N. We say that a
submeasure φ is lower semicontinuous if it is lower semicontinuous as a function from
�(N)= {0,1}N taken with the product topology or, equivalently, if φ(a)= sup{φ(d) : d ⊆
a, d finite} for any a⊆N. If I is an analytic P-ideal, then by [9] it follows that there exists
a lower semicontinuous submeasure φ : �(N)→ [0,∞] such that I is equal to

Exh(φ)= {a⊆N : φ
(
a \ {0,1, . . . ,n})−→ 0 as n−→∞}. (3.3)

We can, and will, assume that φ({n}) > 0 for each n∈N. (If a φ does not have this prop-
erty, consider the submeasure φ′(a)= φ(a) +

∑
n∈a 2−n. Then φ′ fulfills this condition and

Exh(φ)= Exh(φ′).) An ideal I = Exh(φ) carries a topology given by the metric d(a,b)=
φ(a�b) where a�b stands for the symmetric difference of a and b: (a \ b)∪ (b \ a). As
should be evident from the parenthetical remark above, a lower semicontinuous submea-
sure φ with I = Exh(φ) is not unique, however, the topology on I described above does
not depend on φ. It is the unique Polish group topology on I stronger than the one in-
herited from the inclusion I ⊆ {0,1}N where I is considered a group with� as the group
operation. We call this topology the submeasure topology. (Proofs of the statements in this
paragraph can be found in [9].)

For a⊆N, let

a− 1= {n∈N : n+ 1∈ a}. (3.4)

Call an ideal I of subsets of N invariant if a∈ I implies a− 1∈ I . An ideal I of subsets of
N is called dense if each infinite subset of N contains an infinite subset from I .

As said above, each analytic P-ideal with the submeasure topology is a Polish group in
its own right. The group operation is the symmetric difference or, in other words, it is the
coordinatewise addition modulo 2 inherited from {0,1}N = ZN2 . In the theorem below,
we associate with each invariant dense P-ideal another Polish group with quite different
properties.

Theorem 3.1. Let I be an invariant, dense, analytic P-ideal of subsets of N.
(i) G(I) is a subgroup of R with a unique Polish group topology τ stronger than the topol-

ogy inherited from R.
(ii) G(I) containsQ2 as a τ dense subgroup and 1/2n→ 0 in τ as n→∞.
(iii) G(I)∩ [0,1) with τ is homeomorphic to I with the submeasure topology.

The following corollary is now immediate from Theorem 3.1(i),(ii) and Corollary 2.4.

Corollary 3.2. Let I be an invariant, dense, analytic P-ideal of subsets of N. Any Borel
homomorphism with countable kernel from a Borel metric group onto G(I) is invertible by a
continuous homomorphism.

Define, for x, y ∈R+, x� y to be max(x, y)−min(x, y).
The following lemma will cut our task of proving Theorem 3.1 in half. Its verification

is straightforward and we leave it to the reader.

Lemma 3.3. Let H ⊆ R+ be a semigroup with addition such that for x, y ∈H , x� y ∈H .
Assume that τ is a topology on H stronger than the one inherited fromR. Assume further that
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the functions H ×H 	 (x, y)→ x+ y ∈H and H ×H 	 (x, y)→ x� y ∈H are continuous
where H is taken with τ and H ×H is taken with τ × τ.

Then H ∪−H is a topological group with the topology given by declaring U open if U ∩H
and −(U \H) are both τ open.

Proof of Theorem 3.1. Let I be an invariant analytic P-ideal and let φ be a lower semicon-
tinuous submeasure with I = Exh(φ). In particular, the submeasure topology on I is given
by the complete metric φ(a�b) for a,b ∈ I . We record now two properties of φ.
Claim 1. (i) For any sequence an, n ∈ N, of subsets of N, if limn φ(an) = 0, then
limn φ(an− 1)= 0.

(ii) limn φ({n})= 0.

Proof of Claim 1. Point (i) follows from invariance of I . Indeed, if it failed, we could find a
sequence an ∈ I , n∈N, such that for some δ > 0 and for all n, φ(an) < 2−n and φ(an− 1) >
δ. The first inequality implies that

⋃
n an ∈ Exh(φ) = I . This inequality also implies that

each element of N belongs to at most finitely many sets an and so to finitely many sets
an− 1. Thus, from the second inequality, we get that for each k ∈N,

φ
((⋃

n

an

)
− 1 \ {0, . . . ,k}

)
= φ

(⋃
n

(
an− 1

) \ {0, . . . ,k}
)
> δ. (3.5)

It follows that (
⋃

n an)− 1 ∈ Exh(φ)= I contradicting the invariance of I .
If (ii) failed, we would be able to find a δ > 0 and a strictly increasing sequence (nk)k of

natural numbers with φ({nk}) > δ. Then no infinite subset of {nk : k ∈N} is in Exh(φ)=
I contradicting the density of I . This proves Claim 1. �

Define

H(I)= {x ∈R+ : j(x)∈ I
}
. (3.6)

Note that G(I)=H(I)∪−H(I).
Claim 2. For x, y ∈R+, we have

j(x+ y), j(x� y)⊆ j(x)∪ j(y)∪ j(x)− 1∪ j(y)− 1. (3.7)

Proof of Claim 2. It is sufficient to show that, for any n∈N,

n,n+ 1 ∈ j(x)∪ j(y)=⇒ n ∈ j(x+ y)∪ j(x� y) (3.8)

which amounts to proving that if xn−1 = xn = xn+1 and yn−1 = yn = yn+1, then (x+ y)n−1=
(x+ y)n and (x� y)n−1 = (x� y)n. This is done by a direct calculation and we leave it to
the reader. Some care needs to be exercised when x + y is a diadic rational and the usual
way of adding x to y produces the binary expansion with digits equal to 1 from some
point on. �

Put

ρ(x, y)= φ
(
j(x� y)

)
. (3.9)
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Obviously,

ρ(x, y)= ρ(y,x),
(
ρ(x, y)= 0⇐⇒ x = y

)
. (3.10)

Claim 3. For any ε > 0, there exists δ > 0 such that, for any x, y,z ∈H(J),

ρ(x, y),ρ(y,z) < δ =⇒ ρ(x,z) < ε. (3.11)

Proof of Claim 3. Note that x� z is equal to one of the following:

(x� y) + (y� z), (x� y)� (y� z). (3.12)

It follows now from Claim 2 that x� z is included in

j(x� y)∪ j(y� z)∪ ( j(x� y)− 1
)∪ ( j(y� z)− 1

)
(3.13)

and the conclusion of the claim follows from Claim 1(i). �

Define a topology τ on H(I) by declaring a set U ⊆H(I) open if for any x ∈ U there
exists ε > 0 such that for any y ∈ H(I) with ρ(x, y) < ε we have y ∈ U . It follows from
(3.10) and Claim 3 that this is a Hausdorff topology and that each x ∈H(I) lies in the in-
terior of {y ∈H(I) : ρ(x, y) < ε} for each ε > 0. In particular, the sets {y ∈H(I) : ρ(x, y) <
1/(n+ 1)} with n∈N form a countable neighborhood basis at x (consisting of not nec-
essarily open sets).

Verification of (i). First note that uniqueness of a topology on G(I) as in (i) follows from
[7, Theorem 9.10].

Since G(I) = H(I)∪−H(I), to produce a topology as in (i) on G(I), we will apply
Lemma 3.3. We check that the assumptions of this lemma hold for H(I) and for the
topology τ on H(I). Immediately, from Claim 2 and invariance of I , we get that H(I)
is a subsemigroup of R+ with the property that x� y ∈H(I) whenever x, y ∈H(I). We
check now that the operations of + and � are continuous when H(I) is equipped with
the topology τ. Continuity of + follows from Claim 1(i) by the fact that (x+ y)� (w+ z)
is equal to one of the following two elements of H(I):

(x�w) + (y� z), (x�w)� (y� z) (3.14)

and hence by Claim 2 is included in

j(x�w)∪ j(y� z)∪ ( j(x�w)− 1
)∪ ( j(y� z)− 1

)
. (3.15)

Continuity of� follows by the same argument since (x� y)� (w� z) is also equal to one
of the above two elements of H(I).

It remains to check that τ is Polish. Since the submeasure topology on I is Polish [9],
it will follow immediately from (iii) which is verified below.

Verification of (ii). It suffices to check that Q2∩R+ is contained in H(I), that it is dense
there, and that 1/2n → 0 in τ as n→∞. The first assertion is clear. The last assertion is
simply Claim 1(ii). For the second assertion, it suffices to see that given x ∈ H(I) and
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ε > 0 there is q ∈Q2 such that q ≤ x and φ( j(x− q)) < ε. If (xn) is a binary expansion
of x, then since j(x) ∈ I = Exh(φ) we get that φ( j(

∑{2−n : xn = 1 and n ≥m})) < ε for
large enough m. Then q =∑{2−n : xn = 1 and n <m} does the job.

Verification of (iii). We check that H(I)∩ [0,1) with τ is homeomorphic to I with the
submeasure topology. For a ⊆ N, let χa be the indicator function of a. For a ∈ I , de-
fine f (a) to be the unique element x of R+ such that x0 = χa(0) and xn+1 = xn + χa(n+
1)mod2. Note that since for a∈ I , N \ a is infinite, we have j( f (a))= a. Thus, f maps I
to H(I)∩ [0,1) and is injective as j is its left inverse. It is easy to see that f is onto. We
check that f is continuous and open. Since the topology on I is metric and that on H(I)
is first countable, we can work with sequences. Let (an) be a sequence of elements of I
converging in the submeasure topology to a ∈ I , that is, φ(an�a)→ 0. It is then easy to
verify that ρ( f (an), f (a))→ 0. If a sequence (an) of elements of I does not have a con-
verging subsequence in the submeasure topology, then since the metric on I induced by
φ is complete, there is δ > 0 such that φ(an�am) > δ for all n =m. But then one easily
shows that infn =mρ( f (an), f (am)) > 0. By Claim 3, we see that ( f (an)) does not converge
in H(I). �

4. Comments on disconnectedness of the groups G(I)

For definitions of total disconnectedness, zero dimensionality, and dimension, see the
introduction. The following corollary shows that the groups G(I) have the properties of
Stevens’ [10] and Hjorth’s [6] groups.

Corollary 4.1. If I is an invariant, dense analytic P-ideal, then G(I) is a Polish totally
disconnected group in which each neighborhood of 0 generates the whole group.

Proof. The group G(I) is totally disconnected since, by Theorem 3.1(iii), G(I)∩ [0,1)
continuously embeds into a totally disconnected space {0,1}N. Each neighborhood of 0
generates the whole group by Lemma 2.3 and Theorem 3.1(ii). �

It is not difficult to see that Stevens’ group has positive topological dimension. On the
other hand, Hjorth’s example has dimension 0. By varying the ideal I in our construction
and using Theorem 3.1(iii), we can recover both these situations. We will formulate a
general result with sufficient conditions for an analytic P-ideal to be positive dimensional.

For ideals I and J of subsets of N, we say that J is Rudin-Blass below I , in symbols
J ≤RB I , if there exists a finite-to-one function h :N→N such that

a∈ J ⇐⇒ h−1(a)∈ I. (4.1)

We say that an ideal I is a trivial modification of Fin if for some a0 ⊆N we have

I = {a⊆N : a∩ a0 is finite
}
. (4.2)

Proposition 4.2. Let I be an analytic P-ideal and let J be an Fσ P-ideal which is not a trivial
modification of Fin. If J ≤RB I , then I with the submeasure topology is not zero dimensional.

Proof. First notice that if h :N→N witnesses J ≤RB I , then the function f : J → I given by
f (a)= h−1(a) gives a homeomorphic embedding of J with the submeasure topology into
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I with its submeasure topology. Here is one way of seeing it. Notice first that the range of
f is closed in the submeasure topology as it is equal to I ∩{h−1(a) : a ⊆N} and the set
{h−1(a) : a⊆N} is closed in the product topology on {0,1}N which on I is contained in
the submeasure topology. Thus, the range of f when taken with the submeasure topology
on I is Polish. Further note that f is an injective homomorphism when we consider J and
I to be groups with � as the group operation. Moreover, {0,1}N 	 a→ h−1(a)∈ {0,1}N
is continuous in the product topology, therefore, f is a Borel function when J and I
are taken with the submeasure topology. (This is because the submeasure topology is
Polish and stronger than the product topology, so it has the same Borel sets as the product
topology restricted to I and J .) Thus, f is a Borel homomorphism between J and a Polish
group which is a closed subgroup of I . It follows that f is continuous and open, that is, a
homeomorphism.

Thus, if dim(J) > 0, then dim(I) > 0. We may, therefore, assume that I is equal to an
Fσ P-ideal which is not a trivial modification of Fin. In this situation, by [9], we can find
a lower semicontinuous submeasure φ such that I = Exh(φ) and additionally

I = {a⊆N : φ(a) <∞}. (4.3)

Let U be an open set in the submeasure topology containing ∅ and included in {a⊆
N : φ(a) < 1}. We show that its boundary is nonempty. This will prove that I is not zero
dimensional. First note that, for each ε > 0, {n∈N : φ({n}) < ε} ∈ I . Otherwise, if we let
a0 = {n : φ({n})≥ ε}, then

I = {a⊆N : a∩ a0 is finite
}

(4.4)

which would make I a trivial modification of Fin. It follows that for any ε > 0 and any k
the set {n : n > k and φ({n}) < ε} is not in I and consequently, by (4.3),

φ
({
n : n > k, φ

({n}) < ε})=∞. (4.5)

This equality combined with lower semicontinuity of φ and the inclusion U ⊆ {a ⊆N :
φ(a) < 1} allows us to pick a sequence (ck) of finite subsets of N such that, for each k,
maxck < minck+1,

⋃
i≤k

ci ∈U ,
⋃
i≤k

ci∪{n} ∈U for some n with φ({n}) < 1
k+ 1

. (4.6)

The first of the conditions in (4.6), lower semicontinuity of φ, (4.3), and U ⊆ {a ⊆ N :
φ(a) < 1} insure that

⋃
k ck is an element of I . It follows also that it is in U . The second

condition implies that
⋃

k ck ∈ I \U . So
⋃

k ck lies on the boundary of U . �

Examples 4.3. We give now two examples of analytic P-ideals: one is one dimensional and
the other one is zero dimensional. For many others, the reader may consult [4].

Let �1/n = {a ⊆N :
∑

n∈a 1/(n+ 1) <∞}. One readily checks that �1/n is an invariant,
dense, Fσ P-ideal. Thus, by Proposition 4.2 and Theorem 3.1(iii), dim(G(�1/n)) > 0. In
fact, it is not difficult to check that dim(�1/n)≤ 1, so G(�1/n) is one dimensional.
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Let �0 = {a⊆N : limn(1/(n+ 1))|{i∈ a : i≤ n}|}. It is immediate that �0 is an invari-
ant dense ideal. It is easy to check that it is an analytic P-ideal, in fact,

φ(a)= sup
n

1
n+ 1

∣∣{i∈ a : i≤ n}∣∣ (4.7)

is a lower semicontinuous submeasure with �0 = Exh(φ). Using this φ and the very defi-
nition of the submeasure topology on �0, one proves without difficulty that dim(�0)= 0.
Thus, by Theorem 3.1(iii), dim(G(�0))= 0.

In the light of Proposition 4.2, the following question seems natural. A positive answer
to it would clarify the condition of zero dimensionality for the groups G(I).

Question 4.4. Let I be an analytic P-ideal. Are the following two conditions equivalent?
(a) The ideal I is not zero dimensional with its submeasure topology.
(b) There exists an Fσ P-ideal J which is not a trivial modification of Fin such that

J ≤RB I .
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