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We study semilinear elliptic boundary value problems of one parameter dependence where the number of positive solutions is discussed. Our main purpose is to characterize the critical value given by the infimum of such parameters for which positive solutions exist. Our approach is based on super- and sub-solutions, and relies on the topological degree theory on the positive cones of ordered Banach spaces. A concrete example is also presented.

1. Introduction

Let $D$ be a bounded domain of Euclidean space $\mathbb{R}^N$, $N \geq 2$, with smooth boundary $\partial D$. In this paper, we study the following semilinear elliptic boundary value problem:

$$
Lu := (-\Delta + c(x))u = \lambda f(u) \quad \text{in } D,
$$

$$
Bu := a(x) \frac{\partial u}{\partial n} + (1 - a(x))u = 0 \quad \text{on } \partial D.
$$

Here

(1) $\Delta$ denotes the usual Laplacian $\sum_{j=1}^{N} \frac{\partial^2}{\partial x_j^2}$ in $\mathbb{R}^N$,
(2) $c \in C^\infty(\bar{D})$ and $c > 0$ in $D$,
(3) $\lambda$ is a positive parameter,
(4) $f$ is a real-valued, nonnegative $C^1$-function on $[0, \infty)$,
(5) $B$ is a degenerate boundary operator with coefficient $a \in C^\infty(\partial D)$ satisfying

$$
0 \leq a(x) \leq 1 \quad \text{on } \partial D,
$$

(6) $n$ is the exterior unit normal to $\partial D$.

The degeneracy means that the so-called Shapiro-Lopatinskii condition breaks down at $x \in \partial D$ where $a(x) = 0$ if $a \not\equiv 0$ on $\partial D$. We note that our boundary condition is the Dirichlet one if $a \equiv 0$ on $\partial D$ and Neumann one if $a \equiv 1$ on $\partial D$. 
A function \( u \in C^2(\bar{D}) \) is called a solution of (1.1) if it satisfies (1.1). A solution of (1.1) which is positive everywhere in \( D \) is called positive.

In this paper, we consider the existence and multiplicity of positive solutions of (1.1). Here we assume for nonlinear \( f \) that

\[
\begin{align*}
    f(0) &= 0, \quad (1.3) \\
    f'(0) &= 1. \quad (1.4)
\end{align*}
\]

In addition to (1.3) and (1.4), if the condition

\[
    f(t) \leq t, \quad \forall t \geq 0, \quad (1.5)
\]

is assumed, then Green’s formula gives us a necessary condition for the existence of a positive solution as follows:

\[
    \lambda \geq \lambda_1. \quad (1.6)
\]

Here \( \lambda_1 \) is the first eigenvalue of the eigenvalue problem

\[
\begin{align*}
    L\varphi &= \lambda \varphi \quad \text{in } D, \\
    B\varphi &= 0 \quad \text{on } \partial D. \quad (1.7)
\end{align*}
\]

It is known (see [4]) that \( \lambda_1 \) is positive and simple, and that the corresponding eigenfunction can be chosen to be positive in \( D \). We denote by \( \varphi_1 \) the positive eigenfunction normalized as \( \|\varphi_1\|_\infty = 1 \), where \( \|\cdot\|_\infty \) is the maximum norm of space \( C(\bar{D}) \) of continuous functions over \( \bar{D} \).

In addition to (1.3), (1.4), and (1.5), if the concavity is given for \( f \), more precisely, if \( f(t)/t \) is strictly decreasing with respect to \( t > 0 \), then the super-sub-solution method leads to the assertion that if \( \lambda \in (\lambda_1, \lambda_1/\alpha) \) where \( \alpha = \lim_{t \to \infty} f(t)/t \), then problem (1.1) has a unique positive solution, and otherwise, there is no positive solution of (1.1) (see [7, Corollary 2]).

This paper is mainly concerned with the case where \( f \) is convex with respect to \( t > 0 \) small and sublinear, that is, there exists a constant \( 0 < t_0 < 1 \) with the conditions

\[
\begin{align*}
    f(t) &> t, \quad \forall t \in (0, t_0], \quad (1.8) \\
    f(t) &\leq t, \quad \forall t \in [1/t_0, \infty). \quad (1.9)
\end{align*}
\]

If \( f \) satisfies (1.3), (1.4), (1.8), and (1.9), then we denote by \( \bar{f}, f_\infty \) the constants given respectively by

\[
\begin{align*}
    \bar{f} &= \sup_{t > 0} \frac{f(t)}{t}, \quad (1.10) \\
    f_\infty &= \limsup_{t \to \infty} \frac{f(t)}{t}. \quad (1.11)
\end{align*}
\]

Now, we can formulate our main results. The first one is the following existence and multiplicity theorem for positive solutions of (1.1).
Theorem 1.1. Let conditions (1.3), (1.4), (1.8), and (1.9) be satisfied. Then there exists a constant \( \Lambda \in [\lambda_1 / \tilde{f}, \lambda_1] \) such that problem (1.1) has at least one positive solution for every \( \lambda \in [\Lambda, \lambda_1 / f_\infty] \) and no positive solution for any \( \lambda \in (0, \Lambda) \) and, moreover, there exist at least two positive solutions of (1.1) for each \( \lambda \in (\lambda_1 / f_\infty, \lambda_1) \).

Remark 1.2. By (1.8) we note
\[
\tilde{f} > 1,
\]
and we find from (1.9) and the condition that \( f \) is nonnegative, that
\[
0 \leq f_\infty \leq 1.
\]
If \( f_\infty = 0 \), then it is understood in Theorem 1.1 that \( \lambda_1 / f_\infty = \infty \).

If we restrict our consideration to the nondegenerate case where either \( a \equiv 0 \) or \( 0 < a \leq 1 \), then Lions [3, Theorem 1.4] studied the case \( f_\infty = 0 \), where a topological degree argument is employed. We also refer to Ambrosetti, Brézis, and Cerami [2] for a class of \( f \) which has concavity for small values \( t > 0 \) and convexity for large values \( t > 0 \), where the variational method is used as well as the super-sub-solution method.

However, our main interest here is to characterize the critical value \( \Lambda \). Let \( e \in C^\infty(\overline{D}) \) be a unique solution of the problem
\[
Lu = 1 \quad \text{in } D, \\
Bu = 0 \quad \text{on } \partial D.
\]
It is known [5, Lemma 2.1] that the solution \( e \) satisfies
\[
e > 0 \quad \text{in } \overline{D} \setminus \Gamma_0, \\
\frac{\partial e}{\partial n} < 0 \quad \text{on } \Gamma_0,
\]
where \( \Gamma_0 = \{ x \in \partial D : a(x) = 0 \} \).

Now the second main result of ours is the following.

Theorem 1.3. Let \( \beta \) be the positive constant defined by (3.7). In addition to (1.3), (1.4), (1.8), and (1.9), we suppose that \( f \) is nondecreasing with respect to \( t > 0 \). If \( f \) satisfies the condition
\[
\tilde{f} > \frac{\|e\|_\infty}{\beta},
\]
then problem (1.1) has at least two positive solutions for every
\[
\frac{1}{f \beta} < \lambda < \frac{1}{\|e\|_\infty},
\]
so that the critical value \( \Lambda \) given by Theorem 1.1 has the following estimate:
\[
\frac{\lambda_1}{f} \leq \Lambda \leq \frac{1}{f \beta}.
\]
Remark 1.4. The maximum principle ensures that \( 1/\|e\|_\infty \leq \lambda_1 \leq 1/\beta \) (cf. [9, Lemma 4.2]). Moreover, we can show (see [10, Corollary 5.3]) that, under the Neumann condition \( a \equiv 1 \), we have

\[ \lambda_1 = \frac{1}{\beta}. \]  

(1.19)

Estimate (1.18) would be therefore optimal in this sense.

The rest of this paper is organized as follows: Section 2 is devoted to the proof of Theorem 1.1. Our main tool for the discussion of the multiplicity of positive solutions is the three fixed point existence theorem for compact, strongly increasing mappings in ordered Banach spaces due to Amann [1, Theorem 14.2]. Section 3 contains the proof of Theorem 1.3. For this we use Wiebers’ result [9, Lemma 4.4], based on the topological degree theory on the positive cones of ordered Banach spaces. In Section 4 we give an example of \( f \) satisfying the assumption of Theorem 1.3 and discuss the existence and multiplicity of positive solutions.

2. Proof of Theorem 1.1

This section is devoted to the proof of Theorem 1.1. First we reduce (1.1) to the equation of a compact, strongly increasing mapping in the positive cone of an ordered Banach space. For this we begin by recalling the following two existence and uniqueness theorems for the linear degenerate boundary value problem

\[ \begin{align*}
Lu & = h \quad \text{in } D, \\
Bu & = 0 \quad \text{on } \partial D.
\end{align*} \]  

(2.1)

**Theorem 2.1** (see [6, Theorem 1.1]). The mapping

\[ (L, B) : C^{2+\theta}(\bar{D}) \longrightarrow C^\theta(\bar{D}) \times C^{1+\theta}_*(\partial D), \]

\[ u \longmapsto (Lu, Bu) \]  

(2.2)

is an algebraic and topological isomorphism for \( 0 < \theta < 1 \). Here \( C^{m+\theta}(\bar{D}) \) denotes the usual Hölder space with norm \( \| \cdot \|_{C^{m+\theta}(\bar{D})} \) if \( m \) is a nonnegative integer, and \( C^{1+\theta}_*(\partial D) \) is an interpolation space associated with the boundary operator \( B \) in the following sense:

\[ C^{1+\theta}_*(\partial D) = \{ \varphi = a\varphi_1 + (1-a)\varphi_0 : \varphi_i \in C^{2-i+\theta}(\partial D) \}. \]  

(2.3)

We can verify that \( C^{1+\theta}_*(\partial D) \) is a Banach space with the norm

\[ \| \varphi \|_{C^{1+\theta}_*(\partial D)} = \inf \{ \| \varphi_1 \|_{C^{1+\theta}(\partial D)} + \| \varphi_0 \|_{C^{2+\theta}(\partial D)} : \varphi = a\varphi_1 + (1-a)\varphi_0, \varphi_i \in C^{2-i+\theta}(\partial D) \}. \]  

(2.4)

**Theorem 2.2** (see [8, Theorem 1]). The mapping

\[ (L, B) : W^{2,p}(D) \longrightarrow L^p(D) \times W^{1-(1/p),p}_*(\partial D), \]

\[ u \longmapsto (Lu, Bu) \]  

(2.5)
is an algebraic and topological isomorphism for $1 < p < \infty$. Here $W^{m,p}(D)$ denotes the usual Sobolev space with norm $\| \cdot \|_{W^{m,p}(D)}$ if $m$ is a nonnegative integer, $L^p(D) = W^{0,p}(D)$, and $W^{1-(1/p),p}(\partial D)$ is an interpolation space given by

$$W^{1-(1/p),p}(\partial D) = \{ \varphi = a\varphi_1 + (1-a)\varphi_0 : \varphi_1 \in W^{2-i-(1/p),p}(\partial D) \},$$

(2.6)

where $W^{2-i-(1/p),p}(\partial D)$ is a Banach space given by

$$W^{2-i-(1/p),p}(\partial D) = \{ \varphi = u|_{\partial D} : u \in W^{2-i,p}(D) \}, \quad i = 0, 1,$$

(2.7)

with the norm

$$\| \varphi \|_{W^{2-i-(1/p),p}(\partial D)} = \inf \{ \| u \|_{W^{2-i,p}(D)} : u \in W^{2-i,p}(D), u|_{\partial D} = \varphi \}.$$

(2.8)

We can check that $W^{1-(1/p),p}(\partial D)$ is a Banach space with the norm

$$\| \varphi \|_{W^{1-(1/p),p}(\partial D)} = \inf \{ \| \varphi_1 \|_{W^{1-(1/p),p}(\partial D)} + \| \varphi_0 \|_{W^{2-i-(1/p),p}(\partial D)} : \varphi = a\varphi_1 + (1-a)\varphi_0, \varphi_1 \in W^{2-i-(1/p),p}(\partial D) \}.$$

(2.9)

Let

$$C^{2+\theta}_B(\tilde{D}) = \{ u \in C^{2+\theta}(\tilde{D}) : B\hat{u} = 0 \text{ on } \partial D \}.$$

(2.10)

By Theorem 2.1, there exists the resolvent $K : C^{\theta}(\tilde{D}) \rightarrow C^{2+\theta}_B(\tilde{D})$ for (2.1), meaning that $Kh$ is a unique solution of (2.1) for any $h \in C^{\theta}(\tilde{D})$. By the well-known argument, Theorem 2.2 allows $K$ to be extended uniquely to the space $L^p(D), 1 < p < \infty$. Especially, $K$ maps $C(\tilde{D})$ compactly into $C^1(\tilde{D})$ thanks to the Sobolev imbedding theorem. Furthermore, we can show (see [5, Lemma 2.1]) that $K$ is strictly positive, that is, $Kh$ has property (1.15) for any $h \in P \setminus \{0\}$ where $P = \{ u \in C(\tilde{D}) : u \geq 0 \text{ on } \tilde{D} \}$.

Let

$$C_\epsilon(\tilde{D}) = \{ u \in C(\tilde{D}) : \text{there exists a constant } c > 0 \text{ such that } -ce \leq u \leq ce \text{ on } \tilde{D} \},$$

(2.11)

where $\epsilon$ is the unique positive solution of (1.14). It is easily seen that $C_\epsilon(\tilde{D})$ is a Banach space with the norm

$$\| u \|_\epsilon = \inf \{ c > 0 : -ce \leq u \leq ce \text{ on } \tilde{D} \}.$$

(2.12)

Letting

$$P_\epsilon = P \cap C_\epsilon(\tilde{D}),$$

(2.13)

we see that $P_\epsilon$ has nonempty interior. We can, moreover, show (see [5, Proposition 2.2]) that $K$ is strongly positive, that is, $Kh$ is an interior point of $P_\epsilon$, denoted by $Kh \in P_\epsilon^\circ$, for any $h \in P \setminus \{0\}$.

The standard regularity argument due to Theorems 2.1 and 2.2 shows that problem (1.1) is equivalent to the equation

$$u = F(\lambda, u) := \lambda Kf(u) \quad \text{in } C(\tilde{D}).$$

(2.14)
Here we see that \( F : (0, \infty) \times P \rightarrow P \) is compact, since \( K \) is compact and strictly positive, and since \( f \) is nonnegative. Since \( f \in C^1([0, \infty)) \), for any \( t_1 > 0 \) there exists a constant \( k > 0 \) such that \( f(t) + kt \) is strictly increasing in \( t \in [0, t_1] \). This shows that

\[
F_k(\lambda, u) := \lambda K_k(f(u) + ku), \quad (\lambda, u) \in (0, \infty) \times P
\]

is strongly increasing in \( u \in P_t \) where

\[
P_t = \{ u \in P : u \leq t \text{ on } \bar{D} \}, \quad t > 0,
\]

which means that \( F_k(\lambda, u) - F_k(\lambda, v) \in \bar{P}_e \) for any \( u, v \in P_t \) satisfying \( u - v \in P \setminus \{0\} \).

Here \( K_k \) is the resolvent for the problem

\[
\begin{align*}
(L + k)u &= h \quad \text{in } D, \\
Bu &= 0 \quad \text{on } \partial D.
\end{align*}
\]

Summing up, we see that problem (1.1) is equivalent to the equation

\[
u = F_k(\lambda, u) \quad \text{in } C(\bar{D}),
\]

and also we can verify that problem (1.1) is equivalent to the equation

\[
u = F_k(\lambda, u) \quad \text{in } C_e(\bar{D}).
\]

We remark here that the condition that \( F_k \) is strongly increasing in \( C_e(\bar{D}) \) plays a crucial role in the discussion of the multiplicity of positive solutions of (1.1).

Now we prove Theorem 1.1. By use of the local bifurcation theory from simple eigenvalues in the degenerate case [4], condition (1.8) shows that there exists a positive solution of (1.1) for every \( \lambda \in (\lambda_1 - \delta, \lambda_1) \) with some \( \delta > 0 \) small. So, let \( \Lambda \) be the positive constant defined as

\[
\Lambda = \inf \{ \lambda < \lambda_1 : (1.1) \text{ has at least one positive solution} \}.
\]

Here we assert that

\[
\Lambda \geq \frac{\lambda_1}{\tilde{f}},
\]

where \( \tilde{f} \) is given by (1.10). Indeed, Green’s formula shows

\[
\int_D (Lu \cdot \varphi_1 - u \cdot L\varphi_1)dx = \int_{\partial D} \left( \frac{\partial \varphi_1}{\partial n} u - \frac{\partial u}{\partial n} \varphi_1 \right)d\sigma
\]

for any positive solution \( u \) of (1.1). Here \( d\sigma \) is the surface element of \( \partial D \). From the boundary conditions

\[
\begin{align*}
\frac{\partial u}{\partial n} + (1-a)u &= 0 \quad \text{on } \partial D, \\
\frac{\partial \varphi_1}{\partial n} + (1-a)\varphi_1 &= 0 \quad \text{on } \partial D,
\end{align*}
\]

we have

\[
\int_{\partial D} \frac{\partial \varphi_1}{\partial n} u d\sigma = \int_{\partial D} \frac{\partial u}{\partial n} \varphi_1 d\sigma.
\]

This verifies the inequality

\[
\int_D (Lu) \cdot \varphi_1 dx \geq \int_D (Lu \cdot \varphi_1 - u \cdot L\varphi_1) dx,
\]

which implies

\[
\int_D (Lu) \cdot \varphi_1 dx \geq \int_D (Lu \cdot \varphi_1 - u \cdot L\varphi_1) dx.
\]

This completes the proof of Theorem 1.1.
we note that
\[
\begin{pmatrix}
\frac{\partial u}{\partial n} & u \\
\frac{\partial \varphi_1}{\partial n} & \varphi_1
\end{pmatrix}
\begin{pmatrix}
a \\
1 - a
\end{pmatrix} = \begin{pmatrix} 0 \\
0 \end{pmatrix}
\text{ on } \partial D. 
\] (2.24)

Since \((a, 1 - a) \neq (0, 0)\) on \(\partial D\), we necessarily obtain
\[
\frac{\partial \varphi_1}{\partial n} u - \frac{\partial u}{\partial n} \varphi_1 = 0 \text{ on } \partial D.
\] (2.25)

Consequently,
\[
\int_D (Lu \cdot \varphi_1 - u \cdot L\varphi_1) dx = 0.
\] (2.26)

Meanwhile, we obtain
\[
0 = \int_D (Lu \cdot \varphi_1 - u \cdot L\varphi_1) dx \leq (\lambda \bar{f} - \lambda_1) \int_D u \varphi_1 dx,
\] (2.27)

which implies assertion (2.21).

To show the existence of a positive solution of (1.1) for \(\lambda \in (\Lambda, \lambda_1/f_\infty)\), we use the super-sub-solution method. However we consider only the case \(f_\infty > 0\). The case \(f_\infty = 0\) can be verified in the same manner with a minor modification. A nonnegative function \(\psi \in C^2(\bar{D})\) is said to be a super-solution of (1.1) if we have
\[
L\psi \geq \lambda f(\psi) \text{ in } D,
\]
\[
B\psi \geq 0 \text{ on } \partial D.
\] (2.28)

A nonnegative function \(\phi \in C^2(\bar{D})\) is said to be a sub-solution of (1.1) if we have
\[
L\phi \leq \lambda f(\phi) \text{ in } D,
\]
\[
B\phi \leq 0 \text{ on } \partial D.
\] (2.29)

A super-solution which is not a solution is called strict. Strict sub-solutions are defined similarly.

For any \(\lambda \in (\Lambda, \lambda_1/f_\infty)\), there exists a constant \(\varepsilon_1 > 0\) such that
\[
\lambda (f_\infty + \varepsilon_1) < \lambda_1,
\] (2.30)

and, from (1.11), we can choose a constant \(d_1 > 0\) such that
\[
\lambda f(t) < \lambda (f_\infty + \varepsilon_1)t + d_1, \quad t \geq 0.
\] (2.31)

To construct super- and sub-solutions, we prove the following lemma.

**Lemma 2.3.** Let \(\lambda \in (\Lambda, \lambda_1/f_\infty)\), and let \(\varepsilon_1, d_1\) be the constants given by (2.30) and (2.31), respectively. Then the linear nonhomogeneous problem
\[
Lu = \lambda (f_\infty + \varepsilon_1)u + d_1 \text{ in } D,
\]
\[
Bu = 0 \text{ on } \partial D
\] (2.32)
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has exactly one positive solution \( \psi(\lambda) \in C^2(\bar{D}) \). Furthermore, the positive solution \( \psi(\lambda) \) is a strict super-solution of (1.1), satisfying

\[
  u < \psi(\lambda) \quad \text{in } D
\]

for any positive solution \( u \) of (1.1) with parameter \( \mu \in [\gamma \Lambda Q, \lambda) \).

**Proof.** Thanks to the positivity lemma [7, Lemma], condition (2.30) shows that problem (2.32) has exactly one positive solution. It follows from (2.31) that the positive solution \( \psi(\lambda) \) is a strict super-solution of (1.1). For any positive solution \( u \) of (1.1) with parameter \( \mu \in [\Lambda, \lambda) \), we obtain

\[
  L(\psi(\lambda) - u) > \lambda (f_{\infty} + \varepsilon_1)(\psi(\lambda) - u) \quad \text{in } D,
\]

\[
  B(\psi(\lambda) - u) = 0 \quad \text{on } \partial D,
\]

where we have used (2.31) and the fact that \( f \) is nonnegative. Using the positivity lemma again, we have (2.33) and the proof of Lemma 2.3 is complete. \( \square \)

From the definition of \( \Lambda \) it follows that, for any \( \lambda \in (\Lambda, \lambda_1/f_{\infty}) \), there exists a \( \mu \in [\Lambda, \lambda) \) such that problem (1.1) with parameter \( \mu \) has a positive solution \( u_\mu \). Since \( f \) is nonnegative, we see that \( u_\mu \) is a sub-solution of (1.1). By (2.33) we obtain that \( u_\mu \leq \psi(\lambda) \) on \( \bar{D} \). The super-sub-solution method [6, Theorem 1] shows that problem (1.1) has at least one positive solution.

Next, we verify the existence of a positive solution of (1.1) for \( \lambda = \Lambda \). By the definition of \( \Lambda \), we can choose functions \( u_j \in C^2(\bar{D}) \) such that \( u_j \) is a positive solution of (1.1) with parameter \( \mu_j \) where \( \mu_j \downarrow \Lambda \) as \( j \to \infty \). It follows that \( \|u_j\|_{\infty} \) is uniformly bounded. Indeed, we may assume

\[
  \mu_1 < \gamma := \frac{\lambda_1 + \Lambda}{2},
\]

and then, for the positive solution \( \psi(\gamma) \) to (2.32) with \( \lambda = \gamma \), we have \( u_j \leq \psi(\gamma) \) on \( \bar{D} \) for any \( j \geq 1 \), by virtue of (2.33).

By the regularity argument, \( \|u_j\|_{C^{2+\theta}} \) is also uniformly bounded. Thanks to Ascoli-Arzelà’s theorem, we may assert, without loss of generality, that there is a function \( \hat{u} \in C^2(\bar{D}) \) such that

\[
  u_j \to \hat{u} \quad \text{in } C^2(\bar{D}),
\]

which implies that

\[
  L\hat{u} = \Lambda f(\hat{u}) \quad \text{in } D,
\]

\[
  \hat{u} \geq 0 \quad \text{in } D,
\]

\[
  B\hat{u} = 0 \quad \text{on } \partial D.
\]

It is known (see [1, Theorem 18.1]) that \( \Lambda \) is an eigenvalue of (1.7) with a positive eigenfunction if \( \Lambda \) is a bifurcation point from the line of the trivial solutions. Since \( \Lambda < \lambda_1 \), we obtain that \( \hat{u} \neq 0 \). Hence the strong maximum principle shows

\[
  \hat{u} > 0 \quad \text{in } D.
\]
Finally we consider the multiplicity of (1.1) for \( \lambda \in (\Lambda, \Lambda_{1}) \). We recall that for any \( \lambda \in (\Lambda, \Lambda_{1}) \) there exists a constant \( \mu \in [\Lambda, \lambda] \) such that problem (1.1) with parameter \( \mu \) admits a positive solution \( u_{\mu} \). We see that \( u_{\mu} \) is a strict sub-solution of (1.1). For positive constants \( \varepsilon \), we have

\[
L(\varepsilon \varphi_{1}) - \lambda f(\varepsilon \varphi_{1}) = \left( \lambda_{1} - \lambda \frac{f(\varepsilon \varphi_{1})}{\varepsilon \varphi_{1}} \right) \varepsilon \varphi_{1} \quad \text{in } D. \tag{2.39}
\]

By (1.3) and (1.4), there exists a constant \( \varepsilon_{2} > 0 \) such that

\[
\left( \lambda_{1} - \lambda \frac{f(\varepsilon_{2} \varphi_{1})}{\varepsilon_{2} \varphi_{1}} \right) > 0 \quad \text{in } D, \tag{2.40}
\]

\[
\varepsilon_{2} \varphi_{1} < u_{\mu} \quad \text{in } D.
\]

This implies that \( \varepsilon_{2} \varphi_{1} \) is a strict super-solution of (1.1).

Summing up, we have constructed a strict sub-solution \( u_{\mu} \), a strict super-solution \( \varepsilon_{2} \varphi_{1} \), and a strict super-solution \( \psi(\lambda) \) of (1.1). Furthermore, assertion (2.33) gives

\[
0 < \varepsilon_{2} \varphi_{1} < u_{\mu} < \psi(\lambda) \quad \text{in } D, \tag{2.41}
\]

where \( u \equiv 0 \) is a sub-solution of (1.1). If we use Amann’s three fixed point existence theorem [1, Theorem 14.2] to solve (1.1) in the framework of (2.19), then the strong increase of \( F_{k} \) ensures the existence of at least two distinct nonnegative, nonzero solutions of (1.1) and then, they are positive in \( D \) by the strong maximum principle.

The proof of Theorem 1.1 is now complete. \( \square \)

3. Proof of Theorem 1.3

This section is devoted to the estimate for the critical value \( \Lambda \). We prove here that problem (1.1) has at least two distinct positive solutions in the open interval given by (1.17).

Our proof relies on the following lemma, which ensures the existence of at least three fixed points for equations of compact, nonnegative mappings in ordered Banach spaces (see [9, Lemma 4.4]).

**Lemma 3.1.** Let \( X \) be an ordered Banach space with norm \( \| \cdot \| \) and the positive cone \( Q \) having nonempty interior, let \( \eta : Q \to [0, \infty) \) be a continuous, concave functional and let \( G \) be a compact mapping of \( Q_{\tau} := \{ w \in Q : \| w \| \leq \tau \} \) into \( Q \) for some constant \( \tau > 0 \) such that

\[
\| G(w) \| < \tau, \quad \forall w \in \partial Q_{\tau}. \tag{3.1}
\]

Assume that there exist constants \( 0 < \delta < \tau \) and \( \sigma > 0 \) such that

\[
W = \left\{ w \in \overset{\circ}{Q}_{\tau} : \eta(w) > \sigma \right\} \tag{3.2}
\]
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is not empty, and that

\[ \|G(w)\| < \delta, \quad \forall w \in \partial Q_\delta, \quad (3.3) \]
\[ \eta(w) < \sigma, \quad \forall w \in Q_\delta, \quad (3.4) \]
\[ \eta(G(w)) > \sigma, \quad \forall w \in Q_\tau \text{ satisfying } \eta(w) = \sigma. \quad (3.5) \]

Then the mapping \(G\) has at least three distinct fixed points in \(Q_\tau\).

Let \(\Omega\) be a sub-domain of \(D\) with smooth boundary such that \(\bar{\Omega} \subset D\). We put

\[ C_\Omega = \inf_{x \in \Omega} K \chi_\Omega, \quad (3.6) \]

where \(\chi_A\) denotes the characteristic function of a subset \(A\) of \(D\), and put

\[ \beta = \sup_{\Omega} C_\Omega. \quad (3.7) \]

Here we note that \(\beta\) is a positive constant because of the strict positivity of \(K\).

Now we apply Lemma 3.1 to the case

\[ X = C(\bar{D}), \]
\[ Q = P = \{ u \in C(\bar{D}) : u(x) \geq 0 \text{ in } \bar{D} \}, \]
\[ G(\cdot) = F(\lambda, \cdot) = \lambda K f(\cdot), \quad (3.8) \]
\[ \frac{1}{f\beta} < \lambda < \frac{1}{\|e\|_\infty}. \]

In this situation we verify (3.1), (3.3), (3.4), and (3.5). By the definitions of \(\beta\) and \(\bar{f}\) (see (1.10) and (3.7)), there exist a smooth sub-domain \(\Omega\) of \(D\) satisfying \(\bar{\Omega} \subset D\), and a constant \(t_1 > 0\) such that

\[ \lambda > \frac{t_1}{f(t_1)C_\Omega} \quad (3.9) \]

for any \(\lambda\) satisfying (1.17). Setting

\[ \eta(u) = \inf_{x \in \Omega} u(x), \quad (3.10) \]

we find that \(\eta\) is a nonnegative, continuous and concave functional on \(P\). Since \(f\) is nonnegative and nondecreasing, we have

\[ \inf_{x \in \Omega} \lambda K f(u) \geq \lambda \inf_{x \in \Omega} K f(u) \chi_\Omega \geq \lambda f(t_1) \inf_{x \in \Omega} K \chi_\Omega > t_1 \quad (3.11) \]

for any \(u \in P\) satisfying that \(\inf_{x \in \Omega} u(x) = t_1\). Hence condition (3.5) has been verified for \(\sigma = t_1\).

Since \(f_\infty \leq 1\), we obtain

\[ \lambda < \frac{1}{f_\infty \|e\|_\infty}. \quad (3.12) \]
By (1.11), we can choose $t_2 \in (t_1, \infty)$ large such that

$$\lambda < \frac{t_2}{f(t_2)} \cdot \frac{1}{\|e\|_\infty}. \quad (3.13)$$

This implies that if $u \in \partial P_{t_2}$, then we have

$$\|\lambda K f(u)\|_\infty < t_2, \quad (3.14)$$

since $f$ is nondecreasing. Here we have used the fact that $e = K1$. Hence condition (3.1) has been verified for $\tau = t_2$ and also, it is easily seen that the set

$$W := \{ w \in \phi P_{t_2} : \inf_{x \in \Omega} w > t_1 \} \quad (3.15)$$

is nonempty, since $t_2 > t_1$.

From the condition

$$\lambda < \frac{1}{\|e\|_\infty}, \quad (3.16)$$

conditions (1.3) and (1.4) ensure the existence of $t_3 \in (0, t_1)$ small such that

$$\lambda < \frac{t_3}{f(t_3)} \cdot \frac{1}{\|e\|_\infty}. \quad (3.17)$$

In the same way as above, we have

$$\|\lambda K f(u)\|_\infty < t_3 \quad (3.18)$$

for any $u \in \partial P_{t_3}$. Hence condition (3.3) has been verified for $\delta = t_3$.

Finally, we observe that if $u \in P_{t_3}$, then

$$\inf_{x \in \Omega} u(x) \leq \|u\|_\infty \leq t_3 < t_1. \quad (3.19)$$

Hence condition (3.4) has been verified.

As a consequence of Lemma 3.1, we therefore conclude that (2.14) has at least three distinct fixed points in $P_{t_2}$. The same argument in Section 2 completes the proof of Theorem 1.3. \qed

4. Examples

In this section, we give an example of nonlinearity $f$ satisfying the assumption of Theorem 1.3. Let $m$ be a positive constant and define $f_m$ of the form

$$f_m(t) = \begin{cases} \tan t, & 0 \leq t \leq \arctan m, \\ m + (\arctan m)(1 + m^2) \left(1 - \frac{\arctan m}{t}\right), & t > \arctan m. \end{cases} \quad (4.1)$$

Then we easily see that $f_m$ is continuously differentiable with respect to $t \geq 0$ and satisfies (1.3), (1.4), (1.8), and (1.9) with

$$(f_m)_\infty = 0. \quad (4.2)$$
It can be checked that $f_m$ is strictly increasing with respect to $t \geq 0$ and then, we have
\[
\bar{f}_m = \sup_{t \geq 0} \frac{f_m(t)}{t} = \frac{f_m(\pi/2)}{\pi/2} > \frac{f_m(\arctan m)}{\pi/2} = \frac{2m}{\pi}. \tag{4.3}
\]
This implies that if
\[
m > \frac{\pi\|e\|_\infty}{2\beta}, \tag{4.4}
\]
then condition (1.16) holds for $f_m$.

Now we consider the solvability of the semilinear Neumann problem
\[
(-\Delta + c)u = \lambda f_m(u) \quad \text{in } D,
\]
\[
\frac{\partial u}{\partial n} = 0 \quad \text{on } \partial D. \tag{4.5}
\]
Here $c$ is a positive constant and $f_m$ is given by (4.1).

To describe precisely the number of the positive solutions, the following lemma is proved, which gives an estimate for $\beta$ in the Neumann or Robin case.

**Lemma 4.1.** Assume
\[
0 < a(x) \leq 1 \quad \text{on } \partial D. \tag{4.6}
\]
Then we obtain
\[
\frac{1}{\|e\|_\infty} \leq \frac{1}{\beta} \leq \frac{1}{\min_{\bar{D}} e}. \tag{4.7}
\]

**Proof.** In [10, Lemma 5.1] we can see that
\[
\frac{1}{\|e\|_\infty} \leq \frac{1}{\beta}. \tag{4.8}
\]
It remains to show that
\[
\frac{1}{\beta} \leq \frac{1}{\min_{\bar{D}} e}. \tag{4.9}
\]
To do so, we choose a sequence $\{\Omega_j\}$ of relatively compact subdomains of $D$, with smooth boundary, such that $\Omega_j \uparrow D$ as $j \to \infty$. Let
\[
w_{\Omega_j} = K \chi_{\Omega_j}. \tag{4.10}
\]
Thanks to the Sobolev imbedding theorem, **Theorem 2.2** gives
\[
\|w_{\Omega_j} - e\|_\infty \to 0 \quad \text{as } j \to \infty. \tag{4.11}
\]
In case (4.6), $w_{\Omega_j}$ and $e$ are both strictly positive on $\bar{D}$ and we obtain
\[
\inf_{\Omega_j} w_{\Omega_j} = \sup_{\Omega_j} \frac{1}{w_{\Omega_j}} = \sup_D \frac{\chi_{\Omega_j}}{w_{\Omega_j}},
\]
\[
\min_D e = \inf_D e = \sup_D \frac{1}{e}. \tag{4.12}
\]
However, condition (4.11) gives

$$\left\| \frac{\chi_{\Omega_j} - 1}{w_{\Omega_j}} - \frac{1}{e} \right\|_{\infty} \to 0 \text{ as } j \to \infty,$$

so that

$$\sup_{D} \frac{\chi_{\Omega_j}}{w_{\Omega_j}} \to \sup_{D} \frac{1}{e} \text{ as } j \to \infty. \quad (4.14)$$

In view of assertion (4.12), this implies

$$\inf_{\Omega_j} w_{\Omega_j} \to \min_{\bar{\Omega} \subset D} e \text{ as } j \to \infty. \quad (4.15)$$

Therefore the desired inequality (4.9) follows from (4.15), since we have

$$\inf_{\Omega_j} w_{\Omega_j} \leq \sup_{\bar{\Omega} \subset D} \inf_{\Omega_j} w_{\Omega} = \beta. \quad (4.16)$$

The proof of Lemma 4.1 is complete. \(\square\)

Now we have the following existence and multiplicity theorem for (4.5).

**Theorem 4.2.** If \( m > \pi / 2 \), then there exists at least one positive solution of (4.5) for each

$$\lambda \geq \frac{c}{f_m} \quad (4.17)$$

and no positive solution for any

$$0 < \lambda < \frac{c}{f_m}. \quad (4.18)$$

Moreover, problem (4.5) has at least two positive solutions for every

$$\frac{c}{f_m} < \lambda < c. \quad (4.19)$$

**Proof.** We first recall (1.19). Since \( e = 1/c \) in this case, assertion (4.7) shows \( 1/\beta = c \).

In view of (4.4), Theorem 4.2 follows as a consequence of Theorems 1.1 and 1.3.

The proof of Theorem 4.2 is now complete. \(\square\)
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