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1. Introduction

In this paper, we study periodic and almost periodic solutions of the following functional
difference equations with finite delay:

x(n+ 1)= F(n,xn
)
, n≥ 0, (1.1)

under certain conditions for F(n,·) (see below), where n, j, and τ are integers, and xn will
denote the function x(n+ j), j =−τ,−τ + 1, . . . ,0.

Equation (1.1) can be regarded as the discrete analogue of the following functional
differential equation with bounded delay:

dx

dt
=�

(
t,xt

)
, t ≥ 0, xt(0)= x(t+ 0)= φ(t), −σ ≤ t ≤ 0. (1.2)

Almost periodic solutions of (1.2) have been discussed in [1]. The aim of this paper is to
extend results in [1] to (1.1).

Delay difference equations or functional difference equations (no matter with finite or
infinite delay), inspired by the development of the study of delay differential equations,
have been studied extensively in the past few decades (see, [2–11], to mention a few, and
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references therein). Recently, several papers [12–17] are devoted to study almost periodic
solutions of difference equations. To the best of our knowledge, little work has been done
on almost periodic solutions of nonlinear functional difference equations with finite de-
lay via uniform stability properties of a bounded solution. This motivates us to investigate
almost periodic solutions of (1.1).

This paper is organized as follows. In Section 2, we review definitions of almost pe-
riodic and asymptotically almost periodic sequences and present some related proper-
ties for our purposes and some stability definitions of a bounded solution of (1.1). In
Section 3, we discuss the existence of periodic solutions of (1.1). In Section 4, we discuss
the existence of almost periodic solutions of (1.1).

2. Preliminaries

We formalize our notation. Denote by Z, Z+, Z−, respectively, the set of integers, the set
of nonnegative integers, and the set of nonpositive integers. For any a ∈ Z, let Z+

a = {n :
n≥ a, n∈ Z}. For any integers a < b, let dis[a,b]= { j : a≤ j ≤ b, j ∈ Z} and dis(a,b]=
{ j : a < j ≤ b, j ∈ Z} be discrete intervals of integers. Let Ed denote either Rd, the d-
dimensional real Euclidean space, or Cd, the d-dimensional complex Euclidean space. In
the following, we use | · | to denote a norm of a vector in Ed.

2.1. Almost periodic sequences. We review definitions of (uniformly) almost periodic
and asymptotically almost periodic sequences, which have been discussed by several au-
thors (see, e.g., [2, 18]), and present some related properties for our purposes. For almost
periodic and asymptotically almost periodic functions, we recommend [19, 18].

Let X and Y be two Banach spaces with the norm ‖ · ‖X and ‖ · ‖Y , respectively. Let Ω
be a subset of X .

Definition 2.1. Let f : Z×Ω→ Y and f (n,·) be continuous for each n∈ Z. Then f is said
to be almost periodic in n∈ Z uniformly for w ∈Ω if for every ε > 0 and every compact
Σ⊂Ω corresponds an integerNε(Σ) > 0 such that amongNε(Σ) consecutive integers there
is one, call it p, such that

∥
∥ f (n+ p,w)− f (n,w)

∥
∥
Y < ε ∀n∈ Z, w ∈ Σ. (2.1)

Denote by ��(Z×Ω : Y) the set of all such functions. We may call f ∈��(Z×Ω : Y)
a (uniformly) almost periodic sequence in Y . If Ω is an empty set and Y = X , then f ∈
��(Z : X) is called an almost periodic sequence in X .

Almost periodic sequences can be also defined for any sequence { f (n)}n≥a, or f : Z+
a →

X by requiring that any Nε(Σ) consecutive integers is in Z+
a .

For uniformly almost periodic sequences, we have the following results.

Theorem 2.2. Let f ∈��(Z×Ω : Y) and let Σ be any compact set in Ω. Then f (n,·) is
continuous on Σ uniformly for n ∈ Z and the range f (Z×Σ) is relatively compact, which
implies that f (Z×Σ) is a bounded subset in Y .
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Theorem 2.3. Let f ∈��(Z×Ω : Y). Then for any integer sequence {α′k}, α′k →∞ as k→
∞, there exists a subsequence {αk} of {α′k}, αk →∞ as k→∞, and a function ξ : Z×Ω→ Y
such that

f
(
n+αk,w

)−→ ξ(n,w) (2.2)

uniformly on Z×Σ as k→∞, where Σ is any compact set in Ω. Moreover, ξ ∈��(Z×Ω :
Y), that is, ξ(n,w) is also almost periodic in n uniformly for w ∈Ω.

If Ω is the empty set and Y = X in Theorem 2.3, then {ξ(n)} is an almost periodic
sequence.

Theorem 2.4. If f ∈��(Z×Ω : Y), then there exists a sequence {αk}, αk →∞ as k→∞,
such that

f
(
n+αk,w

)−→ f (n,w) (2.3)

uniformly on Z×Σ as k→∞, where Σ is any compact set in Ω.

Obviously, {αk} in Theorem 2.4 can be chosen to be a positive integer sequence.

Definition 2.5. A sequence {x(n)}n∈Z+ , x(n) ∈ X , or a function x : Z+ → X , is called
asymptotically almost periodic if x = x1|Z+ + x2, where x1 ∈��(Z,X) and x2 : Z+ → X
satisfying ‖x2(n)‖X → 0 as n→∞. Denote by ���(Z+,X) all such sequences.

Theorem 2.6. Let x : Z+ → X . Then the following statements are equivalent.
(1) x ∈���(Z+,X).
(2) For any sequence {αk} ⊂ Z+, αk > 0, and αk →∞ as k →∞, there is a subsequence

{βk} ⊂ {αk} such that βk →∞ as k →∞ and {x(n + βk)} converges uniformly on Z+ as
k→∞.

Similarly, asymptotically almost periodic sequence can be defined for any sequence
{x(n)}n≥a, or x : Z+

a → X .
The proof of the above results is omitted here because it is not difficult for readers

giving proofs by the similar arguments in [19, 18] for continuous (uniformly) almost
periodic function φ :R×Ω→ X (see also [2] for the case that X = Y = Ed).

2.2. Some assumptions and stability definitions. We now present some definitions and
notations that will be used throughout this paper. For a given positive integer τ > 0, we
define C to be a Banach space with a norm ‖ · ‖ by

C = {φ | φ : dis[−τ,0]−→ Ed,‖φ‖ =max
{∣∣φ( j)

∣
∣} for j ∈ dis[−τ,0]

}
. (2.4)

It is clear that C is isometric to the space Ed×(τ+1).
Let n0 ∈ Z+ and let {x(n)}, n≥ n0− τ, be a sequence with x(n)∈ Ed. For each n≥ n0,

we define xn : dis[−τ,0]→ Ed by the relation

xn( j)= x(n+ j), j ∈ dis[−τ,0]. (2.5)
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Let us return to system (1.1), that is,

x(n+ 1)= F(n,xn
)
, (2.6)

where F : Z×C→ Ed and xn : dis[−τ,0]→ C.

Definition 2.7. Let n0 ∈ Z+ and let φ be a given vector in C. A sequence x = {x(n)}n≥n0 in
Ed is said to be a solution of (2.6), passing through (n0,φ), if xn0 = φ, that is, x(n0 + j)=
φ( j) for j ∈ dis[−τ,0], x(n+ 1), and xn satisfy (2.6) for n ≥ n0, where xn is defined by
(2.5). Denote by {x(n,φ)}n≥n0 a solution of (2.6) such that xn0 = φ. No loss of clarity
arises if we refer to the solution {x(n,φ)}n≥n0 as x = {x(n)}n≥n0 .

We make the following assumptions on (2.6) throughout this paper.
(H1) F : Z×C→ Ed and F(n,·) is continuous on C for each n∈ Z.
(H2) System (2.6) has a bounded solution u= {u(n)}n≥0, passing through (0,φ0), φ0 ∈

C.
For this bounded solution {u(n)}n≥0, there is an α > 0 such that |u(n)| ≤ α for all n≥−τ,
which implies that ‖un‖ ≤ α and un ∈ Sα = {φ : ‖φ‖ ≤ α and φ ∈ C} for all n≥ 0.

Definition 2.8. A bounded solution x= {x(n)}n≥0 of (2.6) is said to be
(i) uniformly stable, abbreviated to read “x is ��,” if for any ε > 0 and any integer

n0 ≥ 0, there exists δ(ε) > 0 such that ‖xn0 − xn0‖ < δ(ε) implies that ‖xn− xn‖ < ε
for all n≥ n0, where {x(n)}n≥n0 is any solution of (2.6);

(ii) uniformly asymptotically stable, abbreviated to read “x is ���,” if it is uni-
formly stable and there exists δ0 > 0 such that for any ε > 0, there is a positive
integer N =N(ε) > 0 such that if n0 ≥ 0 and ‖xn0 − xn0‖ < δ0, then ‖xn− xn‖ < ε
for all n≥ n0 +N , where {x(n)}n≥n0 is any solution of (2.6);

(iii) globally uniformly asymptotically stable, abbreviated to read “x is ����,” if
it is uniformly stable and ‖xn − xn‖ → 0 as n→∞, whenever {x(n)}n≥n0 is any
solution of (2.6).

Remark 2.9. It is easy to see that an equivalent definition for x= {x(n)}n≥0 being ��� is
the following:

(ii∗) x = {x(n)}n≥0 is ���, if it is uniformly stable and there exists δ0 > 0 such that
if n0 ≥ 0 and ‖xn0 − xn0‖ < δ0, then ‖xn− xn‖ → 0 as n→∞, where {x(n)}n≥n0 is
any solution of (2.6).

3. Periodic systems

In this section, we discuss the existence of periodic solutions of (2.6), namely,

x(n+ 1)= F(n,xn
)
, n≥ 0, (3.1)

under a periodic condition (H3) as follows.
(H3) The F(n,·) in (3.1) is periodic in n ∈ Z, that is, there exists a positive integer ω

such that F(n+ω,v)= F(n,v) for all n∈ Z and v ∈ C.
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We are now in a position to give our main results in this section. We first show that if
the bounded solution {u(n)}n≥0 of (3.1) is uniformly stable, then {u(n)}n≥0 is an asymp-
totically almost periodic sequence.

Theorem 3.1. Suppose conditions (H1)–(H3) hold. If the bounded solution {u(n)}n≥0 of
(3.1) is ��, then {u(n)}n≥0 is an asymptotically almost periodic sequence in Ed, equiva-
lently, (3.1) has an asymptotically almost periodic solution.

Proof. Since ‖un‖ ≤ α for n ∈ Z+, there is bounded (or compact) set Sα ⊂ C such that
un ∈ Sα for all n≥ 0. Let {nk}k≥1 be any integer sequence such that nk > 0 and nk →∞ as
k→∞. For each nk, there exists a nonnegative integer lk such that lkω ≤ nk ≤ (lk + 1)ω.
Set nk = lkω + τk. Then 0 ≤ τk < ω for all k ≥ 1. Since {τk}k≥1 is bounded set, we can
assume that, taking a subsequence if necessary, τk = j∗ for all k ≥ 1, where 0 ≤ j∗ < ω.
Now, set uk(n)= u(n+ nk). Notice that un+nk ( j)= u(n+ nk + j)= uk(n+ j)= ukn( j) and
hence, un+nk = ukn. Thus,

uk(n+ 1)= u(n+nk + 1
)= F(n+nk,un+nk

)= F(n+nk,ukn
)= F(n+ j∗,ukn

)
, (3.2)

which implies that {uk(n)} is a solution of the system

x(n+ 1)= F(n+ j∗,xn
)

(3.3)

through (0,unk ). It is readily shown that if {u(n)}n≥0 is ��, then {uk(n)}n≥0 is also ��
with the same pair (ε,δ(ε)) as the one for {u(n)}n≥0.

Since {u(n+nk)} is bounded for all n≥−τ and nk, we can use the diagonal method to
get a subsequence {nkj} of {nk} such that u(n+nkj ) converges for each n≥−τ as j →∞.
Thus, we can assume that the sequence u(n+ nk) converges for each n ≥ −τ as k →∞.
Notice that uk0( j)= uk(0 + j)= u( j +nk). Then for any ε > 0 there exists a positive integer
N1(ε) such that if k,m≥N1(ε), then

∥
∥uk0−um0

∥
∥ < δ(ε), (3.4)

where δ(ε) is the number for the uniform stability of {u(n)}n≥0. Notice that {um(n) =
u(n+nm)}n≥0 is also a solution of (3.3) and that {uk(n)}n≥0 is uniformly stable. It follows
from Definition 2.8 and (3.4) that

∥
∥ukn−umn

∥
∥ < ε ∀n≥ 0, (3.5)

and hence,

∣
∣uk(n)−um(n)

∣
∣ < ε ∀n≥ 0, k,m≥N1(ε). (3.6)

This implies that for any positive integer sequence nk, nk →∞ as k →∞, there exists a
subsequence {nkj} of {nk} for which {u(n+ nkj )} converges uniformly on Z+ as j →∞.
Thus, {u(n)}n≥0 is an asymptotically almost periodic sequence by Theorem 2.6 and the
proof is completed. �
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Lemma 3.2. Suppose that (H1)–(H3) hold and {u(n)}n≥0, the bounded solution of (3.1), is
��. Let {nk}k≥1 be an integer sequence such that nk > 0, nk →∞ as k→∞, u(n+ nk)→
η(n) for each n ∈ Z+ and F(n + nk,v) → G(n,v) uniformly for n ∈ Z+ and Σ as k →∞,
where Σ is any compact set in C. Then {η(n)}n≥0 is a solution of the system

x(n+ 1)=G(n,xn
)
, n≥ 0, (3.7)

and is ��. Moreover, if {u(n)}n≥0 is ���, then {η(n)}n≥0 is also ���.

Proof. Since uk(n) = u(n+ nk) is uniformly bounded for n ≥ −τ and k ≥ 1, we can as-
sume that, taking a subsequence if necessary, u(n+ nk) also converges for each n ∈ dis
[−τ,−1]. Define η( j)= limk→∞u( j +nk) for j ∈ dis[−τ,−1]. Then u(n+nk)→ η(n) for
each n ∈ dis[−τ,∞), and hence, ukn → ηn as k →∞ for each n ≥ 0. Notice that ukn ∈ Sα
for all n ≥ 0, k ≥ 1, and ηn ∈ Sα for n ≥ 0. It follows from Theorem 2.4 that there exists
a subsequence {nkj} of {nk}, nkj →∞ as j →∞, such that F(n + nkj ,v) → G(n,v) uni-
formly on Z× Sα as j →∞ and G(n,·) is continuous on Sα uniformly for all n∈ Z. Since

u(n+nkj + 1)= F(n+nkj ,u
kj
n ) and

F
(
n+nkj ,u

kj
n
)−G(n,ηn

)

= F(n+nkj ,u
kj
n
)−G(n,u

kj
n
)

+G
(
n,u

kj
n
)−G(n,ηn

)−→ 0 as j −→∞,
(3.8)

we have η(n+ 1)=G(n,ηn) (n≥ 0). This shows that {η(n)}n≥0 is a solution of (3.7).
To prove that {η(n)}n≥0 is ��, we set nk = lkω+ j∗ as before, where 0≤ j∗ < ω. Then

ukj (n)= u(n+nkj )→ η(n) for each n∈ Z+ as j →∞. Since F(n+nkj ,v)= F(n+ j∗,v)→
G(n,v) as j →∞, we have G(n,v)= F(n+ j∗,v). For any ε > 0, let δ(ε) > 0 be the one for
uniform stability of {u(n)}n≥0. For any n0 ∈ Z+, let {x(n)}n≥0 be a solution of (3.7) such

that ‖ηn0 − xn0‖ = μ < δ(ε). Since u
kj
n → ηn as j →∞ for each n ≥ 0, there is a positive

integer J1 > 0 such that if j ≥ J1, then

∥
∥u

kj
n0 −ηn0

∥
∥ < δ(ε)−μ. (3.9)

Thus, for j ≥ J1, we have

∥
∥un0+ j∗+lk j ω− xn0

∥
∥≤ ∥∥un0+ j∗+lk j ω−ηn0

∥
∥+

∥
∥ηn0 − xn0

∥
∥ < δ(ε). (3.10)

Notice that {u(n+ j∗ + lkjω)} (n≥ 0) is a uniformly stable solution of (3.7) with G(n,xn)
= F(n+ j∗,xn). Then,

∥
∥un+ j∗+lk j ω− xn

∥
∥ < ε ∀n≥ n0. (3.11)

Since {η(n)} is also a solution of (3.7) and u
kj
n → ηn for each n ≥ 0 as j →∞, for an

arbitrary ν > 0, there is J2 > 0 such that if j ≥ J2, then

∥
∥ηn0 −un0+ j∗+lk j ω

∥
∥ < δ(ν), (3.12)
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and hence, ‖ηn − un+ j∗+lk j ω‖ < ν for all n ≥ n0, where (ν,δ(ν)) is a pair for the uniform
stability of u(n+ j∗ + lkjω). This shows that if j ≥max(J1, J2), then

∥
∥ηn− xn

∥
∥≤ ∥∥ηn−un+ j∗+lk j ω

∥
∥+

∥
∥un+ j∗+lk j ω− xn

∥
∥ < ε+ ν (3.13)

for all n≥ n0, which implies that ‖ηn− xn‖ ≤ ε for all n≥ n0 if ‖ηn0 − xn0‖ < δ(ε) because
ν is arbitrary. This proves that {η(n)}n≥0 is uniformly stable.

To prove that {η(n)}n≥0 is ���, we use definition (ii∗) in Remark 2.9. Let {x(n)} be
a solution of (3.7) such that ‖ηn0 − xn0‖ < δ0, where δ0 is the number for the uniformly
asymptotic stability of {u(n)}. Notice that u(n+ j∗ + lkjω)= ukj (n) is a uniformly asymp-
totically stable solution of (3.7) with G(n,φ) = F(n+ j∗,φ) and with the same δ0 as the
one for {u(n)}. Set ‖ηn0 − xn0‖ = μ < δ0. Again, for sufficient large j, we have the simi-
lar relations (3.10) and (3.12) with ‖un0+ j∗+lk j ω − xn0‖ < δ0 and ‖un0+ j∗+lk j ω − ηn0‖ < δ0.
Thus,

∥
∥ηn− xn

∥
∥≤ ∥∥ηn−un+ j∗+lk j ω

∥
∥+

∥
∥un+ j∗+lk j ω− xn

∥
∥−→ 0 (3.14)

as n → ∞ if ‖un0 − xn0‖ < δ0, because {ukj (n)}, {x(n)}, and {η(n)} satisfy (3.7) with
G(n,φ)= F(n+ j∗,φ). This completes the proof. �

Using Theorem 3.1 and Lemma 3.2, we can show that (3.1) has an almost periodic
solution.

Theorem 3.3. If the bounded solution {u(n)}n≥0 of (3.1) is ��, then system (3.1) has an
almost periodic solution, which is also ��.

Proof. It follows from Theorem 3.1 that {u(n)}n≥0 is asymptotically almost periodic. Set
u(n) = p(n) + q(n) (n ≥ 0), where {p(n)}n≥0 is almost periodic sequence and q(n)→ 0
as n→∞. For positive integer sequence {nkω}, there is a subsequence {nkjω} of {nkω}
such that p(n+nkjω)→ p∗(n) uniformly on Z as j →∞ and {p∗(n)} is almost periodic.
Then u(n+nkjω)→ p∗(n) uniformly for n≥−τ, and hence, un+nkj ω → p∗n for all n≥ 0 as
j →∞. Since

u
(
n+nkjω+ 1

)= F(n+nkjω,un+nkj ω
)= F(n,un+nkj ω

)−→ F
(
n, p∗n

)
(3.15)

as j →∞, we have p∗(n + 1) = F(n, p∗n ) for n ≥ 0, that is, system (3.1) has an almost
periodic solution, which is also �� by Lemma 3.2. �

Now, we show that if the bounded solution {u(n)} is uniformly asymptotically stable,
then (3.1) has a periodic solution of period mω for some positive integer m.

Theorem 3.4. If the bounded solution {u(n)}n≥0 of (3.1) is ���, then system (3.1) has a
periodic solution of period mω for some positive integer m, which is also ���.

Proof. Set uk(n) = u(n+ kω), k = 1,2, . . .. By the proof of Theorem 3.1, there is a subse-

quence {ukj (n)} converges to a solution {η(n)} of (3.3) for each n≥−τ and hence, u
kj
0 →

η0 as j →∞. Thus, there is a positive integer p such that ‖ukp0 −ukp+1

0 ‖ < δ0 (0≤ kp < kp+1),
where δ0 is the one for uniformly asymptotic stability of {u(n)}n≥0. Let m = kp+1 − kp
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and notice that um(n)= u(n+mω) is a solution of (3.1). Since umkpω( j) = um(kpω+ j) =
u(kp+1ω+ j)= ukp+1ω( j) for j ∈ dis[−τ,0], we have

∥
∥umkpω−ukpω

∥
∥= ∥∥ukp+1ω−ukpω

∥
∥= ∥∥ukp+1

0 −ukp0

∥
∥ < δ0, (3.16)

and hence,

∥
∥umn −un

∥
∥−→ 0 as n−→∞ (3.17)

because {u(n)}n≥0 is ��� (see also Remark 2.9). On the other hand, {u(n)}n≥0 is asymp-
totically almost periodic by Theorem 3.1, then

u(n)= p(n) + q(n), n≥ 0, (3.18)

where {p(n)}n∈Z is almost periodic and q(n)→ 0 as n→∞. It follows from (3.17) and
(3.18) that

∣
∣p(n)− p(n+mω)

∣
∣−→ 0 as n−→∞, (3.19)

which implies that p(n)= p(n+mω) for all n∈ Z because {p(n)} is almost periodic.
For integer sequence {kmω}, k = 1,2, . . ., we have u(n+ kmω) = p(n) + q(n+ kmω).

Then u(n + kmω) → p(n) uniformly for all n ≥ −τ as k →∞, and hence, un+kmω → pn
for n ≥ 0 as k →∞. Since u(n + kmω + 1) = F(n,un+kmω), we have p(n + 1) = F(n, pn)
for n≥ 0, which implies that (3.1) has a periodic solution {p(n)}n≥0 of period mω. The
uniformly asymptotic stability of {p(n)}n≥0 follows from Lemma 3.2. �

Finally, we show that if the bounded solution {u(n)} is ����, then (3.1) has a peri-
odic solution of period ω.

Theorem 3.5. If the bounded solution {u(n)}n≥0 of (3.1) is ����, then system (3.1) has
a periodic solution of period ω.

Proof. By Theorem 3.1, {u(n)}n≥0 is asymptotically almost periodic. Then u(n)= p(n) +
q(n) (n≥ 0), where {p(n)} (n∈ Z) is an almost periodic sequence and q(n)→ 0 as n→∞.
Notice that u(n+ω) is also a solution of (3.1) satisfying uω ∈ Sα. Since {u(n)} is ����,
we have ‖un−un+ω‖ → 0 as n→∞, which implies that p(n)= p(n+ω) for all n∈ Z. By
the same technique in the proof of Theorem 3.4, we can show that {p(n)} is anω-periodic
solution of (3.1). �

4. Almost periodic systems

In this section, we discuss the existence of asymptotically almost periodic solutions of
(2.6), that is,

x(n+ 1)= F(n,xn
)
, n≥ 0, (4.1)

under the condition (H4) as follows.
(H4) F ∈��(Z×C : Ed), that is, F(n,v) is almost periodic in n ∈ Z uniformly for

v ∈ C.
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By H(F) we denote the uniform closure of F(n,v), that is, G∈H(F) if there is an integer
sequence {αk} such that αk →∞ and F(n+αk,v)→G(n,v) uniformly on Z×Σ as k→∞,
where Σ is any compact set in C. Note that H(F)⊂��(Z×C : Ed) by Theorem 2.3 and
F ∈H(F) by Theorem 2.4.

We first show that if (4.1) has a bounded asymptotically almost periodic solution,
then (4.1) has an almost periodic solution. In fact, we have a more general result in the
following.

Theorem 4.1. Suppose (H1), (H2), and (H4) hold. If the bounded solution {u(n)}n≥0 of
(4.1) is asymptotically almost periodic, then for any G∈H(F), the system

x(n+ 1)=G(n,xn
)

(4.2)

has an almost periodic solution for n ≥ 0. Consequently, (4.1) has an almost periodic solu-
tion.

Proof. Since the solution {u(n)}n≥0 is asymptotically almost periodic, it follows from
Theorem 2.6 that it has the decomposition u(n)= p(n) + q(n) (n≥ 0), where {p(n)}n∈Z
is almost periodic and q(n)→ 0 as n→∞. Notice that {u(n)} is bounded. There is com-
pact set Sα ∈ C such that un ∈ Sα and pn ∈ Sα for all n ≥ 0. For any G ∈ H(F), there is
an integer sequence {nk}, nk > 0, such that nk →∞ as k→∞ and F(n+ nk,v)→ G(n,v)
uniformly on Z× Sα as k →∞. Taking a subsequence if necessary, we can also assume
that p(n+nk)→ p∗(n) uniformly on Z and {p∗(n)} is also an almost periodic sequence.
For any j ∈ dis[−τ,0], there is positive integer k0 such that if k > k0, then j + nk ≥ 0 for
any j ∈ dis[−τ,0]. In this case, we see that u(n+nk)→ p∗(n) uniformly for all n≥−τ as
k→∞, and hence, un+nk → p∗n in C uniformly for n∈ Z+ as k→∞. Since

u
(
n+nk + 1

)= F(n+nk,un+nk

)

= [F(n+nk,un+nk

)−F(n+nk, p∗n
)]

+
[
F
(
n+nk, p∗n

)−G(n, p∗n
)]

+G
(
n, p∗n

)
,

(4.3)

the first term of right-hand side of (4.3) tends to zero as k →∞ by Theorem 2.2 and
F(n + nk, p∗n )− G(n, p∗n ) → 0 as k → ∞, we have p∗(n + 1) = G(n, p∗n ) for all n ∈ Z+,
which implies that (4.2) has an almost periodic solution {p∗(n)}n≥0, passing through
(0, p∗0 ), where p∗0 ( j)= p∗( j) for j ∈ dis[−τ,0]. �

To deal with almost periodic solutions of (4.1) in terms of uniform stability, we assume
that for each G∈H(F), system (4.2) has a unique solution for a given initial condition.

Lemma 4.2. Suppose (H1), (H2), and (H4) hold. Let {u(n)}n≥0 be the bounded solution
of (4.1). Let {nk}k≥1 be a positive integer sequence such that nk →∞, unk → ψ, and F(n+
nk,v) → G(n,v) uniformly on Z× Σ as k →∞, where Σ is any compact subset in C and
G ∈H(F). If the bounded solution {u(n)}n≥0 is ��, then the solution {η(n)}n≥0 of (4.2),
through (0,ψ), is ��. In addition, if {u(n)}n≥0 is ���, then {η(n)}n≥0 is also ���.

Proof. Set uk(n)= u(n+nk). It is easy to see that uk(n) is a solution of

x(n+ 1)= F(n+nk,xn
)
, n≥ 0, (4.4)
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passing though (0,unk ) and ukn ∈ Sα for all k, where Sα is compact subset of C such that
‖un‖ < α for all n ≥ 0. Since {u(n)}n≥0 is ��, {uk(n)} is also �� with the same pair
(ε,δ(ε)) as the one for {u(n)}n≥0. Taking a subsequence if necessary, we can assume that
{uk(n)}k≥1 converges to a vector η(n) for all n≥ 0 as k→∞. From (4.3) with p∗n = ηn, we
can see that {η(n)}n≥0 is the unique solution of (4.2), through (0,ψ).

To show that the solution {η(n)}n≥0 of (4.2) is ��, we need to prove that if for any
ε > 0 and any integer n0 ≥ 0, there exists δ∗(ε) > 0 such that ‖ηn0 − yn0‖ < δ∗(ε) implies
that ‖ηn− yn‖ < ε for all n≥ n0, where {y(n)}n≥n0 is a solution of (4.2) passing through
(n0,φ) with yn0 = φ ∈ C.

For any given n0 ∈ Z+, if k is sufficiently large, say k ≥ k0 > 0, we have

∥
∥ukn0

−ηn0

∥
∥ <

1
2
δ
(
ε

2

)
, (4.5)

where δ(ε) is the one for uniform stability of {u(n)}n≥0. Let φ∈ C such that

∥
∥φ−ηn0

∥
∥ <

1
2
δ
(
ε

2

)
(4.6)

and let {x(n)}n≥n0 be the solution of (4.1) such that xn0+nk = φ. Then {xk(n)= x(n+nk)}
is a solution of (4.4) with xkn0

= φ. Since {uk(n)} is �� and ‖xkn0
−ukn0

‖ < δ(ε/2) for k ≥ k0,
we have

∥
∥ukn− xkn

∥
∥ <

ε

2
∀n≥ n0, k ≥ k0. (4.7)

It follows from (4.7) that

∥
∥xkn
∥
∥≤ ∥∥ukn

∥
∥+

ε

2
< α+

ε

2
∀n≥ n0, k ≥ k0. (4.8)

Then there exists a number α∗ > 0 such that xkn ∈ Sα∗ for all n ≥ 0 and k ≥ k0, which
implies that there is subsequence of {xk(n)}k≥k0 for each n≥ n0− τ, denoted by {xk(n)}
again, such that xk(n)→ y(n) for each n≥ n0− τ, and hence, xkn→ yn for all n≥ n0 as k→
∞. Clearly, yn0 = φ and the set Sα∗ is compact set in C. Since F(n,v) is almost periodic in n
uniformly for v ∈ C, we can assume that, taking a subsequence if necessary, F(n+nk,v)→
G(n,v) uniformly on Z× Sα∗ as k →∞. Taking k →∞ in xk(n+ 1) = F(n+ nnk ,x

k
n), we

have y(n+ 1)=G(n, yn), namely, {y(n)} is the unique solution of (4.2), passing through
(n0,φ) with yn0 = φ ∈ C. On the other hand, for any integer N > 0, there exists kN ≥ k0

such that if k ≥ kN , then

∥
∥xkn− yn

∥
∥ <

ε

4
,
∥
∥ukn−ηn

∥
∥ <

ε

4
for n0 ≤ n≤ n0 +N. (4.9)

From (4.7) and (4.9), we obtain

∥
∥ηn− yn

∥
∥ < ε for n0 ≤ n≤ n0 +N. (4.10)

Since N is arbitrary, we have ‖ηn − yn‖ < ε for all n ≥ n0 if ‖φ− ηn0‖ < [δ(ε/2)]/2 and
φ ∈ C, which implies that the solution {η(n)}n≥0 of (4.2) is ��.
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Now, we assume that {u(n)}n≥0 is ���. Then the solution {uk(n)} of (4.4) is also
��� with the same pair (δ0,ε,N(ε)) as the one for {u(n)}n≥0. Let (δ∗(ε),ε) be the pair
for uniform stability of {η(n)}.

For any given n0 ∈ Z+, if k is sufficiently large, say k ≥ k0 > 0, we have

∥
∥ukn0

−ηn0

∥
∥ <

1
2
δ0, (4.11)

where δ0 is the one for uniformly asymptotic stability of {u(n)}n≥0. Let φ ∈ C such that
‖φ− ηn0‖ < (δ0/2) and let {x(n)}n≥n0 , for each fixed k ≥ k0, be the solution of (4.1) such
that xn0+nk = φ. Then {xk(n)= x(n+nk)} is a solution of (4.4) with xkn0

= φ. Since {uk(n)}
is ��� and ‖xkn0

−ukn0
‖ < (δ0/2) for each fixed k ≥ k0, we have

∥
∥ukn− xkn

∥
∥ <

ε

2
∀n≥ n0 +N

(
ε

2

)
, k ≥ k0. (4.12)

By the same argument as the above, we can assume that, taking a subsequence if neces-
sary, {xk(n)} converges to the solution {y(n)} of (4.2) through (n0,φ) and F(n+nk,v)→
G(n,v) uniformly on Z× Sα∗ as k→∞, where Sα∗ is compact set in C with |xk(n)| ≤ α∗

for all k ≥ k0 and n≥ n0− τ. Then {y(n)} is the unique solution of (4.2), passing through
(n0,φ) with yn0 = φ ∈ C. On the other hand, for any integer N > 0 there exists kN ≥ k0

such that if k ≥ kN , then

∥
∥xkn− yn

∥
∥ <

ε

4
,
∥
∥ukn−ηn

∥
∥ <

ε

4
for n0 +N

(
ε

2

)
≤ n≤ n0 +N

(
ε

2

)
+N (4.13)

and hence, ‖yn− ηn‖ < ε for n0 +N(ε/2)≤ n≤ n0 +N(ε/2) +N . Since N is arbitrary, we
have

∥
∥yn−ηn

∥
∥ < ε ∀n≥ n0 +N

(
ε

2

)
(4.14)

if ‖φ−ηn0‖ < (δ0/2) and φ ∈ C. The proof is completed. �

Before dealing with the asymptotic almost periodicity of {u(n)}, we need the following
lemma.

Lemma 4.3. Suppose that assumptions (H1), (H2), and (H4) hold, the bounded solution
{u(n)= u(n,ψ0)} of (4.1) is ��� and for eachG∈H(F), the solution of (4.2) is unique for
any given initial data. Let S⊇ Sα be a given compact set in C. Then for any ε > 0, there exists
δ = δ(ε) > 0 such that if n0 ≥ 0, ‖un0 − xn0‖ < δ, and {h(n)} is a sequence with |h(n)| ≤ δ
for n≥ n0, one has ‖un− xn‖ < ε for all n≥ n0, where {x(n)} is any bounded solution of the
system

x(n+ 1)= F(n,xn
)

+h(n), n≥ n0, (4.15)

passing through (n0,xn0 ) such that xn ∈ S for all n≥ n0.



12 Advances in Difference Equations

Proof. Suppose that the bounded solution {u(n)}n≥0 of (4.1) is ��� with the triple
(δ(·),δ0,N(·)). In order to establish Lemma 4.3 by a contradiction, we assume that
Lemma 4.3 is not true. Then for some compact set S∗ ⊇ Sα, there exist an ε, 0 < ε < δ0,
sequences {nk} ⊂ Z+, {rk} ⊂ Z+, mapping sequences hk : dis[nk,∞) → Ed, ϕk : dis[nk −
τ,nk]→ Ed, and

∥
∥unk − xknk

∥
∥ <

1
k

,
∣
∣hk(n)

∣
∣≤ 1

k
for n≥ nk,

∥
∥un− xkn

∥
∥≤ ε for nk ≤ n≤ nk + rk − 1,

∥
∥unk+rk − xknk+rk

∥
∥≥ ε

(4.16)

for sufficiently large k, where {xk(n)} is a solution of

x(n+ 1)= F(n,xn
)

+hk(n), n≥ nk, (4.17)

passing through (nk,ϕk) such that xkn ∈ S∗ for all n≥ nk and k ≥ 1. Since S∗ is bounded
subset of C, it follows that {xk(nk + rk + n)}k≥1 and {xk(nk + n)}k≥1 are uniformly
bounded for all nk and n ≥ −τ. We first consider the case where {rk}k≥1 contains an
unbounded subsequence. Set N = N(ε) > 1. Taking a subsequence if necessary, we may
assume that there is G ∈ H(F) such that F(n + nk + rk −N ,v) → G(n,v) uniformly on
Z+× S∗, xk(n+nk + rk −N)→ z(n), and u(n+nk + rk −N)→ w(n) for n∈ Z+ as k→∞,
where z,w : Z+ → Ed are some bounded functions. Since

xk
(
n+nk + rk −N + 1

)= F(n+nk + rk −N ,xkn+nk+rk−N
)

+hk
(
n+nk + rk −N

)
,

(4.18)

passing to limit as k →∞, by the similar arguments in the proof of Theorem 4.1, we
conclude that {z(n)}n≥0 is the solution of the following equation:

x(n+ 1)=G(n,xn
)
, n∈ Z+. (4.19)

Similarly, {w(n)}n∈Z+ is also a solution of (4.19). Since xknk+rk−N ( j)= xk(nk +rk−N + j)→
z( j) = z0( j) and unk+rk−N ( j) = u(nk + rk −N + j) → w( j) = w0( j) as k →∞ for all j ∈
dis[−τ,0], it follows from (4.16) that ‖w0− z0‖ ≤ limk→∞‖wnk+rk−N − znk+rk−N‖ ≤ ε < δ0.
Notice that {w(n)}n∈Z+ is a solution of (4.19), passing through (0,w0), and is ��� by
Lemma 4.2. We have ‖wN − zN‖ < ε. On the other hand, since

unk+rk ( j)= u
(
N + j +nk + rk −N

)−→w(N + j)=wN ( j),

xknk+rk ( j)= xk
(
N + j +nk + rk − j

)−→ z(N + j)= zN ( j)
(4.20)

as k→∞ for each j ∈ dis[−τ,0], it follows from (4.16) that

∥
∥wN − zN

∥
∥= lim

k→∞
∥
∥unk+rk − xknk+rk

∥
∥≥ ε. (4.21)

This is a contradiction. Thus, the sequence {rk}must be bounded. Taking a subsequence
if necessary, we can assume that 0 < rk ≡ r0 <∞. Moreover, we may assume that xk(nk +
n)→ z̃(n) and u(nk + n)→ w̃(n) for each n ≥ −τ, and F(n+ nk,v)→ G̃(n,v) uniformly
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on Z× S∗, for some functions z̃(n), w̃(n) on Z+, and G̃ ∈ H(F). Since unk ( j) = u(nk +
j)→ w̃( j)= w̃0( j) and xknk ( j)= xk(nk + j)→ z̃( j)= z̃0( j) as k→∞ for all j ∈ dis[−τ,0],
we have ‖w̃0 − z̃0‖ = limk→∞‖unk − xknk‖ = limk→∞‖unk − ϕk‖ = 0 by (4.16), and hence,
w̃0 ≡ z̃0, that is, w̃( j) = z̃( j) for all j ∈ dis[−τ,0]. Moreover, z̃(n) and w̃(n) satisfy the
same relation

x(n+ 1)= G̃(n,xn
)
, n∈ Z+. (4.22)

The uniqueness of the solutions for the initial value problems implies that z̃(n) ≡ w̃(n)
for n ∈ Z+, and hence, ‖w̃r0 − z̃r0‖ = 0. On the other hand, since unk+r0 ( j) = u(nk + r0 +
j)→ w̃(r0 + j) = w̃r0 ( j) and xknk+r0

( j) = xk(nk + r0 + j)→ z̃(r0 + j) = z̃r0 ( j) as k →∞ for
all j ∈ dis[−τ,0], from (4.16) we have

∥
∥w̃r0 − z̃r0

∥
∥= lim

k→∞
∥
∥unk+rk − xknk+rk

∥
∥≥ ε (4.23)

This is a contradiction. This contradiction shows that Lemma 4.3 is true. �

We are now in a position to prove the following result.

Theorem 4.4. Suppose that for each G∈H(F), the solution of (4.2) is unique for the initial
condition. If the bounded solution {u(n)}n≥0 of (4.1) is ���, then {u(n)}n≥0 is asymptot-
ically almost periodic. Consequently, (4.1) has an almost periodic solution which is ���.

Proof. Let the bounded solution {u(n)} of (4.1) be ��� with the triple (δ(·),δ0,N(·)).
Let {nk}k≥1 be any positive integer such that nk →∞ as k →∞. Set uk(n) = u(n+ nk).
Then uk(n) is a solution of

x(n+ 1)= F(n+nk,xn
)

(4.24)

and {uk(n)} is ��� with the same triple (δ(·),δ0,N(·)). By Lemma 4.3, for the set Sα
and any 0 < ε < 1 there exists δ1(ε) > 0 such that |h(n)| < δ1(ε) and ‖xkn0

− xn0‖ < δ1(ε)
for some n0 ≥ 0 imply that ‖xkn − xn‖ < (ε/2) for all n ≥ n0, where {x(n)} (n ≥ n0) is a
solution of

x(n+ 1)= F(n+nk,xn
)

+h(n), (4.25)

through (n0,xn0 ) and xn ∈ Sα for n≥ n0. Since {uk( j)= u(nk + j)} is uniformly bounded
for all k ≥ 1 and j ≥−τ, taking a subsequence if necessary, we can assume that {uk( j)} is
convergent for each j ∈ dis[−τ,∞), F(n+ nk,v)→ G(n,v) uniformly on Z+ × Sα. In this
case, there is a positive integer k1(ε) such that if m,k ≥ k1(ε), then

∥
∥uk0−um0

∥
∥ < δ1(ε). (4.26)

On the other hand, {um(n)= u(n+nm)}, umn ∈ Sα for n∈ Z+, is a solution of (4.25) with
h(n)= hk,m(n), that is,

x(n+ 1)= F(n+nk,xn
)

+hk,m(n), (4.27)
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where hk,m(n) is defined by the relation

hk,m(n)= F(n+nm,umn
)−F(n+nk,umn

)
, n∈ Z+. (4.28)

To apply Lemma 4.3 to (4.24) and its associated (4.27), we will discuss the properties
of the sequence {hk,m(n)}n≥0. Since F(n+ nk,v)→ G(n,v) uniformly on Z+ × Sα, for the
above δ1(ε) > 0, there is a positive integer k2(ε) > k1(ε) such that if k,m≥ k2(ε), then

∣
∣F
(
n+nm,v

)−F(n+nk,v
)∣∣ < δ1(ε) ∀n∈ Z+, v ∈ Sα, (4.29)

which implies that |hk,m(n)| = |F(n+ nm,umn )− F(n+ nk,umn )| < δ1(ε) for all n ∈ Z. Ap-
plying Lemma 4.3 to (4.24) and its associated (4.27), with the above arguments and con-
dition (4.26), we conclude that for any positive integer sequence {nk}k≥1, nk → ∞ as
k→∞, and ε > 0, there is a positive integer k2(ε) > 0 such that

∥
∥ukn−umn

∥
∥ < ε ∀n≥ 0 if k,m> k2(ε), (4.30)

and hence, |uk(n)−um(n)| = |ukn(0)−umn (0)| < ε for all n≥ 0 if k,m> k2(ε). This implies
that the bounded solution {u(n)}n≥0 of (4.1) is asymptotically almost periodic sequence
by Theorem 2.6. Furthermore, (4.1) has an almost periodic solution, which is ��� by
Theorem 4.1. This ends the proof. �
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