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We give sufficient conditions, being also necessary in many cases, for the existence of a periodic
free boundary generated as the boundary of the support of the periodic solution of a general
class of nonlinear parabolic equations. We show some qualitative properties of this free boundary.
In some cases it may have some vertical shape (linking the free boundaries of two stationary
solutions), and, under the assumption of a strong absorption, it may have several periodic
connected components.

1. Introduction

This paper deals with several qualitative properties of the time periodic free boundary
generated by the solution of a general class of second-order quasilinear equations. To
simplify the exposition we will fix our attention in the problem formulated on the following
terms:

ut −Δpu + λf(u) = g in Q := Ω × R,

u(x, t) = h(x, t) on Σ := ∂Ω × R,

u(x, t + T) = u(x, t) in Q.

(P)

Here T > 0, Ω ⊂ R
N(N � 1) denotes an open bounded and regular set, Δpu :=

div(|∇u|p−2∇u), p > 1 is the so-called p-Laplacian operator, λ is a positive parameter, and
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the data f ,g, and h are assumed to satisfy the following structural assumptions:

(Hf): f ∈ C(R) is a nondecreasing function, f(0) = 0 and there exist two
nondecreasing continuous functions f1, f2 such that f2(0) = f1(0) = 0 and

f2(s) � f(s) � f1(s), ∀s ∈ R, (1.1)

(Hg): g ∈ C(R;L∞(Ω)) and g is T -periodic,

(Hh): h ∈ C(Σ) and h is T -periodic.

We point out that our results remain true under a great generality (e.g., f can
be replaced by a maximal monotone graph of R

2, function g can be assumed merely in
C(R;L1(Ω) + W−1,p′(Ω)), and h can be assumed in a suitable trace space); nevertheless we
prefer this simple setting to avoid technical aspects. In fact, most of the qualitative results of
this paper remain valid for the more general formulation

b(u)t −Δpu + λf(u) = g in Q := Ω × R,

u(x, t) = h(x, t) on Σ := ∂Ω × R,

u(x, t + T) = u(x, t) in Q,

(Pb)

when b ∈ C(R) is a nondecreasing function such that b(0) = 0 but again we prefer to restrict
ourselves to the special case of problem (P) (i.e., problem (Pb) with b(u) = u) to simplify
the exposition. Notice, in particular, that the associated stationary equations have a common
formulation (use b(u) as new unknown in the case of problem (Pb)). We also recall that for
p = 2 the diffusion operator becomes the usual Laplacian operator. Problems of this type arise
in many different applications (see, e.g., [1, 2] and their references).

Many results on the existence and uniqueness of (weak) periodic solutions are
already available in the literature (see the biographical comments collected in Section 1).
Nevertheless those interesting questions are not our main aim here but only the study of the
free boundary generated by the solution under suitable additional conditions on the data.

As in [1], given a function ϕ : Q → R, ϕ ∈ C([0, T] : L1
loc(Ω)), we will denote by

S(ϕ(·, t)) the subset of Ω given by the support of the function ϕ(·, t), for any fixed t ∈ R, and
byN(ϕ(·, t)) to the null set of ϕ(·, t) defined throughΩ−S(ϕ(·, t)). Sometimes this set is called
as the dead core of ϕ in the framework of chemical reactions [1]. The boundary of the set

∪t∈RN
(
ϕ(·, t)) (1.2)

is a free boundary in the case in which ϕ is the actual solution of problem (P) (or (Pb)): its
existence and location are not a part of the a priori given formulation of the problem. For
instance, in the context of chemical reactions, the formation of a dead core arises when the
diffusion process is not strongly fast enough or equivalently the reaction term is very strong
as to draw the concentration of reactant from the boundary into the central part ofΩ (see, e.g.,
[1, 3, 4], among many other possible references). In the context of filtration in porous media
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(case of problem (Pb)) the formation of the free boundary is associated to the slow diffusion
obtained through the Darcy law (see, e.g., [2] and its many references).

We point out that some important differences appear between the case of time periodic
auxiliary conditions and the case of the usual initial boundary value problem when studying
the formation of the free boundary. For instance, if we assume that there is no absorption term
(f(s) ≡ 0), it is well known [2] that for the initial boundary value problem the formation of
the free boundary is assured if p > 2 (or whenm(p − 1) > 1, for the case of problem (Pb)with
b(u) = |u|1/m−1u). But this cannot be true for the case of periodic conditions since it is well
known that, for the case of nonnegative solutions, if u(x0, t0) > 0 then u(x0, t) > 0 for any
t � t0 (see, e.g., [5] for the case of problem (Pb)). This property holds also in the presence
of some additional transport terms (typical of filtration in porous media models), and so the
time periodic solution does not generate any free boundary (as it is the case of the formulation
considered in [6]).

In Section 2 we will obtain some sufficient conditions for the formation of a time
periodic free boundary (which are also necessary in some sense) according the nature of
the auxiliary functions fi(s), gi(x) and hi(x), i = 1, 2, involved in the structural assumptions
(Hf), (Hg) and (Hh).

In Section 3 we will prove that if the data g(x, t) and h(x, t) become time independent
during some subintervals (let us say on an interval [t1, t2] ⊂ [0, T]), then it is possible to
construct some periodic solutions which become time independent (and so its associated free
boundary) on some nonvoid subinterval of [t1, t2]. This qualitative property, which, at the
best of our knowledge, is proved here for first time in the literature, implies that the free
boundary may have vertical tracts linking the free boundaries of two stationary solutions.
Finally, under the additional assumption of a strong absorption, we show that this free
boundary may have several periodic connected components.

2. Sufficient Conditions for the Existence of
the Periodic Free Boundary

Together with problem (P) we consider the following stationary problems:

−Δpv + λf1(v) = g1 in Ω,

v = h1 on ∂Ω,
(SP)

−Δpw + λf2(w) = g2 in Ω,

w = h2 on ∂Ω,
(SP)

where the data are now the auxiliary functions fi(s), gi(x), and hi(x), i = 1, 2, involved in the
structural assumptions (Hf), (Hg), and (Hh). More precisely, assumptions (Hg) and (Hh)
imply the existence of two bounded functions g1, g2 and two continuous functions h1, h2
such that

g1(x) � g(x, t) � g2(x), ∀t ∈ R, a.e. x ∈ Ω,

h1(x) � h(x, t) � h2(x), ∀(x, t) ∈ Σ.
(2.1)
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We recall that by well-known results, problems (SP) and (SP) have a unique solution
u1, u2 ∈ W1,p(Ω) ∩ L∞(Ω) (see, e.g., [1]). Concerning the existence, uniqueness and
comparison principle of periodic solutions of problems (P) and (Pb), and other related
problems, we restrict ourselves to present here some bibliographic remarks. As indicated
before, those questions are not the main aim of this paper but the study of the free boundary
generated by the solution under suitable additional conditions on the data.

There are many papers in the literature concerning the existence and uniqueness of
a periodic solution of problems (P) (resp. (Pb)) under different assumptions on the data f ,
g, and h (resp. b). Perhaps one of the more natural arguments to get the existence of time
periodic solutions of problems of this type is to show the existence of a fixed point for the
Poincaré map. This was made already in [7] and by many other authors for the case of
semilinear parabolic problems. One of the most delicate points in this method, especially
when the parabolic problem becomes degenerate or singular, is to show the compactness of
the Poincaré map. Sometimes this compactness argument comes from nontrivial regularity
results of some auxiliary problems (see, e.g., [6, 8]). In some other cases it is used the
compactness of the Green type operator associated to the semigroup generated by the
diffusion operator [9, 10]. This can be proved also for doubly nonlinear diffusion operators
like in problem (Pb) in the framework of variational periodical solutions WT -per := {u − h ∈
Lp(0, T ;W1,p

0 (Ω)),ut − ht ∈ Lq(0, T ;W−1,p′(Ω)), and u(·, t + T) = u(·, t) ∀t ∈ R} (observe that
WT -per ⊂ C([0, T] : Lp(Ω)). Among the many references in the literature we can mention,
for instance, [11–15] and references therein. For periodic solutions in the framework of Alt-
Luckaus type weak solutions see, for instance, [16, 17]. The presence of some nonlinear transport
terms require sometimes an special attention ([6, 18] and references therein).

The monotone and accretive operators theory leads to very general existence and
uniqueness results on time periodic solutions of dissipative type problems. See, for instance,
[19–27], and their many references. The abstract results lead to some perturbation results
which apply to some semilinear problems [28, 29]. The case of superlinear semilinear
equations was considered by several authors in [30] and references therein.

The existence of periodic solutions can be obtained also outside of a variational
framework, for instance, when the data are merely in L1(Ω) or even Radon measures.
An abstract result in general Banach spaces (with important applications to the case of
L1(Ω) was given in [23]. For the case of Radon measures, see [31]. The case of variational
inequalities and multivalued representations of the term f(u) was considered in [32].
Different boundary conditions were considered in [33–35] and references therein. The case
of a dynamic boundary condition was considered in [36]. For a problem which is not in
divergence form, see [37].

The monotonicity assumptions imply the comparison principle and then the
uniqueness of periodic solution ([6] and references therein) and the continuous dependence
with respect to the data ([12] and references therein). Nonmonotone assumptions, especially
on the zero-order term f(u), originate multiplicity of solutions ([25, 38, 39] and references
therein). Sometimes the method of super and subsolution can be applied by passing through
an auxiliary monotone framework and applying some iterating arguments ([34, 40, 41], and
references therein). This applies also to the case in which f(u) can be singular [42].

We end this list of biographical comments by pointing out that the literature on the
existence of periodic solutions for coupled systems of equations is also very large since many
points of view have been developed according the peculiarities of the involved systems. A
deep result on reaction diffusion systems can be found in [43]. For instance, the case of the
thermistor systemwas the main goal of a series of papers by Badii [44–47].
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Nowwe return to the study of the formation of a periodic free boundary. Asmentioned
before, under the monotonicity assumptions (Hf), it is easy to prove the existence and
uniqueness of a (weak) solution of problem (P) as well as the following comparison result.

Lemma 2.1. Assume (Hf), (Hg), and (Hh). Let u(x, t) be the unique periodic solution of problem
(P). Then

u1(x) � u(x, t) � u2(x), ∀t ∈ R, a.e. x ∈ Ω. (2.2)

As a consequence of Lemma 2.1 we have the following.

Corollary 2.2. Assume (Hf), (Hg), and (Hh). Then one has the following.

(i) If g1, h1 � 0, thenN(u1) ⊃ N(u(·, t)) ⊃ N(u2) ∀t ∈ R. Analogously, if g2, h2 � 0 then
N(u1) ⊂N(u(·, t)) ⊂N(u2)for all t ∈ R.

(ii) If g1, h1 � 0 and u1(x) > 0 in Ω, then u(x, t) > 0 for all t ∈ R and a.e. x ∈ Ω.
Analogously, if g2, h2 � 0 and u2(x) < 0 in Ω, then u(x, t) < 0 for all t ∈ R and a.e.
x ∈ Ω.

In consequence, the existence of a periodic free boundary for problem (P) is implied
by the existence of a free boundary for the auxiliary stationary problems. As indicated in [1],
the existence of a free boundary for the stationary problems (SP) and (SP) (the free boundary
is given as the boundary of the support of the solution) requires two types of conditions: (a)
a suitable balance between the diffusion and the absorption terms and (b) a suitable balance between
“the size” of the null set of the dataN(hi) ∪N(gi) and “the size” of the solution (e.g., its L∞ -norm
when it is bounded). A particular statement on the existence (and nonexistence) of a periodic
free boundary is the following.

Theorem 2.3. Assume (Hf), (Hg), (Hh), and let g1, h1 � 0. Let Fi(s) =
∫s
0 fi(s)ds, and assume

that

∫

0+

ds

Fi(s)1/p
< +∞, i = 1, 2. (2.3)

Then, if u(x, t) denotes the unique periodic solution of problem (P), one has thatN(u1) ⊃N(u(·, t)) ⊃
N(u2) for all t ∈ R. In particular,N(u(·, t)) contains, at least, the set of x ∈ N(h2) ∪N(g2) such
that

d
(
x, ∂
(
N(h2) ∪N

(
g2
)))

> Ψ2,N

(
‖u2‖L∞(Ω)

)
, (2.4)

where

Ψ2,N(τ) =

(
N
(
p − 1

)

p

)1/p ∫ τ

0

ds

F2(s)1/p
. (2.5)
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Nevertheless, ifmin∂Ω h1 � k > 0 and if

R < Ψ1,1(k), (2.6)

then N(u(·, t)) is empty since one has 0 < u1(x) � u(x, t) for all t ∈ R and a.e. x ∈ Ω. Here R is
the radius of the smaller ball containing Ω and

Ψ1,1(τ) =

((
p − 1

)

p

)1/p ∫ τ

0

ds

F1(s)1/p
. (2.7)

The proof is a direct consequence of [1, Corollary 1 and Theorem 1.9 and Proposition
1.22]. Many other results available for the auxiliary stationary problems lead to similar
answers for the periodic problem (P). For instance we have the following.

Theorem 2.4. Under assumptions (Hf), (Hg), and (Hh), if g1, h1 � 0 and

∫

0+

ds

F1(s)1/p
= +∞, (2.8)

thenN(u(·, t)) is empty.

The proof is a direct consequence of [1, Corollary 1 and Theorem 1.20]. We send the
reader to the general exposition made in [1] for more details and many other references
dealing with the mentioned qualitative properties of the associated auxiliary stationary
problems.

Remark 2.5. As the free boundary results for stationary problems are obtained in [1] through
the theory of local super and subsolutions, the above-mentioned conclusions for periodic
solutions can be extended to the case of other boundary conditions. Many variants are
possible: variational inequalities, nondivergential form equations, suitable coupled systems
(as, for instance, the model associated to the thermistor), and so forth.

Remark 2.6. The monotonicity conditions assumed in (Hf) can be replaced by some other
more general conditions. In that case, several periodic solutions may coexist but the existence
of a periodic free boundary still can be ensured for some of them (in the line of the results of
[48, 49]).

Remark 2.7. In the absence of any absorption term (i.e., when f(u) ≡ 0), the existence of
a periodic free boundary can be alternatively explained through the presence of a suitable
convection term in the equation (which is not the case of problem (Pb)). The case of the
stationary solutions was presented in [1, Section 2.4, Chapter 2] (see also [2, Section 4,
Chapter 1]). Concerning the case of periodic solutions, we will limit ourselves to present
here a concrete example (arising in the periodic filtration in a porous medium, as formulated
in [6], and so with appropriate boundary conditions of Neumann type and time periodic
coefficients). Here the transport term (or, equivalently, the right hand side term g) is suitably
coupled with some appropriate boundary conditions. In our opinion, this example points out
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a potential research for more general formulations but we will not follow this line in the rest
of this paper. Consider the function

u(x, t) = ((x + l − sinωt)−)
2 =

⎧
⎨

⎩

0 if x + l � sinωt,

(x + l − sinωt)2 if x + l < sinωt.
(2.9)

Then, it is easy to check that u is the unique periodic solution of the problem

ut = ϕ(u)xx + ψ(t, x, u)x in (−l, 0) × R,

−ϕ(u(0, t))x − ψ(0, t, u(0, t)) = h(t)u(0, t) t ∈ R,

ϕ(u(−l, t))x + ψ(−l, t, u(−l, t)) = g(t) t ∈ R,

u(x, t + T) = u(x, t) in (−l, 0) × R,

(2.10)

where T = 2π/ω, ϕ(u) = u2,

ψ(t, x, u) =

⎧
⎨

⎩

0 if x + l � sinωt,

−ω cosωt(x + l − sinωt)2 − 4(x + l − sinωt)3 if x + l < sinωt,
(2.11)

h(t) = ω cosωt, and

g(t) =

⎧
⎨

⎩

0 if sinωt � 0,

−ω cosωt sin2ωt if 0 < sinωt.
(2.12)

Obviously, the free boundary generated by such solution is the T -periodic function x = −l +
sinωt.

In the line of the precedent remarks, we will present now a result on the existence of
the time periodic free boundary by adapting some of the energymethods developed since the
beginning of the eighties for the study of nonlinear partial differential equations (see [2]). In
that case a great generality is allowed in the formulation of the nonlinear equation. Consider
for instance, the case of local (in space) solutions of the problem

(P ∗)

⎧
⎪⎨

⎪⎩

∂b(u)
∂t

− divA(x, t, u,Du) + B(x, t, u,Du) + C(x, t, u) = g in Bρ × R,

b(u(x, t + T)) = b(u(x, t)) in Bρ × R,
(2.13)
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where Bρ = Bρ(x0) for some x0 ∈ Ω and any ρ ∈ [0, ρ0], for some ρ0 > 0. The general structural
assumptions we will made are the following:

|A(x, t, r,q)|C1|q|p−1, C2 |q|p � A(x, t, r,q) · q,

|B(x, t, r,q)|C3 |r|α |q|β, C0|r|q+1 � C(x, t, r)r,

C6 |r|γ+1 � G(r) � C5 |r|γ+1, where G(r) = b(r)r −
∫ r

0
b(τ)dτ,

(2.14)

with b ∈ C(R) a nondecreasing function such that b(0) = 0. Here the possible time
dependence ofA,B, and C is assumed to be T -periodic, and C1−C6, p, α, β, σ, γ , k are positive
constants.

Definition 2.8. A function u(x, t), with b(u) ∈ C([0, T] : L1
loc(Bρ)), is called a local

weak solution of the above problem if b(u(x, t + T)) = b(u(x, t)) in Bρ × R; for any
domain Ω′ ⊂ R

N with Ω′ ⊂ Bρ one has u ∈ L∞(0, T ; Lγ+1(Ω′)) ∩ Lp(0, T ; W1,p(Ω′)),
A(·, ·, u,Du), B(·, ·, u,Du), C(·, ·, u) ∈ L1(Bρ × R), and for every test function ϕ ∈
L∞(0, T ;W1,p(Bρ))∩W1,2(0, T ;L∞(Bρ))with ϕ(x, t+T) = ϕ(x, t) in Bρ×R and for any t ∈ [0, T]
one has

∫ t

0

∫

Bρ

{
b(u)ϕt −A ·Dϕ − Bϕ − Cϕ}dx dt −

∫

Ω
b(u)ϕdx

∣∣∣∣

t

0
= −
∫ t

0

∫

Bρ

gϕdx dt. (2.15)

As in [2, (see Section 4 of Chapter 4)] we will use some energy functions defined on
domains of a special form. Given the nonnegative parameters ϑ and υ, we define the energy
set

P(t) ≡ P(t;ϑ, υ) = {(x, s) ∈: |x − x0| < ρ(s) ≡ ϑ(s − t)υ, s ∈ (t, T]
}
. (2.16)

The shape of P(t), the local energy set, is determined by the choice of the parameters ϑ and υ.
We define the local energy functions

E(P) :=
∫

P(t)
|Du(x, τ)|pdx dτ, C(P) :=

∫

P(t)
|u(x, τ)|q+1dx dτ

Λ(T) := ess sup
s∈(t,T)

∫

|x−x0|<ϑ(s−t)υ
|u(x, s)|γ+1dx.

(2.17)

Although our results have a local nature (they are independent of the boundary
conditions), it is useful to introduce some global information as, for instance, the one
represented by the global energy function

D(u(·, ·)) := ess sup
s∈(0,T)

∫

Ω
|u(x, s)|γ+1dx +

∫

Q

(
|Du|p + |u|q+1

)
dx dt. (2.18)
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We assume the following conditions:

q < γ, 1 + q <
γp

p − 1
,

g(x, t) ≡ 0 on Bρ(x0), a.e. t ∈ R

(2.19)

(recall that since we are dealing with local solutions, a global data g(x, t) may be different
than zero outside Bρ(x0)). In the presence of the first-order term, B(·, ·, u,Du), we will need
the extra conditions

α = γ − (1 + γ)β/p,

C3 <

(
C0

p

p − 1

)(p−β)/p(
C2
p

β

)β/p
if 0 < β < p,

C3 < C0 if β = 0
(
resp. C0 < C2 if β = p

)
.

(2.20)

The next result shows the existence of a free boundary in a local way.

Theorem 2.9. Any periodic weak solution satisfies that u(x, t) ≡ 0 on Bρ∗ × R, for some suitable
ρ∗ ∈ (0, ρ0), assumed that the global energy D(u) is small enough.

The proof of Theorem 2.3 follows the same lines of the proof of [2, Theorem 4.1]. Here
we will only comment the different parts of it and the additional arguments necessary to
adapt the mentioned result to the setting of periodic weak solutions. As a matter of fact, it
is enough to take as energy set the cylinder itself (i.e., ϑ = 0 and υ = 0 ) but since other
complementary results can be derived for other choices ofϑ and υ (see Remark 3.5 below), we
will keep this generality for some parts of the proof. The first step is the so-called integration-
by-parts formula

i1 + i2 + i3 + i4 =
∫

P∩{t=T}
G(u(x, t))dx

+
∫

P

A ·Dudxdθ +
∫

P

Budx dθ +
(∫

P

C0 |u|q+1dx dθ
)

�
∫

∂lP

nx ·AudΓdθ +
∫

∂lP

nτG(u(x, t))dΓdθ

+
∫

P∩{t=0}
G(u(x, t))dx := j1 + j2 + j3,

(2.21)

where ∂lP denotes the lateral boundary of P , that is, ∂lP = {(x, s) : |x − x0| = ϑ(s − t)υ, s ∈
(t, T)},dΓ is the differential form on the hypersurface ∂lP ∩ {t = const}, and nx and nτ are
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the components of the unit normal vector to ∂lP . This inequality can be proved by taking the
cutoff function

ζ(x, θ) := ψε(|x − x0|, θ)ξk(θ) 1
h

∫θ+h

θ

Tm(u(x, s))ds, h > 0, (2.22)

as test function,where Tm is the truncation at the levelm,

ξk(θ) :=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if θ ∈
[
t, T − 1

k

]
,

k(T − θ) for θ ∈
[
T − 1

k
, T

]
,

0 otherwise, k ∈ N,

ψε(|x − x0|, θ) :=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1 if d > ε,

1
ε
d if d < ε,

0 otherwise,

(2.23)

with d = dist((x, θ), ∂lP(t)) and ε > 0.
The second step consists in to get a differential inequality for some energy function. We

take here the choice ϑ = 0 and υ = 0 so that P = Bρ(x0) × [0, T] (which implies that j2 = 0),
and we apply the periodicity conditions. So i1 = j3, and we get that i2 + i3 + i4 � j1. The rest
of the proof uses (as in the mentioned reference) the following interpolation inequality: if
0 � q � p − 1, then there exists L0 > 0 such that for all v ∈ W1,p(Bρ)

‖v‖p,Sρ � L0

(
‖∇v‖p,Bρ + ρδ‖v‖q+1,Bρ

)θ̃(
‖v‖r,Bρ

)1−θ̃
(2.24)

r ∈ [1, 1 + γ], θ̃ = ((pN − r(N − 1))/((N + 1)p −Nr)), δ = −(1 + (((p − 1 − q)/p(1 + q))N).
Then, by applying Hölder inequality (several times), we arrive to the following differential
inequality for the energy function Y (ρ) := E + C:

Yε � c
∂Y

∂ρ
, (2.25)

for some ε ∈ (0, 1), where c depends (in a continuous and increasing way) or D(u). The
analysis of this inequality leads to the result as it was shown in the mentioned reference.

Remark 2.10. The cases of the time periodic obstacle problem and Stefan problem can be also
treated followingthe arguments presented in [50] (for the initial value problems) and by
arguing as in the precedent result.

Remark 2.11. It seems possible to adapt the energy methods concerning suitable higher-order
equations (see [3, Section 8 of Chapter 3]) in order to show the existence of a periodic free
boundary for the time periodic problem associated to such type of equations but we will not
enter here in the details.
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3. Periodical Time Connection between Stationary Episodes and on
Disconnected Free Boundaries

We start this section by constructing an example of a periodic and nonconstant free boundary
associated to problem (P). To simplify the exposition we will assume that n = 1, Ω = (−L, L)
and that f(s) = |s|q−1swith q < p − 1. Let us define the function

u(x, t) = C[|x| − τ(t)]p/(p−1−q)+ , (3.1)

where C > 0 and τ is a Lipschitz continuous T -periodic function such that, 0 � τ(t) �
L ∀t ∈ R. It is easy to check (see a similar computation for the n-dimensional case in [31,
Lemma 1.6]) that this function u is a T -periodic solution of problem (P) with h(±L, t) =
C(L − τ(t))p/(p−1−q) > 0 and

g(x, t) =

(

λCq − p
(
p − 1 − q)Cτ

′(t) − Cp−1
)

[|x| − τ(t)](pq)/(p−1−q)+ . (3.2)

Hence, g(x, t) � 0 if and only if

τ ′(t) �
Cq−1(λ − C(p−1−q))(p − 1 − q)

p
. (3.3)

For instance, if we take

τ(t) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

l0 +
(l1 − l0)t

t1
if 0 � t � t1,

l1 if t1 � t � t2,

l1 +
(l0 − l1)
T − t2 (t − t2) if t2 � t � T,

(3.4)

for some l0,l1 nonnegative given constants, 0 � t1 � t2 � T , then (3.3) holds if we assume that

max
{
(l1 − l0)
t1

,
(l0 − l1)
T − t2

}
�
Cq−1(λ − C(p−1−q))(p − 1 − q)

p
. (3.5)

Remark 3.1. Notice that choice (3.4) leads to a transient periodic solution of the parabolic
problem (P) connecting (in a finite time) the stationary solutions of problems

−Δpv + λf(v) = g∗ in Ω,

u = h∗ on ∂Ω,
(SP)
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for the data

g∗(x) =

(

λCq − p
(
p − 1 − q)C

(l1 − l0)
t1

− Cp−1
)

[|x| − l0]pq/(p−1−q)+ ,

h∗(±L) = C(L − l0)p/(p−1−q),

g∗(x) =
(
λCq − Cp−1

)
[|x| − l1]pq/(p−1−q)+ ,

h∗(±L) = C(L − l1)p/(p−1−q) .

(3.6)

It is well known that this behavior is very exceptional: for instance, it cannot hold in the case
of linear parabolic problems. In particular, this solution can be used for different purposes in
the study of controllability problems (see, e.g., [51]).

Remark 3.2. In [52] some support properties for the solution of the problem

b(u)t −Δu − a(x, t)u = 0 in Q,

∂u

∂n
(x, t) = 0 on Σ,

u(x, t + T) = u(x, t) in Q

(Pb,N)

are given for b(u) = |u|1/m−1u and m > 1, under the periodicity condition a(x, t + T) = a(x, t)
in Q, for some x-Hölder and t-Lipschitz continuous function a(x, t). The authors show that
any nonnegative periodic solution has a support which is independent on t. Moreover, they
also prove that if the subset Ω+ := {x ∈ Ω :

∫T
0 a(x, t)dt > 0} is nonempty then either u > 0 or

u ≡ 0 in (0, T] ×Ω+
k , where Ω+

k denotes any connected component of Ω+. What the precedent
example shows is that the nature of the stationary free boundary associated to the above
problem is not generic but very peculiar due to assumption made on coefficient a(x, t) and
the Neumann boundary condition.

We will end this section by showing that it is possible to construct nonnegative
periodic solutions of (Pb) giving rise to disconnected free boundaries, that is, with free
boundaries given by closed hypersurfaces of the space R

n+1.
We start by constructing some time periodic x-independent solutions with a support

strictly contained in [0, T]. To do that we need the additional condition

∫

0+

ds
f
(
b−1(s)

) < +∞. (3.7)

Given ς > 0 and t∗ ∈ [0, T], let w(t : ς, t∗) be the unique solution of the Cauchy problem

b(w(t))′ + λf(w) = 0 t > t∗,

w(t∗) = ς.
(3.8)
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We have that if z(t) := b(w(t)) then

Ψ(z(t)) = Ψ(ς) − (t − t∗) (3.9)

with

Ψ(τ) :=
∫ τ

0

ds

f
(
b−1(s)

) for any τ > 0. (3.10)

Denoting η(θ) = Ψ−1(θ), thanks to assumption (3.7), we have that

w(t) =

⎧
⎪⎪⎨

⎪⎪⎩

η
(
Ψ(ς) − λ(t − t∗)) if t ∈

[
t∗, t∗ +

Ψ(ς)
λ

]
,

0 if t > t∗ +
Ψ(ς)
λ

.
(3.11)

We assume the data such that

t∗ +
Ψ(ς)
λ

< T. (3.12)

Finally we define

U(t) =

⎧
⎨

⎩

w(t) if t ∈ [0, t∗],

w(t : ς, t∗) if t ∈ [t∗, T],
(3.13)

where w ∈ C([0, t∗]) is such that b(w)′ ∈ L1(0, t∗),w � 0, and b(w(t))′ + λf(w) � 0 on (0, t∗),
and

w(0) = 0, w(t∗) = ς. (3.14)

Summarizing, we get the following.

Proposition 3.3. Assume (3.7). Let ς > 0 and t∗ ∈ [0, T] such that (3.12) holds. Then the function
U(t) given by (3.13) is a nonnegative T -periodic solution of the problem

b(w(t))′ + λf(w) = g(t) t ∈ R,

b(w(t)) = b(w(t + T)) t ∈ R,
(3.15)

where g(t) � 0 is the function given by

g(t) =

⎧
⎨

⎩

b
(
w(t)

)′ + λf
(
w
)

if t ∈ [0, t∗],

0 if t ∈ [t∗, T].
(3.16)
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Some disconnected time periodic free boundaries can be formed under suitable
conditions. The main idea is to put together the above two arguments and to consider the
function

u(x, t) = C[|x| − τ(t)]p/(p−1−q)+ +U(t). (3.17)

It is a routine matter to check that u(x, t) is a T -periodic supersolution of the equation in (P)
once we take b(s) = s and λ = λ/2, and we use the property that f(a + b) � (1/2)f(a) +
(1/2)f(b) for any a, b � 0 (which is consequence of the monotonicity of f). Analogously,
since U(t) is a subsolution of the equation, a careful choice of the auxiliary parameters and
the application of the comparison principle lead to the following result:

Theorem 3.4. AssumeΩ = (−L, L), f(s) = |s|q−1swith q < min(1, p−1). Let u(x, t) be the unique
T -periodic solution of problem (P) corresponding to data h(±L, t) and g(x, t)

0 � U(t) � h(±L, t) � C(L − τ(t))p/(p−1−q) +U(t),

G(t) � g(x, t) �
(
λ

2
Cq − p

(
p − 1 − q)Cτ

′(t) − Cp−1
)

[|x| − τ(t)]pq/(p−1−q)+ +G(t),
(3.18)

with τ(t) given by (3.4) with 0 � l0 < l1 = L, 0 < t1 < t2 < T and C > 0 such that

(l1 − l0)
t1

� Cq

(
λ

2
− C(p−1−q)

)
, (3.19)

U(t) given by (3.13) with ς > 0 and t∗ ∈ (t1, t2),b(s) = s and λ = λ/2,w(t) = 0 if t ∈ [0, t1],

G(t) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0 if t ∈ [0, t1],

w′(t) +
λ

2
f
(
w
)

if t ∈ [t1, t∗],

0 if t ∈ [t∗, t2],

0 if t ∈ [t2, T].

(3.20)

Finally one takes

t2 = t∗ +
2Ψ(ς)
λ

. (3.21)



Boundary Value Problems 15

Then U(t) � u(x, t) � C[|x| − τ(t)]p/(p−1−q)+ + U(t) on Ω × R. In particular the null set
∪t∈[0,T]N(u(·, t)) has at least two connected components since it contains the set

{
(x, t) ∈ (−L, L) × [0, t1] : |x| � l0 − l0t

t1

}
∪
{
(x, t) ∈ (−L, L) × [t2, T] : |x| � l1

T − t2 (t − t2)
}
,

(3.22)

and u(x, t) > 0 on the set (−L, L) × (t1, t2).

Remark 3.5. It is possible to apply the above arguments to get the existence of a periodic
free boundary in the special case of h(x, t) ≡ 0 on Σ = ∂Ω × R and with support of g(, .t)
strictly contained in Ω × (0, T) if t ∈ [0, T] (and then prolonged by T-periodicity to the whole
domainQ := Ω×R). In this way the support of the solution u is not connected but formed by
periodical disconnected compact subsets of Ω × R.

Remark 3.6. It seems possible to apply the energy method presented in the above section
(but with the local energy set P(t) with different shapes, that is, for different choices of the
parameters ϑ and υ).
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Université de Grenoble. Annales de l’Institut Fourier, vol. 22, no. 2, pp. 311–329, 1972.

[22] H. Brezis, Operateurs Maximaux Monotones et Semigroupes de Contractions dans les Espaces de Hilbert,
North-Holland, Amsterdam, The Netherlands, 1973.
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