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ABSTRACT. For distribution functions \( \{F_n, n \geq 0\} \), the relationship between the weak convergence of \( F_n \) to \( F_0 \) and the convergence of \( \int_R \phi(|F_n - F_0|) \, dx \) to 0 is studied where \( \phi \) is a nonnegative, nondecreasing function. Sufficient and, separately, necessary conditions are given for the latter convergence thereby generalizing the so-called global limit theorems of Agnew wherein \( \phi(t) = |t|^{\alpha} \). The sufficiency results are shown to be sharp and, as a special case, yield a global version of the central limit theorem for independent random variables obeying the Liapounov condition. Moreover, weak convergence of distribution functions is characterized in terms of their almost everywhere limiting behavior with respect to Lebesgue measure on the line.
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1. INTRODUCTION.

Let \( \mathcal{F} \) denote the class of all nondecreasing, left continuous functions \( F \) defined on \( \mathbb{R} = (-\infty, \infty) \) such that \( \lim_{x \to -\infty} F(x) \geq 0 \) and \( \lim_{x \to \infty} F(x) \leq 1 \). A distribution function is a member of \( \mathcal{F} \) satisfying \( \lim_{x \to -\infty} F(x) = 0 \) and \( \lim_{x \to \infty} F(x) = 1 \). For \( F \in \mathcal{F} \), let \( C(F) \) denote the continuity set of \( F \), that is, \( C(F) = \{x \in \mathbb{R} : F \text{ is continuous at } x\} \). A sequence of distribution functions \( \{F_n, n \geq 1\} \) is said to converge weakly to a function \( F_0 \in \mathcal{F} \), denoted \( F_n \xrightarrow{w} F_0 \), if

\[
\lim_{n \to \infty} F_n(x) = F_0(x), \text{ all } x \in C(F_0).
\]  

(1.1)

If \( \{F_n, n \geq 1\} \) and \( F_0 \) are distribution functions with \( F_n \xrightarrow{w} F_0 \), then the sequence \( \{F_n, n \geq 1\} \) is said to converge completely to \( F_0 \) and this is denoted by \( F_n \xrightarrow{c} F_0 \).

For distribution functions \( \{F_n, n \geq 0\} \), R.P. Agnew [1] was apparently the first to study the relationship between

\[
\lim_{n \to \infty} F_n(x) = F_0(x), \text{ all } x \in \mathbb{R}
\]  

(1.2)
and the convergence to 0 as \( n \to \infty \) of the integrals
\[
I_n = \int_R \left| F_n(x) - F_0(x) \right|^r \, dx
\]
where \( r > 0 \). A theorem whose conclusion is of the form
\[
\lim_{n \to \infty} \int_R \phi \left( \left| F_n(x) - F_0(x) \right| \right) \, dx = 0 \tag{1.3}
\]
where \( \phi \) is a nonnegative, nondecreasing function is a so-called \textit{global} limit theorem and it clearly supplements a limit theorem whose conclusion is (1.1) (or (1.2)) wherein convergence is pointwise in \( x \) over \( C(F_0) \) (or \( R \)). Agnew showed that the modes of convergence (1.2) and \( I_n \to 0 \) are indeed rather closely related. Specifically, he proved the following two theorems.

THEOREM A (Agnew [1]). Let \( \{F_n, n \geq 0\} \) be distribution functions such that
\[
\int_R x \, dF_n(x) = 0, \quad \int_R x^2 \, dF_n(x) = 1, \quad n \geq 0. \tag{1.4}
\]
If \( \lim_{n \to \infty} F_n(x) = F_0(x) \), all \( x \in \mathbb{R} \), then for all \( r > 1/2 \),
\[
\lim_{n \to \infty} \int_R \left| F_n(x) - F_0(x) \right|^r \, dx = 0.
\]

The next theorem is a sort of converse to the preceding one. Note that condition (1.4) is not part of the hypotheses.

THEOREM B (Agnew [1]). Let \( \{F_n, n \geq 0\} \) be distribution functions and suppose that \( F_0 \) is continuous and strictly increasing over \( \mathbb{R} \). If for some \( r > 0 \)
\[
\lim_{n \to \infty} \int_R \left| F_n(x) - F_0(x) \right|^r \, dx = 0,
\]
then
\[
\limsup_{n \to \infty} \max_{x \in \mathbb{R}} \left| F_n(x) - F_0(x) \right| = 0.
\]

Throughout, the symbol \( dx \) signifies integration with respect to Lebesgue measure on \( \mathbb{R} \) and the abbreviation \( \text{a.e.} \) stands for almost everywhere with respect to Lebesgue measure.

In this paper, we will generalize Theorems A and B by providing sufficient (Theorem 1) and, separately, necessary (Theorem 3) conditions for a relation of the form (1.3). New results concerning weak and uniform convergence of distribution functions are obtained in the process. The sharpness of Theorem 1 is established via an example.

Agnew [1] applied Theorem A to the case where \( F_0 \) is the \( N(0,1) \) distribution function and \( F_n \) is the distribution function of \( \frac{1}{n} \sum_{j=1}^n \frac{x_j}{\sqrt{n}} \), \( n \geq 1 \), where \( \{X_j, n \geq 1\} \) are independent, identically distributed (i.i.d.) random variables with mean 0, variance 1 and obtained what he terms a \textit{global} version of the central limit theorem (CLT). This will be discussed and extended in Section 3.

Some global limit theorems were obtained by Kruglov [2] in the cases where (i) \( F_n \) is the distribution function of the row sum of a double array of rowwise independent random variables and (ii) \( F_n \) is the distribution function of a suitably normed and centered sum of i.i.d. random variables. Although in the current work
none of those results will be applied or extended, the author takes great pleasure to acknowledge that it is Professor Kruglov's article which helped him formulate some of the results herein and taught him some of the general techniques which are employed to establish them.

2. MAINSTREAM.

Theorem 1 may now be established. It is a generalization of Theorem A and this is perhaps most apparent from Corollary 2.

THEOREM 1. Let \( \{F_n, n \geq 1\} \) be distribution functions and suppose that there exists a continuous function \( g \) on \([0, \infty)\) satisfying

\[
0 < g(x)^+ \text{ as } 0 < x^+ \tag{2.1}
\]

and

\[
\sup_{n \geq 1} \int g(|x|) dF_n(x) < \infty. \tag{2.2}
\]

Let \( \phi \) be a nondecreasing function on \([0, \infty)\) which is continuous at 0 with \( \phi(0) \geq 0 \), \( \phi(x) > 0 \), some \( x \), and such that

\[
\int_{[1, \infty)} \phi\left(\frac{C}{g(x)}\right) dx < \infty, \text{ all } C > 0. \tag{2.3}
\]

If \( F_n \xrightarrow{w} F_0 \) for some \( F_0 \in \mathcal{F} \) then

\[
F_n \xrightarrow{c} F_0 \tag{2.4}
\]

and

\[
\lim_{n \to \infty} \sup_{a > 0} \int_{|x| > a} g(x) dF_n(x) = 0. \tag{2.5}
\]

PROOF. Note at the outset that (2.3) and the monotonicity of \( \phi \) ensure that necessarily \( \phi(0) = 0 \). It will be shown firstly that \( g(x)^+ = x^+ \). By hypothesis, \( \phi(x_0) > 0 \) for some \( x_0 \). Now if \( g(x)^+ B \leq \infty \), then

\[
\int_{[1, \infty)} \phi\left(\frac{C}{g(x)}\right) dx \geq \int_{[1, \infty)} \phi(x_0) dx = \infty
\]

which contradicts (2.3). Thus \( g(x)^+ = \infty \).

Next, note that for \( n \geq 1 \) and \( a > 0 \)

\[
\int g(|x|) dF_n(x) = \int_{|x| \geq a} g(|x|) dF_n(x) + \int_{|x| < a} g(|x|) dF_n(x) \geq g(a) \int_{|x| \geq a} 1 dF_n(x)
\]

implying via (2.2) and \( g(x)^+ = \infty \) that

\[
\limsup_{a \to \infty} \sup_{n \geq 1} \int_{|x| \geq a} 1 dF_n(x) \leq \lim_{a \to \infty} \frac{\sup_{n \geq 1} \int g(|x|) dF_n(x)}{g(a)} = 0,
\]

whence (see, e.g., Chow and Teicher [3, p. 253]) relation (2.4) obtains.
It will now be shown that

\[ \int_{\mathbb{R}} g(|x|) \, dF_0(x) < \infty. \quad (2.6) \]

For arbitrary \( a \) and \( b \) in \( C(F_0) \) with \( a < b \), it follows from the Helly-Bray lemma (see, e.g., Chow and Teicher [3, p. 251]) and the monotone convergence theorem that

\[ \lim_{n \to \infty} \int_{\mathbb{R}} g(|x|) \, dF_n(x) \geq \lim \inf_{n \to \infty} \int_{[a,b)} g(|x|) \, dF_n(x) \]

\[ = \int_{[a,b)} g(|x|) \, dF_0(x) \]

and so (2.6) follows recalling (2.2).

Hence, in view of (2.2) and (2.6), a number \( M < \infty \) may be chosen so that

\[ \int_{\mathbb{R}} g(|x|) \, dF_n(x) \leq M, \quad n \geq 0. \quad (2.7) \]

Let \( \{X_n, n \geq 0\} \) be random variables on some probability space \((\Omega, \mathcal{F}, P)\) such that the distribution function of \( X_n \) is \( F_n, n \geq 0 \). Using the monotonicity of \( \phi \), the Markov inequality, and (2.7), it follows that for \( n \geq 1 \) and \( x \leq -1 \)

\[ \phi\left(\left|F_n(x) - F_0(x)\right|\right) \leq \phi\left(P\{X_n < x\} + P\{X_0 < x\}\right) \]

\[ \leq \phi\left(P\{g(|X_n|) \geq g(|x|)\} + P\{g(|X_0|) \geq g(|x|)\}\right) \]

\[ \leq \phi\left(\frac{Eg(|X_n|) + Eg(|X_0|)}{g(|x|)}\right) \leq \phi\left(\frac{2M}{g(|x|)}\right) \]

and that for \( n \geq 1 \) and \( x \geq 1 \)

\[ \phi\left(\left|F_n(x) - F_0(x)\right|\right) = \phi\left(1-P\{X_n \geq x\} - (1-P\{X_0 \geq x\})\right) \]

\[ \leq \phi\left(P\{g(|X_n|) \geq g(x)\} + P\{g(|X_0|) \geq g(x)\}\right) \]

\[ \leq \phi\left(\frac{Eg(|X_n|) + Eg(|X_0|)}{g(x)}\right) \leq \phi\left(\frac{2M}{g(x)}\right). \]

Hence for \( n \geq 1 \),

\[ \phi\left(\left|F_n(x) - F_0(x)\right|\right) \leq \begin{cases} \phi(1), & |x| < 1 \\ \phi\left(\frac{2M}{g(|x|)}\right), & |x| \geq 1 \end{cases} \]

which is Lebesgue integrable over \( \mathbb{R} \) by (2.3). Now \( |F_n - F_0| + 0 \) a.e. in view of (2.4) (see Theorem 2). Then since \( \phi \) is continuous at 0 and \( \phi(0) = 0 \), \( \phi\left(\left|F_n - F_0\right|\right) + 0 \) a.e. and so (2.5) then follows via the Lebesgue dominated convergence theorem. \( \square \)

The following corollary follows immediately from Theorem 1.

**COROLLARY 1.** Let \( \{F_n, n \geq 1\} \) be distribution functions and suppose that there exists a continuous function \( g \) on \([0,\infty)\) satisfying (2.1), (2.2), and

\[ \int_{[1,\infty)} \frac{1}{(g(x))^r} \, dx < \infty, \text{ some } r > 0. \quad (2.8) \]
If \( F_n \xrightarrow{w} F_0 \) for some \( F_0 \in \mathcal{F} \), then (2.4) obtains and

\[
\lim_{n \to \infty} \int_{\mathbb{R}} \left| F_n(x) - F_0(x) \right|^r \, dx = 0.
\]

The next corollary was obtained by Nishimura [4] in the case \( p > 1, \ r = 1, \ F_n(0) = 0, \ n \geq 0 \). However, Nishimura's argument is incomplete in that it was not shown that

\[
\int_{[0, \infty)} x^p \, dF_0(x) < \infty.
\]

COROLLARY 2. Let \( \{F_n, \ n \geq 1\} \) be distribution functions and suppose that

\[
\sup_{n \geq 1} \int_{\mathbb{R}} \left| x \right|^p \, dF_n(x) < \infty, \ \text{some} \ p > 0. \tag{2.9}
\]

If \( F_n \xrightarrow{w} F_0 \) for some \( F_0 \in \mathcal{F} \), then (2.4) obtains and for all \( r > 1/p \),

\[
\lim_{n \to \infty} \int_{\mathbb{R}} \left| F_n(x) - F_0(x) \right|^r \, dx = 0. \tag{2.10}
\]

PROOF. Let \( r > 1/p \) and set \( g(x) = x^p, \ x \geq 0 \). Now (2.9) is tantamount to (2.2) and moreover (2.8) holds since \( pr > 1 \). Corollary 2 then follows from Corollary 1.

The following example shows that Theorem 1 and Corollary 2 are sharp or best possible results in the sense that (2.5) (resp. (2.10)) can fail if (2.3) is dispensed with (resp. if \( r \leq 1/p \)).

EXAMPLE. Define distribution functions \( F_0 \) and \( F_n, \ n \geq 1 \), by

\[
F_0(x) = \begin{cases} 0, & 0 \leq x < 0 \\ 1, & x \geq 0 \end{cases} \quad \text{and} \quad F_n(x) = \begin{cases} 0, & 0 \leq x < n \\ (n-1)/n, & 0 < x \leq n \\ 1, & x > n. \end{cases}
\]

Then \( F_n \xrightarrow{w} F_0 \). Set \( \phi(x) = x^r, \ x \geq 0 \), where \( r > 0 \). Now if \( g(x) = x, \ x \geq 0 \), then (2.2) and (2.9) (with \( p=1 \)) obtain since \( \int_{\mathbb{R}} \left| x \right| \, dF_n(x) = 1, \ n \geq 1 \). But if \( r \leq 1 \), then the integral of (2.3) diverges for all \( C > 0 \) and both (2.5) and (2.10) fail since for \( n \geq 1 \), \( \left| F_n - F_0 \right| = n^{-1} I(0,n] \) implying

\[
\int_{\mathbb{R}} \phi \left( \left| F_n(x) - F_0(x) \right| \right) \, dx = \int_{\mathbb{R}} \left| F_n(x) - F_0(x) \right|^r \, dx = n^{1-r} + \begin{cases} \infty, & 0 < r < 1 \\ 1, & r = 1. \end{cases}
\]

On the other hand if \( r > 1 \), then (2.3) obtains and

\[
\int_{\mathbb{R}} \phi \left( \left| F_n(x) - F_0(x) \right| \right) \, dx = \int_{\mathbb{R}} \left| F_n(x) - F_0(x) \right|^r \, dx = n^{1-r} + 0. \tag*{\square}
\]

It is well known (see, e.g., Loeve [5, p. 181]) that if \( \{F_n, \ n \geq 1\} \) are distribution functions and \( F_0 \in \mathcal{F} \), then the weak convergence of \( F_n \) to \( F_0 \) is equivalent to \( F_n(x) \to F_0(x) \) for all \( x \) in some dense subset of \( \mathbb{R} \). The following theorem, which will be used to prove a converse to Theorem 1, characterizes weak convergence of distribution functions in terms of their almost everywhere limiting behavior with respect to Lebesgue measure and may be of independent interest.

THEOREM 2. Let \( \{F_n, \ n \geq 1\} \) be distribution functions and let \( F_0 \in \mathcal{F} \). Then the following are equivalent:
(i) \( F_n \xrightarrow{w} F_0 \).

(ii) \( F_n \to F_0 \) a.e.

(iii) For every integer subsequence \( n(k) \to \infty \),

\[
\liminf_{k \to \infty} |F_n(k) - F_0| = 0 \text{ a.e.}
\]

**Proof.** (i) \( \Rightarrow \) (ii). This implication is evident since the set of discontinuity points of \( F_0 \), being countable, is of Lebesgue measure 0.

(ii) \( \Rightarrow \) (iii). This implication is obvious.

(iii) \( \Rightarrow \) (i). Assume that (i) fails. It will be shown that (iii) also fails. Since (i) fails, there exists a point \( x_0 \) in \( C(F_0) \), a subsequence \( n(k) \to \infty \), and a number \( \epsilon > 0 \) such that either

\[
F_n(k)(x_0) > F_0(x_0) + \epsilon, \quad \text{all } k \geq 1 \quad \text{(2.11)}
\]

or

\[
F_n(k)(x_0) < F_0(x_0) - \epsilon, \quad \text{all } k \geq 1. \quad \text{(2.12)}
\]

Since \( x_0 \) is in \( C(F_0) \), there exists \( \delta > 0 \) such that \( |F_0(x) - F_0(x_0)| \leq \epsilon/2 \) for all \( x \) in \( [x_0 - \delta, x_0 + \delta] \). If (2.11) holds, then for all \( x \) in \( [x_0 - \delta, x_0 + \delta] \) and all \( k \geq 1 \)

\[
F_n(k)(x) - F_0(x) \geq F_n(k)(x_0) - F_0(x_0) - (F_0(x_0 + \delta) - F_0(x_0))
\]

\[
\geq \epsilon - \epsilon/2 = \epsilon/2
\]

implying

\[
|F_n(k)(x) - F_0(x)| \geq \epsilon/2. \quad \text{(2.13)}
\]

On the other hand if (2.12) holds, then for all \( x \) in \( [x_0 - \delta, x_0] \) and all \( k \geq 1 \)

\[
F_n(k)(x) - F_0(x) \leq F_n(k)(x_0) - F_0(x_0) - (F_0(x_0 - \delta) - F_0(x_0))
\]

\[
\leq - \epsilon + \epsilon/2 = -\epsilon/2
\]

and again (2.13) holds. Thus, if (2.11) prevails, then (2.13) ensures that

\[
\liminf_{k \to \infty} |F_n(k) - F_0| > 0 \quad \text{(2.14)}
\]

on \( [x_0, x_0 + \delta] \) whereas if (2.12) prevails, then (2.13) ensures (2.14) on \( [x_0 - \delta, x_0] \). Since \( [x_0, x_0 + \delta] \) and \( [x_0 - \delta, x_0] \) each have positive Lebesgue measure, (2.14) guarantees the failure of (iii).

Eisenberg and Shixin [6] obtained necessary and sufficient conditions for uniform convergence of distribution functions thereby strengthening a result of Dyson [7] (see, also, Kawata [8, p. 349]) which asserts that if characteristic functions converge uniformly (necessarily to a characteristic function \( \psi \)), then the
corresponding distribution functions converge uniformly to the distribution function corresponding to $\psi$. 

**COROLLARY 3.** Let $\{F_n, n \geq 0\}$ be distribution functions and for each $n \geq 0$, let $u_n$ denote the Lebesgue-Stieltjes measure determined by $F_n$ and let $\psi_n$ denote the corresponding characteristic function. Then the following are equivalent:

(i) $F_n(x) \rightarrow F_0(x)$ and $F_n(x+) \rightarrow F_0(x+)$, all $x \in \mathbb{R}$, where $F_n(x+) = \lim_{y \uparrow x} F_n(y), \quad n \geq 0$.

(ii) $\limsup_{n \to \infty} \left| F_n(x) - F_0(x) \right| = 0$.

(iii) Condition (iii) of Theorem 2 and $\lim_{n \to \infty} \mathbb{E} \left( u_n([x]) - u_0([x]) \right)^2 = 0$.

(iv) Condition (iii) of Theorem 2 and $\limsup_{n \to \infty} \left| u_n([x]) - u_0([x]) \right| = 0$.

(v) Condition (iii) of Theorem 2 and $\lim_{n \to \infty} u_n([x]) = u_0([x])$, all $x \in \mathbb{R}$.

(vi) Condition (iii) of Theorem 2 and $\lim_{n \to \infty} \frac{1}{2T} \int_{-T,T} \left| \psi_n(t) - \psi_0(t) \right|^2 dt = 0$.

**PROOF.** (i) $\Rightarrow$ (ii). This implication is proved in Chow and Teicher [3, p.260].

(ii) $\Rightarrow$ (iii) and (ii) $\Rightarrow$ (vi). These implications follow from Theorem 2 and the Eisenberg-Shixin theorem [6].

(iii) $\Rightarrow$ (iv) and (iv) $\Rightarrow$ (v). These implications are obvious.

(vi) $\Rightarrow$ (ii). This implication follows from Theorem 2, the Levy continuity theorem, and the Eisenberg-Shixin theorem [6].

(v) $\Rightarrow$ (i). This implication follows from Theorem 2 and the fact (proved by Eisenberg [9]) that

$$F_n \Rightarrow F_0 \quad \text{and} \quad \lim_{n \to \infty} u_n([x]) = u_0([x]), \quad \text{all} \quad x \in \mathbb{R} \Rightarrow (i). \quad \Box \quad (2.15)$$

**REMARK.** Eisenberg's proof of (2.15) uses Theorem 8.1.3 of Chow and Teicher [3, p. 255].

The next theorem generalizes Theorem B and is a version of a converse to Theorem 1. Note, however, that there are no assumptions concerning a function $g$ as in Theorem 1.

**THEOREM 3.** Let $\{F_n, n \geq 1\}$ be distribution functions and let $\phi$ be a nondecreasing function defined on $[0,1]$ with $\phi(0) \geq 0$ and $\phi(x) > 0$ for $0 < x \leq 1$. If for some $F_0 \in \mathcal{F}$

$$\lim_{n \to \infty} \int_{\mathbb{R}} \phi \left( \left| F_n(x) - F_0(x) \right| \right) dx = 0, \quad (2.16)$$

then

$$F_n \Rightarrow F_0. \quad (2.17)$$

Moreover,

$$\limsup_{n \to \infty} \left| F_n(x) - F_0(x) \right| = 0 \quad (2.18)$$
PROOF. Note at the outset that (2.16) and the monotonicity of \( \phi \) ensure that necessarily \( \phi(0) = 0 \). It follows immediately from Theorem 2 and Corollary 3 that (2.17) guarantees the equivalence between (2.18) and (2.19). It will be shown firstly that

\[
F_n \Rightarrow F_0. 
\]

Let \( n(k) \geq \). In view of Theorem 2, it suffices to show that

\[
\lim \inf_{k \to \infty} |F_n(k) - F_0| = 0 \text{ a.e.} \quad (2.21)
\]

Now by Fatou's lemma and (2.16),

\[
\int \lim \inf_{k \to \infty} \phi(|F_n(k)(x) - F_0(x)|) \, dx \leq \lim \inf_{k \to \infty} \int \phi(|F_n(k)(x) - F_0(x)|) \, dx = 0
\]

whence

\[
\lim \inf_{k \to \infty} \phi(|F_n(k) - F_0|) = 0 \text{ a.e.}
\]

which, taking cognizance of the conditions on \( \phi \), implies (2.21) thereby proving (2.20).

It remains to show that \( F_0 \) is a distribution function. Otherwise, either \( \lim_{x \to \infty} F_0(x) > 0 \) or \( \lim_{x \to -\infty} F_0(x) < 1 \). Now if \( \lim_{x \to \infty} F_0(x) > 0 \), then

\[
\exists \varepsilon > 0 \ \exists n \geq 1 \ \exists x_n < 0 \ \forall x \leq x_n, \ |F_n(x) - F_0(x)| \geq \varepsilon
\]

and hence \( \phi(|F_n(x) - F_0(x)|) \geq \phi(\varepsilon) > 0 \) implying \( \int \phi(|F_n(x) - F_0(x)|) \, dx = \infty \) and contradicting (2.16). The case \( \lim_{x \to -\infty} F_0(x) < 1 \) is handled similarly. \( \square \)

REMARK. It is well known (see, e.g., Chow and Teicher [3, p. 260]) that (2.17) and \( F_0 \) continuous imply (2.18). Alternatively, it is easy to directly verify that (2.17) and \( F_0 \) continuous imply (2.19).

3. GLOBAL VERSIONS OF THE CENTRAL LIMIT THEOREM.

Throughout this section, let \( \{X_n, n \geq 1\} \) be independent random variables defined on a probability space \((\Omega, \mathcal{F}, P)\) and suppose that \( EX_n = 0, 0 < EX_n^2 < \infty, n \geq 1 \). Write

\[
S_n = \frac{\sum_{j=1}^n X_j}{s_n}, \quad s_n^2 = \frac{\sum_{j=1}^n EX_n^2}{n}, \quad n \geq 1,
\]

and let \( F_n \) denote the distribution function of \( S_n/s_n, n \geq 1 \), and \( \Phi \) denote that of the \( N(0,1) \) distribution. Now it is well known that if \( \{X_n, n \geq 1\} \) are also identically distributed, then they obey the CLT

\[
S_n/s_n \overset{d}{\to} N(0,1), \quad (3.1)
\]

that is,

\[
F_n \overset{C}{\to} \Phi \quad (3.2)
\]

which is indeed tantamount to

\[
\lim \sup_{n \to \infty} \sup_{x \in \mathbb{R}} \{|F_n(x) - \Phi(x)| = 0
\]
since $\Phi$ is continuous. By applying Theorem A, Agnew [1] shows under the same assumptions of i.i.d. $\{X_n, n \geq 1\}$ that
\[
\lim_{n \to \infty} \int_{-\infty}^{x} \left| F_n(y) - \Phi(y) \right|^p dy = 0
\]
for all $r > 1/2$. Agnew refers to this as a global version of the CLT.

This result was generalized by Esseen [10] to the case where the random variables $\{X_n, n \geq 1\}$ can have different distributions provided that they obey the CLT (3.1). Specifically, Esseen proved that if (3.1) prevails, then (3.3) holds for all $r > 1/2$. It may be noted that Agnew's global version of the CLT and Esseen's generalization of it can also be obtained directly from Corollary 2 (with $p = 2$) since
\[
\sup_{n \geq 1} \int_{-\infty}^{x} y^2 dF_n(y) = \sup_{n \geq 1} L\left(\frac{S_n}{n}\right) = 1 < \infty.
\]
Moreover, if $\{X_n, n \geq 1\}$ obeys the classical Lindeberg condition (which is stronger than (3.1)), then, for all $r > 1/2$, (3.3) follows readily from Lemma 4 of Embrechts and Maejima [11] which gives a nonuniform bound on the error in the CLT.

In Theorem 4 below, conditions are given which ensure (3.3) for particular values of $r$ in $(0, 1/2)$. Of course, the smaller the value of $r > 0$, the stronger is (3.3). The proof of Theorem 4 utilizes a famous theorem of Bernstein [12] asserting that if $\{X_n, n \geq 1\}$ obeys the Liapounov condition
\[
\sum_{j=1}^{n} E|X_j|^p = o\left(\frac{S_n^2}{n}\right)
\]
for some $p > 2$, then
\[
\lim_{n \to \infty} E\left|\frac{S_n}{n}\right|^p = \int_{-\infty}^{x} |x|^p \, d\Phi(x) < \infty.
\]
An alternative proof of Bernstein's theorem, using characteristic functions, was discovered by Brown [13].

When $2 < p \leq 3$, Theorem 4 can be obtained from an inequality of Bikyalis [14] which also appears in Petrov [15, p. 132]. Theorem 4 was proved by Bhattacharya [16] in the case $p > 3$ and $Ex^2 = 1, n \geq 1$. Moreover, Theorem 4 can also be proved using Bernstein's theorem and an inequality of Kolodyažny [17]. This inequality may also be found in Petrov [15, Theorem 9, p. 121].

THEOREM 4. If $\{X_n, n \geq 1\}$ obeys the Liapounov condition (3.4) for some $p > 2$, then the global version (3.3) of the CLT obtains for all $r > 1/p$.

PROOF. It is well known (see, e.g., Chow and Teicher [3, p. 293]) that (3.4) with $p > 2$ ensures (3.2). Now (3.5) obtains by Bernstein's theorem and hence
\[
\sup_{n \geq 1} \int_{-\infty}^{x} |x|^p \, dF_n(x) = \sup_{n \geq 1} E\left|\frac{S_n}{n}\right|^p < \infty.
\]
The conclusion then follows immediately from Corollary 2.

The next corollary has, in essence, been obtained by de Acosta and Giné [18]. Furthermore, if $E|X_1|^p < \infty$ for some $p \geq 3$, the corollary follows readily from an inequality of Osipov [19] which also appears in Petrov [15, Theorem 13, p. 125].
COROLLARY 4. Let \( \{X_n, n \geq 1\} \) be i.i.d. random variables with \( EX_1 = 0, \) 
\[ 0 < E|X_1|^p < \infty \] for some \( p \geq 2 \) and let \( F_n \) denote the distribution function of 
\[ \sum_{j=1}^{n} X_j/(nEX_1)^{1/2}, \] \( n \geq 1. \) Then (3.3) obtains for all \( r > 1/p. \) Moreover, if 
\[ E|X_1|^p < \infty \] for all \( p > 0, \) then (3.3) obtains for all \( r > 0. \)

PROOF. To prove the first assertion, let \( r > 1/p. \) If \( p \geq 2, \) then (3.3) holds 
by the Agnew global CLT \[1\] or by Corollary 2 as already discussed, whence it will be 
assumed that \( p > 2. \) Since condition (3.4) is then automatic, (3.3) follows directly 
from Theorem 4. To prove the last assertion, let \( r > 0, \) choose \( p \geq 2 \) large enough so 
that \( r > 1/p, \) and simply apply the portion of the corollary already proved. \( \Box \)
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