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Stochastic antiderivational equations on Banach spaces over local non-Archime-
dean fields are investigated. Theorems about existence and uniqueness of the so-
lutions are proved under definite conditions. In particular, Wiener processes are
considered in relation to the non-Archimedean analog of the Gaussian measure.
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1. Introduction. This paper continues the investigations of stochastic pro-

cesses on non-Archimedean spaces [8]. In the first part, stochastic processes

were defined on Banach spaces over non-Archimedean local fields and the

analogs of Itô formula were proved. This part is devoted to stochastic an-

tiderivational equations. In the non-Archimedean case, antiderivational equa-

tions are used instead of stochastic integral or differential equations in the

classical case.

In Section 2, suitable analogs of Gaussian measures are considered. Cer-

tainly they do not have any complete analogy with the classical one, some

of their properties are similar and some are different. They are used for the

definition of the standard (Wiener) stochastic process. Integration by parts for-

mula for the non-Archimedean stochastic processes is studied. Some particular

cases of the general Itô formula from [8] are discussed here more concretely. In

Section 3, with the help of them, stochastic antiderivational equations are de-

fined and investigated. Analogs of theorems about existence and uniqueness

of solutions of stochastic antiderivational equations are proved. Generating

operators of solutions of stochastic equations are investigated. All results of

this paper are obtained for the first time.

In this paper the notations of [8] are also used.

2. Gaussian measures and standard Wiener processes

on a non-Archimedean Banach space

2.1. Let H = c0(α,K) be a Banach space over a local field K. Let �P be a

cylindrical algebra generated by projections on finite-dimensional over K sub-

spaces F inH and Borel σ -algebras Bf(F). Denote by � the minimal σ -algebra

σ(�P ) generated by �P .
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We consider functions, whose Fourier transform has the form

f̂ (x)= f̂β,γ,q(x) := exp
(−β|x|q)χγ(x), (2.1)

where the Fourier transform was defined in [12] and [13, Section 7], γ ∈ K,

0< β<∞, 0< q <∞.

Definition 2.1. A cylindrical measure µ on �P is called q-Gaussian if each

of its one-dimensional projections is q-Gaussian, that is,

µg(dx)= Cβ,γ,qfβ,γ,qv(dx), (2.2)

where v is the Haar measure on Bf(K) with values in R, g is a continuous

K-linear functional on H = c0(α,K) giving projection on one-dimensional sub-

space in H, Cβ,γ,q > 0 are constants such that µg(K)= 1, β and γ may depend

on g, q is independent of g where 1≤ q <∞, and α⊂ω0 whereω0 is the first

countable ordinal.

If µ is a measure on H, then µ̂ denotes its characteristic functional, that is,

µ̂(g) := ∫H χg(x)µ(dx), where g ∈H∗, χg :H → C is the character of H as the

additive group (see [8, Section 3.4]).

Theorem 2.2. A nonnegative q-Gaussian measure µ on c0(ω0,K) is σ -addi-

tive on Bf(c0(ω0,K)) if and only if there exists an injective compact operator

J ∈ Lq(c0(ω0,K)) for a chosen 1≤ q <∞ such that

µ(dx)=
∞�
j=1

µj
(
dxj

)
, (2.3)

where

J = diag
(
ζj : ζj ∈K, j ∈ω0

)
, (2.4)

µj
(
dxj

)= Cβj,γj ,qfβj ,γj ,qv(dxj) (2.5)

are measures on ejK, x = (xj : j ∈ω0) ∈ c0(ω0,K), xj ∈ K, βj = |ζj|−q, and

γ = (γj : j ∈ ω0) ∈ c0(ω0,K). Moreover, each one-dimensional projection µg

has the following characteristic functional:

µ̂g(h)= exp


−


∑

j
βj
∣∣gj∣∣q


|h|q


χg(γ)(h), (2.6)

where g = (gj : j ∈ω0)∈ c0(ω0,K)∗.

Proof. Let θ be a characteristic functional of µ. By the non-Archimedean

analog of the Minlos-Sazonov theorem (see [6, Section 2.31], [5, 7]), a measure

µ is σ -additive if and only if, for each c > 0, there exists a compact operator
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Sc such that |Re(µ(y)−µ(x))|< c for each x,y ∈ c0(ω0,K) with |z∗Scz|< 1,

where z = x−y . From Definition 2.1, it follows that each projection µj on Kej
has the form given by (2.5). It remains to establish that µ is σ -additive if and

only if J ∈ Lq(c0(ω0,K)) and γ ∈ c0(ω0,K).
We have

µj
(
K\B(K,0,r ))≤ C

∫
x∈K,|x|>r

exp
(
−
∣∣∣∣ xζj

∣∣∣∣
q)∣∣ζj∣∣−1v(dx)

≤ C1

∫
y∈R,|y|>r

exp
(−|y|q∣∣ζj∣∣−q)∣∣ζj∣∣−1dy,

(2.7)

where C > 0 and C1 > 0 are constants independent of ζj for b0 >p3 and each

r > b0, 1 ≤ q < ∞ is fixed (see also the proof of [6, Lemma 2.8], [7], and [2,

Theorem II.2.1]). Evidently, g(γ) is correctly defined for each g ∈ c0(ω0,K)∗

if and only if γ ∈ c0(ω0,K). In this case the character χg(γ) : K → C is defined

and χg(γ) =
∏∞
j=1χgjγj . Due to [6, Lemma 2.3] and [7], if J ∈ Lq(c0) and γ ∈

c0(ω0,K), then µ is σ -additive.

Let 0 ≠ g ∈ c∗0 . Since K is the local field, there exists x0 ∈ c0 such that

|g(x0)| = ‖g‖ and ‖x0‖ = 1. Put gj := g(ej). Then ‖g‖ ≤ supj |gj| since g(x)=∑
j xjgj , wherex = xjej :=∑j xjej withxj ∈K. Consequently, ‖g‖ = supj |gj|.

We denumerate the standard orthonormal basis {ej : j ∈ N} such that |g1| =
‖g‖. There exists an operator E on c0 with matrix elements Ei,j = δi,j for each

i,j > 1, E1,j = gj for each j ∈N. Then |detPnEPn| = ‖g‖ for each n∈N, where

Pn are the standard projectors on spK{e1, . . . ,en} [9]. When g ∈ {e∗j : j ∈ω0},
then evidently, µg has the form given by (2.5) since µi(K)= 1 for each i∈ω0,

where e∗j (ei)= δi,j for each i,j.
Suppose now that J ∉ Lq(c0). For this, we consider µg(K \ B(K,0,r )) ≥∑
j
∫
x∈K,|x|>r C exp(−|x/ζj|q)|ζj|−1v(dx), where g = (1,1,1, . . .)∈c∗0 = l∞(ω0,

K). On the other hand, there exists a constant C2 > 0 such that for b0 >p3 and

for each r > b0, we have the following inequality:

∫
x∈K,|x|>r

C exp
(
−
∣∣∣∣ xζj

∣∣∣∣
q)∣∣ζj∣∣−1v(dx)

≥ C2

[∫∞
r

exp
(−∣∣y∣∣q∣∣ζj∣∣−q)∣∣ζj∣∣−1dy

+
∫ −r
−∞

exp
(−|y|q∣∣ζj∣∣−q)∣∣ζj∣∣−1dy

]
.

(2.8)

From the estimates of [2, Lemma II.1.1] and using the substitution z = y1/2q

for y > 0 and z = (−y)1/2q for y < 0, we get that µg is not σ -additive, conse-

quently, µ is not σ -additive since P−1
g (A) are cylindrical Borel subsets for each

A∈ Bf(K), where Pgz = g(z) is the induced projection on K for each z ∈ c0.
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For the verification of formula (2.6), it is sufficient at first to consider the

measure µ on the algebra �P of cylindrical subsets in c0. Then for each pro-

jection µg , where g ∈ spK(e1, . . . ,em)∗, we have

µ̂g(h)=
∫

K
···

∫
K
χe(hz)µ1

(
dx1

)···µm(dxm), (2.9)

where e= (1, . . . ,1)∈Qn
p , h∈K, n := dimQp K, xi ∈Kei, z = g(x), x = (x1, . . . ,

xm), consequently, µ̂g(h) =∏m
i=1 µ̂i(hgi) since χe(hg(x)) =

∏m
i=1χe(higixi)

for each x ∈ spK(e1, . . . ,em). Since J ∈ Lq, then µ is the Radon measure, con-

sequently, the continuation of µ from �P produces µ on the Borel σ -algebra

of c0, hence limm→∞ µ̂Qmg(h) = µ̂g(h), where Qm is the natural projection on

spK(e1, . . . ,em)∗ for eachm∈N such that Qm(g)= (g1, . . . ,gm). Using expres-

sions of µ̂i, we get formula (2.6). From this, it follows that if J ∈ Lq, then µ̂(g)
exists for each g ∈ c∗0 if and only if γ ∈ c0, since µ̂g(h)= µ̂(gh) for each h∈K

and g ∈ c∗0 .

Corollary 2.3. For each h1,h2 ∈ K and g ∈ c0(ω0,K)∗, |µ̂g(h1+h2)| ≤
max(|µ̂g(h1)|,|µ̂g(h2)|).

Remark 2.4. Let Z be a compact subset without isolated points in a lo-

cal field K, for example, Z = B(K, t0,1). Then the Banach space C0(Z,K) has

the Amice polynomial orthonormal base Qm(x), where x ∈ Z , m ∈ N0 :=
{0,1,2, . . .} [1]. Suppose that P̃n−1 : Cn−1(Z,K)→ Cn(Z,K) are antiderivations

from [11, Section 80], where n ∈ N. Each f ∈ C0 has a decomposition f(x) =∑
mam(f)Qm(x), where am ∈K. These decompositions establish the isomet-

ric isomorphism θ : C0(Z,K)→ c0(ω0,K) such that ‖f‖C0 =maxm |am(f)| =
‖θ(f)‖c0 . Since Z is homeomorphic with Zp , then P̃1P̃0 : C0(Z,K)→ C2(Z,K)
is a linear injective compact operator such that P̃1P̃0 ∈ L1, where P̃ j here cor-

responds to P̃j+1 : Cj → Cj+1 antiderivation operator by Schikhof (see also

[11, Sections 54 and 80] and [6, Section I.2.1]). The Banach space C2(Z,K) is

dense in C0(Z,K). Using Theorem 2.2 above and [8, Note 2.3] for q ≥ 1, we get a

q-Gaussian measure on C0(Z,K), where P̃1P̃0f =∑j λjPjf and Jf =∑j ζjPjf
for each f ∈ C0, we put |λj||π|q ≤ |ζj|q ≤ |λj| for each j ∈ N, Pj are projec-

tors, λj,ζj ∈K, p−1 ≤ |π|< 1, π ∈K, and |π| is the generator of the valuation

group of K.

If H = c0(ω0,K), then the Banach space C0(Z,H) is isomorphic with the

tensor product C0(Z,K)⊗H (see [12, Section 4.R]). Therefore, the antideriva-

tion P̃n on Cn(Z,K) induces the antiderivation P̃n on Cn(Z,H). If Ji ∈ Lq(Yi),
then J := J1⊗J2 ∈ Lq(Y1⊗Y2) (see also [12, Theorem 4.33]). Put Y1 = C0(Z,K)
and Y2 = H, then each J := J1⊗J2 ∈ Lq(Y1⊗Y2) induces the q-Gaussian mea-

sure µ on C0(Z,H) such that µ = µ1⊗µ2, where µi are q-Gaussian measures

on Yi induced by Ji as above. In particular, for q = 1 we can also take J1 =
P̃1P̃0. The 1-Gaussian measure on C0(Z,H) induced by J = J1⊗J2 ∈ L1 with

J1 = P̃1P̃0 is called standard. Analogously considering the following Banach
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subspace C0
0 (Z,H) := {f ∈ C0(Z,H) : f(t0) = 0} and operators J := J1⊗J2 ∈

L1(C0
0 (Z,K)⊗H), we get the 1-Gaussian measures µ on it also, where t0 ∈ Z is

a marked point. Certainly, we can take other operators J1 ∈ Lq(Y1) not related

with the antiderivation as above.

3. Non-Archimedean stochastic antiderivational equations

3.1. We define a (non-Archimedean) Wiener process w(t,ω) with values in

H as a stochastic process (see [8, Definition 4.1]) such that

(ii)′ the random variable w(t,ω)−w(u,ω) has a distribution µFt,u , where µ
is a probability Gaussian measure on C0(T ,H) described in Definition 2.1.

3.2. If µ is the standard Gaussian measure on C0
0 (T ,H), then the Wiener

process is called standard (see also [6, Theorem 3.23, Lemmas 2.3, 2.5, 2.8,

and Section 3.30], [7]).

Remark 3.1. In [8] the non-Archimedean analogs of the Itô formula were

proved. In the particular case H = K we have a ∈ Ls(Ω,�,λ;C0(T ,K)), E ∈
Lr (Ω,�,λ;C0(T ,K)), f ∈ Cn(T ×K,Y ), and w ∈ Lq(Ω,�,λ;C0

0 (T ,K)) are func-

tions (see [8, Sections 3.1, 4.3 and Definition 4.1]), so that

P̂ub+m−l,w(u,ω)l
[(

∂m+bf
∂ub∂xm

)(
u,ξ(u,ω)

)◦(I⊗b⊗a⊗(m−l)⊗E⊗l)]
∣∣∣∣
u=t

=
∑
j

(
∂m+bf
∂ub∂xm

)(
tj,ξ

(
tj,ω

))[
tj+1−tj

]b+m−la(tj,ω)k−l

×[E(tj,ω)(w(tj+1,ω
)−w(tj,ω))]l

(3.1)

for each m+b ≤ n, where tj = σj(t) and a(t,ω), E(t,ω), w(t,ω) ∈ K, that

is, a, E, w commute. In particular, P̃mu,0f(u) =
∑m
k=1(k!)−1P̂ukf (k)(u), that is,

P̃mu,0f(u)|u=t = P̃m+1f ′(t),where P̃m+1 : Cm(T ,K)→ Cm+1(T ,K) is the Schikhof

linear continuous antiderivation operator (cf. [11, Section 80]).

In the non-Archimedean case, the formula

M
[(∫ T

S
φ(t,ω)dBt(ω)

)2
]
=M

[∫ T
S
φ(t,ω)2dt

]
(3.2)

(see [10, Lemma 3.5]) is not valid, but it has another analog. Let X be a locally

compact Hausdorff space and let BCc(X,H) denote a subspace of C0(X,H)
consisting of bounded continuous functions f such that for each ε > 0 there

exists a compact subset V ⊂ X for which ‖f(u)‖H < ε for each u ∈ X \V . In

particular, for X ⊂ K, e∗ ∈H∗, and a fixed t ∈ X in accordance with [12, The-

orem 7.22], there exists a K-valued tight measure µt,ω,e∗,b,k on the σ -algebra
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Bco(X) of clopen subsets in X such that

e∗P̂ub,wkψ(u,x,ω)◦
(
I⊗b⊗E⊗k)|u=t

=
∫
X
ψ
(
u,E(u,ω)w(u,ω),ω

)
µt,ω,e∗,b,k(du)

(3.3)

for each ψ ∈ Lr (Ω,�,λ;BCc(X,Lk(H⊗k,H))) and E ∈ Lq(Ω,�,λ;BCc(X,L(H))),
where H∗ is a topologically conjugate space, 1≤ r ,q ≤∞, and 1/r +1/q ≥ 1.

If χγ : K → S1 := {z ∈ C : |z| = 1} is a continuous character of K as the

additive group, then

Mχγ
((
e∗P̂ub,wkψ(u,x,ω)◦

(
I⊗b⊗E⊗k)∣∣u=t

)l)

=
∏
j
Mχγ

((
e∗ψ

(
tj,x,ω

)[
tj+1−tj

]b)

◦
(
1⊗b⊗(E(tj,ω)[w(tj+1,ω

)−w(tj,ω)])⊗k)l)
(3.4)

due to [8, Definition 4.1(i)]. Forψ independent from x, l= 1, k= 2, b = 0, E = 1,

and H =K (so that e∗ = 1), (3.4) takes a simpler form, which can be considered

as another analog of the classical formula. For the evaluation of appearing

integrals, tables from [13, Section 1.5.5] can be used. Another important result

is the following theorem.

Theorem 3.2. Let ψ ∈ L2(Ω,�,λ;C0(T ,L(H))), w ∈ L2(Ω,�,λ;C0
0 (T ,H))

be the stochastic processes on the Banach space H over K. Then there exists a

functionφ∈ C0(T ,H)such thatMχγ(gP̂w(u,ω)ψ(u,ω)◦I|u=t)= µ̂(γgP̂uφ(u)|u=t)
for each γ ∈K and each t ∈ T and for each g ∈H∗.

Proof. Let t ∈ T and tj = σj(t), where σj is the approximation of the iden-

tity in T and Fa,b(w) := w(a,ω)−w(b,ω) for a,b ∈ T (see [8, Section 2.1]).

In view of [8, Definition 4.2.(i), (ii)] and the Hahn-Banach theorem [12], there

exists a projection operator Prg such that µ̂(Fa,bgE)(h)= µ̂(Fa,b Prg)(Prg Eh) since

Fa,bghEw = ghE(w(a,ω)−w(b,ω)) = hgEFa,bw for each a,b ∈ T and for

each h ∈ K, where µ̂ is the characteristic functional of the measure µ cor-

responding to w, that is, µ̂(g) := ∫C0
0 (T ,H)

χg(y)µ(dy), where g ∈ C0
0 (T ,H)∗,

χg : C0
0 (T ,H) → C is the character of C0

0 (T ,H) as the additive group, E ∈
L(H), y ∈ C0

0 (T ,H), and µ is the Borel measure on C0
0 (T ,H) (see also [8,

Section 3.4]). The random variable E(w(a,ω) −w(b,ω)) has the distribu-

tion µFa,bE for each a ≠ b ∈ T and E ∈ L(H). On the other hand, the projec-

tion operator Pre commutes with the antiderivation operator P̂u on C0(T ,H),
where (Pre f )(t) := Pre f (t) is defined pointwise for each f ∈ C0(T ,H). In

L2(Ω,�,λ;C0(T ,H)) the family of step functions f(t,ω)=∑nj=1 ChUj (ω)fj(t)
is dense, where fj ∈ C0(T ,H), ChU is the characteristic function of U ∈ �,
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and n ∈ N since λ(Ω) = 1 and λ is nonnegative. For each t ∈ T , there ex-

ists limj→∞ψ(tj,ω)·(w(tj+1,ω)−w(tj,ω)) in L2(Ω,�,λ;H) (see [8, Theorem

2.12]).

If A∈ L(H), then

(i) χγ((g1+g2)Az)= χγ(g1Az)χγ(g2Az) for each g1,g2 ∈H∗ and z ∈H,

(ii) χγ(gA(z1+z2))= χγ(gAz1)χγ(gAz2) for each g ∈H∗ and z1,z2 ∈H,

(iii) χγ(agAz)= [χγ(gAz)]ζ(a) for each {(e,γgAz)}p ≠ 0 and a∈K,

where ζ(a) := {(e,γagAz)}p/{(e,γgAz)}p. On the other hand, A is com-

pletely defined by the family {e∗i Aej : i,j ∈ α}, where H = c0(α,K), e∗i (ej) =
δi,j , e∗i ∈ H∗, and {ej : j ∈ α} is the standard orthonormal base of H. Hence,

the family {χγ(ae∗i Aej) : i,j ∈ α; a ∈ K} completely characterizes A ∈ L(H)
due to (i), (ii), and (iii) when γ ≠ 0.

For each y ∈H and each γ ∈K, the functionMχγ(gψ(t,ω)y) is continuous

by t ∈ T , consequently, there exists a continuous function φ : T →H such that

Mχγ(gψ(t,ω)y) = χγ(gφ(t)y) for each y ∈ H and t ∈ T since characters

χγ are continuous from K to C and χγ(h) = χ1(γh) for each 0 ≠ γ ∈ K and

h ∈ K and the C-linear span of the family {χγ : γ ∈ K} of characters is dense

in C0(K,C) by the Stone-Weierstrass theorem [3, 4]. On the other hand,

lim
j→∞

χγ

( j∑
i=0

aj

)
=

∞∏
i=1

χγ
(
ai
)

(3.5)

when limj aj = 0 for a sequence aj in K. Therefore,

Mχγ


g ∞∑

j=0

ψ
(
tj,ω

)·[w(tj+1,ω
)−w(tj,ω)]




=
∞∏
j=0

µ̂
(
γgφ

(
tj
)(
tj+1−tj

))

= µ̂(γgP̂uφ(u)|u=t) for each t ∈ T and each g ∈H∗.

(3.6)

From the equality χa+b(c) = χa(c)χb(c) for each a,b,c ∈ K, the statement of

this theorem follows for each γ ∈K.

Theorem 3.3. Let a ∈ Lq(Ω,�,λ;C0(BR,Lq(Ω,�,λ;C0(BR,H)))) and E ∈
Lr (Ω,�,λ;C0(BR,L(Lq(Ω,�,λ;C0(BR,H))))), a = a(t,ω,ξ), E = E(t,ω,ξ), t ∈
BR,ω∈Ω, ξ ∈ Lq(Ω,�,λ;C0(BR,H)) and ξ0 ∈ Lq(Ω,�,λ;H), andw∈Ls(Ω,�,λ;

C0
0 (BR,H)) with 1/r+1/s = 1/q, 1≤ r ,s,q ≤∞, where a and E satisfy the local

Lipschitz condition

(LLC) for each 0< r <∞ there exists Kr > 0 such that

max
(∥∥a(t,ω,x)−a(t,ω,y)∥∥,∥∥E(t,ω,x)−E(t,ω,y)∥∥)≤Kr‖x−y‖ (3.7)
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for each x,y ∈ B(C0(BR,H),0,r ), t ∈ BR , and ω ∈ Ω. Then the stochastic pro-

cess of the type

ξ(t,ω)= ξ0(ω)+
(
P̂ua

)
(u,ω,ξ)|u=t+

(
P̂w(u,ω)E

)
(u,ω,ξ)

∣∣
u=t (3.8)

has a unique solution.

Theorem 3.4. Let a ∈ L∞(Ω,�,λ;C0(BR,Lq(Ω,�,λ;C0(BR,H)))) and E ∈
L∞(Ω,�,λ;C0(BR,L(Lq(Ω,�,λ;C0(BR,H))))), a= a(t,ω,ξ), E = E(t,ω,ξ), t ∈
BR, ω ∈ Ω, ξ ∈ Lq(Ω,�,λ;C0(BR,H)) and ξ0 ∈ Lq(Ω,�,λ;H), w ∈ L∞(Ω,
�,λ;C0

0 (BR,H)), 1 ≤ q ≤∞, where a and E satisfy the local Lipschitz condition

(LLC). Suppose there is a stochastic process of the type

(i) ξ(t,ω) = ξ0(ω) +
∑∞
m+b=1

∑m
l=0(P̂ub+m−l,w(u,ω)l[am−l+b,l(u,ξ(u,ω)) ◦

(I⊗b ⊗ a⊗(m−l) ⊗ E⊗l)])|u=t such that am−l,l ∈ C0(BR1 × B(Lq(Ω,�,λ;

C0(BR,H)),0,R2),Lm(H⊗m;H)) is continuous and bounded on its domain

for each n,l, 0<R2 <∞,

(ii) limn→∞ sup0≤l≤n‖an−l,l‖C0(BR1×B(Lq(Ω,�,λ;C0(BR,H)),0,R2),Ln(H⊗n,H)) = 0 for

each 0 < R1 ≤ R when 0 < R < ∞, for each 0 < R1 < R when R = ∞,

and for each 0<R2 <∞.

Then (i) has a unique solution in BR .

Proof of Theorem 3.4. We have max(‖a(x)−a(y)‖g,‖E(x)−E(y)‖g)≤
K‖x−y‖g , hence max(‖a(x)‖g,‖E(x)‖g) ≤ K1(‖x‖g +1) for each x,y ∈ H
and for each 1 ≤ g <∞, t ∈ BR , and each ω ∈Ω, where K and K1 are positive

constants, a(x) and E(x) are short notations of a(t,ω,x) and E(t,ω,x) for

x = ξ(t,ω), respectively. Let X0(t)= x,. . . ,

Xn(t)= x+
∞∑

m+b=1

m∑
l=0

(
P̂ub+m−l,w(u,ω)l

[
am−l+b,l

(
u,Xn−1(u,ω)

)

◦(I⊗b⊗a⊗(m−l)⊗E⊗l)])∣∣∣
u=t ,

(3.9)

consequently,

Xn+1−Xn(t)=
∞∑

m+b=1

m∑
l=0

(
P̂ub+m−l,w(u,ω)l

[
am−l+b,l

(
u,Xn(u)

)−am−l+b,l(u,Xn−1(u)
)]

◦(I⊗b⊗a⊗(m−l)⊗E⊗l))∣∣u=t ,
(3.10)

where in general

P̂a(u,ξ)1|u=t = a
(
t,ξ(t,ω)

)−a(t0,ξ(t0,ω))≠ P̂ua(u,ξ)
=
∑
j
a
(
tj,ξ

(
tj,ω

))[
tj+1−tj

]
, (3.11)
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tj = σj(t) for each j = 0,1,2, . . . . Let M(η) be a mean value of a real-valued

distribution η(ω) by ω∈Ω. Then

M
∥∥P̂ub+m−l,w(u,ω)l[am−l+b,l(u,Xn(u))−am−l+b,l(u,Xn−1(u)

)]∣∣
(BR1×B(Lq,0,R2))

◦(I⊗b⊗a⊗(m−l)⊗E⊗l)∣∣∣
u=t

∥∥g
≤K(M∥∥P̂ub+m−l,w(u,ω)l∥∥g)∥∥am−l+b,l|(BR1×B(Lq,0,R2))

∥∥g
×
(
M sup

u

∥∥Xn(u)−Xn−1(u)
∥∥g)(M sup

u
‖a‖m−l

)(
M sup

u
‖E‖l

)
,

(3.12)

where Xn ∈ C0
0 (BR,H) for each n, 1≤ g <∞. On the other hand,

X1(t)= x(t)

+
∞∑

m+b=1

m∑
l=0

(
P̂ub+m−l,w(u,ω)l

[
am−l+b,l

(
u,x(u)

)◦(I⊗b⊗a⊗(m−l)⊗E⊗l)])∣∣u=t ,
(3.13)

consequently,

∥∥X1(t)−X0(t)
∥∥g

≤ sup
m,l,b

(∥∥P̂ub+m−l,w(u,ω)l[am−l+b,l(u,x(u))◦(I⊗b⊗a⊗(m−l)⊗E⊗l)]∥∥g)∣∣u=t .
(3.14)

Due to condition (ii) of Theorem 3.4 for each ε > 0 and 0<R2 <∞, there exists

Bε ⊂ BR such that

K sup
m,l,b

(∥∥P̂ub+m−l,w(u,ω)l∣∣Bε[am−l+b,l(u,∗)|(Bε×B(Lq,0,R2))

◦(I⊗b⊗a⊗(m−l)⊗E⊗l)]∥∥g)=: c < 1.
(3.15)

Therefore, there exists a unique solution on each Bε since supu‖X1(u)−X0(u)‖
<∞ and liml→∞ clC=0 for eachC > 0, hence there exists limn→∞Xn(t)=X(t)=
ξ(t,ω)|Bε , where C :=M supu∈Bε ‖X1(u)−X0(u)‖g ≤ (c+1)K <∞, here Bε is

an arbitrary ball of radius ε in BR , t ∈ Bε.
If X1 and X2 are two solutions, then X1 −X2 =: ψ = ∑n

j=1CjChB(K,xj ,rj),
where n∈N, Cj ∈K, T = BR , since BR has a disjoint covering by balls B(K,xj,
rj), on each such ball there exists a unique solution with a given initial condi-

tion on it (i.e., in a chosen pointxj such thatCj and B(K,xj,rj) are independent

of ω). If S is a polyhomogeneous function, then there exists n = deg(S) <∞
such that differentials DmS = 0 for each m > n, but its antiderivative P̂ has

Dn+1P̂S ≠ 0. If ‖S1‖ > ‖S2‖, then ‖P̂S1‖ > ‖P̂S2‖, which we can apply to a
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convergent series considering terms ‖DmP̂S‖(modpk) for each k∈N. There-

fore,

ψ=
∞∑

m+b=1

m∑
l=0

(
P̂ub+m−l,w(u,ω)l

[
am−l+b,l

(
u,X2)−am−l+b,l(u,X1)]

◦(I⊗b⊗a⊗(m−l)⊗E⊗l))∣∣u=t ,
(3.16)

where the functionψ is locally constant by t and independent ofω. The term

(
Φ1w

)(
ti;1;ti+1−ti

)=
[
w
(
ti+1

)−w(ti)](
ti+1−ti

) (3.17)

has the infinite-dimensional over K range in C0(B2
R \∆,H) for λ-a.e. ω ∈ Ω,

where ∆ := {(u,u) :u∈ BR}. In view of [8, Lemma 2.2],ψ= 0 since it is evident

for a(u,X), E(u,X), and ak−l,l(u,X) depending on X locally polynomially or

polyhomogeneously for each u, but such locally polynomial or polyhomoge-

neous functions by X are dense in

Lq
(
Ω,�,λ;C0(BR,Lq(Ω,�,λ;C0(BR,H)))),

Lq
(
Ω,�,λ;C0(BR,L(Lq(Ω,�,λ;C0(BR,H))))),

C0(BR1×B
(
Lq
(
Ω,�,λ;C0(BR,H)),0,R2

)
,Lk

(
H⊗k;H

))
,

(3.18)

respectively.

The proof of Theorem 3.3 is a particular case of the latter proof.

Proposition 3.5. Let ξ be the Wiener process given by (3.8) with the 1-

Gaussian measure associated with the operator P̃1P̃0 as in Remark 2.4 and let

also

max
(∥∥a(t,ω,x)−a(v,ω,x)∥∥,∥∥E(t,ω,x)−E(v,ω,x)∥∥)
≤ |t−v|(C1+C2‖x‖b

) (3.19)

for each t and v ∈ B(K, t0,R) λ-a.e. byω∈Ω, where b, C1, and C2 are nonneg-

ative constants. Then ξ has a C2-modification with probability 1 and

q(t)≤max
{∥∥ξ0

∥∥s ,∣∣t−t0∣∣(C1+C2q(t)
)}

(3.20)

for each t ∈ B(K, t0,R), where q(t) := sup|u−t0|≤|t−t0|M‖ξ(t,ω)‖s and N � s ≥
b ≥ 0.
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Proof. For the function f(t,x) = xs in accordance with [8, Theorem 4.5],

we have

f
(
t,ξ(t,ω)

)

= f (t0,ξ0
)+ s∑

k=1

k∑
l=0

(
k
l

)(
P̂uk−l,w(u,ω)l

×
[(
s
k

)
ξ(t,ω)s−k

(
u,ξ(u,ω

))◦(a⊗(k−l)⊗E⊗l)
])∣∣∣∣∣

u=t
,

(3.21)

hence

M
∥∥ξ(t,ω)∥∥s ≤max

(
‖ξ0‖s ,|t−t0|d

(
P̂ s∗
)(
C1+C2 sup

|u−t0|≤|t−t0|
M
∥∥ξ(u,ω)∥∥s

))
,

(3.22)

since |tj−t0| ≤ |t−t0| for each j ∈N and

M
∥∥ξ(t,ω)−ξ(v,ω)∥∥s
≤ |t−v|

(
1+C1+C2d

(
P̂ s∗
)

sup
|u−t0|≤max(|t−t0|,|v−t0|)

M
∥∥ξ(u,ω)∥∥s

)
,

(3.23)

since |tj−vj| ≤ |t−v|+ρj for each j ∈N, where 0< ρ < 1,

d
(
P̂ s∗
)

:=
supa≠0,E≠0,f≠0 maxs≥k≥l≥0

∥∥(k!)−1
(
k
l

)
P̂uk−l,wl

(
∂kf/∂kx

)◦(a⊗(k−l)⊗E⊗l)∥∥
‖a‖k−lC0(BR,H)

‖E‖lC0(BR,L(H))
‖f‖Cs(BR,H)

,

(3.24)

hence d(P̂s∗)≤ 1, since f ∈ Cs as a function by x and (Φ̄sg)(x;h1, . . . ,hs ;0, . . . ,
0)=Dsxg(x)·(h1, . . . ,hs)/s! for each g ∈ Cs and due to the definition of ‖g‖Cs .
Considering in particular polyhomogeneous g on which d(P̂s∗) takes its max-

imum value, we get d(P̂s∗) = 1. Since P(C2) = 1 for the Markov measure P
induced by the transition measures P(v,x,t,S) := µFt,v (S|ξ(v)= x) for t ≠ v
of the non-Archimedean Wiener process (see Theorem 2.2), then ξ has a C2-

modification with probability 1.

Note. If we consider a general stochastic process as in [8, Theorem 4.2],

then from the proof of Proposition 3.5 it follows that ξ has a modification

in the space J(C0
0 (T ,H)) with the probability 1, where J is a nondegenerate

correlation operator of the product measure µ on C0
0 (T ,H).

Proposition 3.6. Let ξ be a stochastic process given by (3.8) and let

max
(∥∥a(t,ω,x1

)−a(v,ω,x2
)∥∥,∥∥E(t,ω,x1

)−E(v,ω,x2
)∥∥)

≤ |t−v|
(
C1+C2

∥∥x1−x2

∥∥b) (3.25)
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for each t and v ∈ B(K, t0,R) λ-a.e. by ω ∈ Ω, where b, C1, and C2 are non-

negative constants. Then two solutions ξ1 and ξ2 with initial conditions ξ1,0 and

ξ2,0 satisfy the following inequality:

y(t)≤max
{∥∥ξ1,0−ξ2,0

∥∥s ,∣∣t−t0∣∣(C1+C2y(t)
)}

(3.26)

for each t ∈ B(K, t0,R), where y(t) := sup|u−t0|≤|t−t0|M‖ξ1(t,ω)−ξ2(t,ω)‖s
and N� s ≥ b ≥ 0.

Proof. From Proposition 3.5, it follows that

M
∥∥ξ1(t,ω)−ξ2(t,ω)

∥∥s
≤ ∣∣t−t0∣∣

(
C1+C2 sup

|u−t0|≤|t−t0|
M
∥∥ξ1(u,ω)−ξ2(u,ω)

∥∥s), (3.27)

since d(P̂s∗)≤ 1.

Remark 3.7. Let Xt = X0+ P̂ta+ P̂wv and Yt = Y0+ P̂tq+ P̂ws be two sto-

chastic processes corresponding to E = I and a Banach algebra H over K in [8,

Section 4.3]. Then

XuYu−XtYt =
(
Xu−Xt

)(
Yu−Yt

)+Xt(Yu−Yt)+(Xu−Xt)Yt, (3.28)

where u,t ∈ T . Hence d(XtYt) = XtdYt + (dXt)Yt + (dXt)(dYt). Therefore,

P̂XtYt = XtYt − X0Y0 − P̂YtXt − P̂(Xt ,Yt)1, which is the non-Archimedean ana-

log of the integration by parts formula, where in all terms Xt is displayed

on the left of Yt . For two C1 functions f and g, we have (fg)′ = f ′g+ fg′
or d(fg)= gdf +fdg, that is, terms with (dt)(dt) are absent, consequently,

(dt)(dt)= 0. In a particular caseXt = Yt =wt , this leads tow2
t −w2

0−2P̂wtwt =
P̂(wt ,wt)1, where the last term corresponds to (dwt)(dwt)≠ 0. This means that

d(w2)= 2wdw+(dw)(dw). For Xt =wt and Yt = t, the integration by parts

formula gives P̂wt t = wtt − P̂twt − P̂(t,wt)1 such that P̂(t,wt)1 =
∑
j tj[wtj+1 −

wtj ]−wtt+
∑
j wtj [tj+1−tj]≠ 0, for example, for t = 1, w ∈ C0

0 (T ,H), T = Zp
and t0 = 0 this gives P̂(t,wt)1=w1−w0 =w1. Therefore, (dt)(dwt)≠ 0, that is

the important difference of the non-Archimedean and classical cases (cf. [10,

Exercise 4.3 and Theorem 4.5]).

IfH is a Banach space over the local field K and f(x,y)= x∗y is a K-bilinear

functional on it, where x∗ is an image of x ∈H under an embedding H ↩H∗

associated with the standard orthonormal base {ej} in H, then

P̂X∗t Yt =X∗t Yt−X∗0 Y0− P̂Y∗t Xt− P̂(X∗t ,Yt)1, (3.29)

hence d(X∗t Yt) = X∗t dYt + (dX∗t )Yt + (dX∗t )(dYt) and d(w∗w) = w∗dw +
(dw∗)w+(dw∗)(dw).
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Definition 3.8. If ξ(t,ω)∈ Lq(Ω,�,λ;C0(BR,H))=: Z is a stochastic pro-

cess and T(t,s) is a family of bounded linear operators satisfying the following

conditions:

(i) T(t,s) :Hs →Ht , where Hs := Lq(Ω,�,λ;C0(B(K,0,|s|),H)),
(ii) T(t,t)= I,

(iii) T(t,s)T(s,v)= T(t,v) for each t,s,v ∈ BR ,

(iv) Ms{‖T(t,s)η‖qH} ≤ C‖η‖qH for each η ∈ Hs , where C is a positive non-

random constant, 1≤ q ≤∞,

then T(t,s) is called a multiplicative operator functional of the stochastic pro-

cess ξ.

If T(t,s;ω) is a system of random variables on Ω with values in L(H), sat-

isfying a.s. conditions (i), (ii), and (iii) and uniformly by t,s ∈ BR condition (iv)

such that (T(t,s)η)(ω) = T(t,s;ω)η(ω), then such multiplicative operator

functional is called homogeneous. An operator A(t)= lims→0[T(t,t+s)−I]/s
is called the generating operator of the evolution family T(t,v). If T(t,v) =
T(t,v ;ω) depends onω, thenA(t)=A(t;ω) is also considered as the random

variable on Ω (depending on the parameter ω) with values in L(H).

Remark 3.9. Let A(t) be a linear continuous operator on a Banach space Y
over K such that it strongly and continuously depends on t ∈ B(K,0,R), that

is, A(t)y is continuous by t for each chosen y ∈ Y and A(t) ∈ L(Y). Then

the solution of the differential equation dx(t)/dt = A(t)x(t), x(s) = x0, has

a solution x(t)=U(t,s)x(s), where U(t,s) is a generating operator such that

U(t,s)= I+ P̂uA(u)U(u,s)|u=tu=s , (3.30)

though x(t) may be nonunique, where x(s)= x0 is an initial condition, x,t ∈
B(K,0,R). The solution of (3.30) exists by using the method of iterations (see

Theorem 3.4).

Indeed, in view of [8, Lemma 2.2], U(s,s)= I and

dx(t)
dt

= ∂U(t,s)x(s)
∂t

=A(t)U(t,s)x(s)=A(t)x(t). (3.31)

If to consider a solution of the antiderivational equation

V(t,s)= I+ P̂uV(t,u)A(u)|u=tu=s , (3.32)

then it is a solution of the Cauchy problem ∂V(t,s)/∂s =−V(t,s)A(s), V(t,t)=
I. Therefore, ∂[V(t,s)U(s,v)]/∂s =−V(t,s)A(s)U(s,v)+V(t,s)A(s)U(s,v)=
0. Hence V(t,s)U(s,v) is not dependent on s; consequently, there exist U and

V such that V(t,s)=U(t,s) for each t,s ∈ B(K,0,R). From this it follows that

U(t,s)U(s,u)=U(t,u) for each s,u,t ∈ B(K,0,R). (3.33)

In particular, if A(t) = A is a constant operator, then there exists a solution

U(t,s)=EXP((t−s)A) (see about EXP in [11, Proposition 45.6]). Equation (3.30)
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has a solution under milder conditions, for example,A(t) is weakly continuous,

that is, e∗A(t)η is continuous for each e∗ ∈ Y∗ and η ∈ Y . Then e∗U(t,s)η
is differentiable by t and U(t,s) satisfies (3.31) in the weak sense and there

exists a weak solution of (3.32) coinciding with U(t,s). If to substitute A(t) on

another operator Ã(t), then for the corresponding evolution operator Ũ(t,s),
there is the following inequality:

∥∥Ũ(t,s)−U(t,s)∥∥≤MM̃ sup
u∈B(K,0,R)

∥∥Ã(u)−A(u)∥∥R, (3.34)

where M := 1+sups,t∈B(K,0,R)‖U(t,s)‖ and M̃ is for Ũ .

Proposition 3.10. Let B(t) and two sequences An(t) and Bn(t) be given

and strongly continuous on B(K,0,R) bounded linear operators, and let Ũ(t,s)
be evolution operators corresponding to Ãn(t)=An(t)+Bn(t), where

sup
n∈N,u∈B(K,0,R)

∥∥Bn(u)∥∥≤ sup
u∈B(K,0,R)

∥∥B(u)∥∥= C <∞. (3.35)

IfMCR<1, then there exists a sequence Ũn(t,s)which is also uniformly bounded.

If there exists Un(t,s) strongly and uniformly converging to U(t,s) in B(K,0,R),
then Ũn(t,s) also can be chosen to be strongly and uniformly convergent.

Proof. From the use of (3.30) and (3.33) iteratively for Un(σj+1(t),σj(t)),
for Un(σj(t),s), and also for Ũn and taking Ũn−Un, it follows that

Ũn(t,s)=Un(t,s)+ P̂vUn(t,v)Bn(v)Ũn(v,s)|v=tv=s for each n∈N. (3.36)

Therefore, ‖Ũn(t,s)‖ ≤ M +MC supv ‖Ũn(v,s)‖R, hence ‖Ũn(t,s)‖ ≤ M/[1−
MCR] since MCR < 1. If limnxn = x in Y and Un(t,s)x is uniformly con-

vergent to U(t,s)x, then for each ε > 0 there exist δ > 0 and m ∈ N such

that supt,s∈B(K,0,R)‖Un(t+h,s+v)xn−Un(t,s)xn‖ < ε, for each n > m, and

max(|h|,|v|) < δ due to equality (3.36).

Proposition 3.11. Let a, am−l+b,l, and E be the same as in Theorem 3.4.

Then Theorem 3.4(i) has the unique solution ξ in BR for each initial value

ξ(t0,ω)∈ Lq(Ω,�,λ;H) and it can be represented in the following form:

ξ(t,ω)= T(t,t0;ω
)
ξ
(
t0;ω

)
, (3.37)

where T(t,v ;ω) is the multiplicative operator functional.

Proof. In view of Theorem 3.4, Definition 3.8, Remark 3.9, and Proposition

3.10 with the use of a parameter ω ∈ Ω, the statement of Proposition 3.11

follows.

3.3. Now we consider the case J(C0
0 (T ,H))⊂ C1(T ,H) (see Proposition 3.5),

for example, the standard Wiener process.
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Corollary 3.12. Let a function f(t,x) satisfy conditions of [8, Theorem

4.7], then a generating operator of an evolution family T(t,v) of a stochastic

process η= f(t,ξ(t,ω)) is given by the following equation:

A(t)η(t)= f ′t
(
t,ξ(t,ω)

)
+f ′x

(
t,ξ(t,ω)

)◦a(t,ω)
+f ′x

(
t,ξ(t,ω)

)◦E(t,ω)w′
t(t,ω)

+
∑

m+b≥2,0≤m∈Z,0≤b∈Z

(
(m+b)!)−1

m∑
l=0

(
m+b
m

)(
m
l

)

×
{
(b+m−l)

(
P̂ub+m−l−1,w(u,ω)l

[(
∂(m+b)f
∂ub∂xm

)

×(u,ξ(u,ω))◦(I⊗b⊗a⊗(m−l)⊗E⊗l)])
∣∣∣∣
u=t

+l
(
P̂ub+m−l,w(u,ω)l−1

[(
∂(m+b)f
∂ub∂xm

)(
u,ξ(u,ω)

)

◦(I⊗b⊗a⊗(m−l)⊗E⊗(l−1))]Ew′
u(u,ω)

)∣∣
u=t

}
.

(3.38)

Proof. In view of [8, Theorem 4.7] and Proposition 3.11, there exists a

generating operator of an evolution family. From [8, Lemma 2.2 and formula

(4.14)], the statement of this corollary follows.

Remark 3.13. If f(t,x) satisfies conditions either of [8, Section 4.3] or of

[8, Corollary 4.6], then formula (3.38) takes simpler forms since the corre-

sponding terms vanish.
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