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When X is a compact Hausdorff space and E is a real Banach space there is a considerable
literature on extremal properties of the space C(X,E) of continuous E-valued functions
on X. What happens if the Banach spaces in which the functions on X take their values
vary over X? In this paper, we obtain some extremal results on the section space Γ(π) and
its dual Γ(π)∗ of a real Banach bundle π : �→ X (with possibly varying fibers), and point
out the difficulties in arriving at totally satisfactory results.
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The present paper is motivated by the considerable literature which exists on vari-

ous extremal properties of Banach spaces of the formC(X,E), the continuous E-valued

functions from the compact Hausdorff space X to the Banach space E with its norm

topology. As examples of this literature, we cite for example [3, 6] and various of their

references. Work has also been done on extremal properties of spaces of the form

C(X,Ew), where in this case Ew is the Banach space E with its weak topology (cf. [7]),

and on C(X,E∗w∗), where E∗w∗ is E∗ with its weak-∗ topology (see [12]).

The classic, and first, example of these extremal properties of C(X,E) is the follow-

ing. Recall that if E is a Banach space and if A ⊂ E, then a point z ∈ A is an extreme

point of A if and only if z is not the midpoint of any line segment with endpoints

in A. Denoting the set of extreme points of a set A by extr(A), and the unit ball of

a Banach space by B(E), then a functional φ ∈ extr(B(C(X,E)∗)) if and only if there

exists some f ∈ extr(B(E∗)) and x ∈X such thatφ= f ◦evx , where evx : C(X,E)→ E,

evx(σ) = σ(x) is the evaluation map at x ∈ X. See [14]; a more general version can

be found in [8].

For our purposes, X denotes a compact Hausdorff space, and π : �→ X denotes a

Banach bundle (i.e., bundle of Banach spaces) with real fibers {Ex : x ∈X}; we assume

throughout the paper that for all x ∈ X, Ex ≠ 0. The total space � carries a topology

such that the relative topology on each fiber Ex is its original Banach space topology.

We can regard � as the disjoint union
•⋃{Ex : x ∈X}. (Alternatively, we can think of �

as
⋃{{x}×Ex : x ∈ X}; this is the approach of [4], which uses fibered vector spaces.)

See, for example, [4] or [10] for details on the construction of Banach bundles; the most

important properties for our purposes are outlined here. We denote by Γ(π) the space

of sections (continuous choice functions σ : X → �) of the bundle π : �→ X; Γ(π) is

a Banach C(X)-module under the sup norm ‖σ‖ = sup{‖σ(x)‖ : x ∈ X}, pointwise

addition, and the operation (a·σ)(x)= a(x)σ(x) (a∈ C(X),x ∈X).
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Ifπ : �→X is a Banach bundle, then the neighborhood system of a point z0 ∈ Ex ⊂ �

can be described by tubes of the form T = T(V,σ ,ε) = {z ∈ � : ‖z−σ(π(z))‖ <
ε, π(z) ∈ V}, where V varies over the system of open neighborhoods of x = π(z0),
ε > 0 varies, and σ ∈ Γ(π) is such that σ(π(z0)) = z0. If z ∈ Ex , then there exists

σ ∈ Γ(π) such that σ(x) = z and ‖σ‖ = ‖z‖. The function x � ‖σ(x)‖ is upper

semicontinuous from X to R for each σ ∈ Γ(π). If this function is continuous for

each σ ∈ Γ(π), we call π : � → X a continuous bundle; in this case, the topology on

� is Hausdorff. We call the bundle π : �→ X separable if there exists a countable set

{σn} ⊂ Γ(π) such that {σn(x)} is dense in Ex for each x ∈X; this can be interpreted

as a sort of uniform separability of the fibers Ex .

In thinking about the section space Γ(π), perhaps the most important intuitive point

to keep in mind is that when σ ∈ Γ(π), then the values σ(x)∈ Ex vary continuously

over (quite possibly very) different spaces as x varies over X. A space of the form

C(X,E) can be regarded as the space of sections of the trivial bundle ρ : � = X ×
E → X, where X ×E is given the product topology. Here, the total space � = X ×E
can be thought of as a union of copies of E, and an element σ ∈ C(X,E), which we

usually think of as having values which vary continuously over the fixed set E, can be

interpreted as a section in Γ(ρ) which varies in a very nice way between copies of E.

To our knowledge, there is only one extreme point result for Banach bundles to be

found in the literature: from [2, Theorem 2], reproven in [1], it can be shown that if

π : �→X is a Banach bundle, thenφ∈ extr(B(Γ(π)∗)) if and only if there exists some

x ∈ X and fx ∈ extr(B(E∗x )) such that φ = fx ◦ evx , where, again, evx : Γ(π) → Ex ,

σ � σ(x) is the evaluation map. This is clearly an analogue of the result for C(X,E),
and gives a reasonable first answer to the very loose question “what can we say about

extreme points if the spaces, in which our continuous functions take their values,

vary?”

With this as an introduction, and in pursuit of the question in the preceding para-

graph, we now present some extremal results for section spaces of Banach bundles

and their duals. All have analogues to those for spaces C(X,E) and their duals. Be-

cause of the varying fibers in a Banach bundle, we have not been able to obtain results

as fully descriptive as those for spaces C(X,E); some of the difficulties will be pointed

out as the exposition proceeds.

Our first results regard a section space Γ(π) itself.

Proposition 1 (see [6, Theorem 1]). Let π : �→X be a Banach bundle.

(1) Suppose that σ ∈ extr(B(Γ(π))). Then ‖σ(x)‖ = 1 for all x ∈X.

(2) Suppose, in addition, that π : � → X is a Hausdorff bundle, that is, that � itself

is a Hausdorff space. Let σ ∈ B(Γ(π)), with ‖σ‖ = 1, and suppose that K = {x ∈ X :

σ(x) ∈ extr(B(Ex))} is dense in X. Then σ ∈ extr(B(Γ(π))). In particular, this is true

if π : �→X is a continuous bundle.

Proof. (1) Suppose thatσ ∈ B(Γ(π)) and that for somex ∈X we have ‖σ(x)‖< 1.

By upper semicontinuity of the norm, there exists an open neighborhood V of x such

that for y ∈ V , ‖σ(y)‖ < (1+‖σ(x)‖)/2. Choose z ∈ Ex with ‖z‖ = (1−‖σ(x)‖)/2,

and a section τ ∈ Γ(π) such that τ(x) = z, ‖τ‖ = ‖z‖, and such that τ(y) = 0 if

y �∈ V . Then σ ±τ ≠ σ , and σ = 1/2((σ +τ)+ (σ −τ)). However, if y �∈ V , we have
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‖(σ±τ)(y)‖ = ‖σ(y)‖ ≤ 1; and, ify ∈ V , we have ‖(σ±τ)(y)‖ ≤ ‖σ(y)‖+‖τ(y)‖ ≤
(1+ ‖σ(x)‖)/2+ (1− ‖σ(x)‖)/2 = 1. Thus, σ ± τ ∈ B(Γ(π)), and so σ is not an

extreme point of B(Γ(π)).
(2) Suppose that σ = 1/2(τ +τ′), where τ,τ′ ∈ B(Γ(π)). By the hypothesis that

σ(x) be an extreme point in B(Ex) whenever x ∈ K, it follows that for each x ∈ K
we have σ(x) = τ(x) = τ′(x). Suppose now that for some y ∈ X we have τ(y) ≠
τ′(y). Because π : �→X is a Hausdorff bundle, there are disjoint tubes around τ(y)
and τ′(y). In particular, for some neighborhood V of y and some ε > 0, we have

‖τ(x)− τ′(x)‖ ≥ ε for all x ∈ V . But by the density of K, this is impossible. The

second assertion follows because a continuous bundle is Hausdorff.

Recall that a point z ∈ B(E) is called a sequential point of continuity if whenever

{zn} ⊂ B(E) is a sequence which converges weakly to z, then ‖zn−z‖→ 0. In [3, Theo-

rem 3] it is shown that B(C(X,E)) contains no weak sequential points of continuity.

The same is true for a large class of bundles.

Proposition 2. Let π : �→ X be a continuous and separable bundle, and suppose

that X is infinite. Then B(Γ(π)) has no sequential points of continuity.

Proof. We follow the outline of [3, Theorem 3], with an adjustment to take care

of the bundle situation.

Let σ ∈ B(Γ(π)), and let U = {x : ‖σ(x)‖ < 2/3} and V = {x : ‖σ(x)‖ > 1/3}.
By continuity of the norm, both U and V are open, and their union is X. At least

one of U or V is infinite, say U for the moment. We can find open, pairwise disjoint,

nonemptyUn ⊂U ; choose xn ∈Un. Choose zn ∈ Exn such that ‖zn‖ = 1/3, and choose

σn ∈ Γ(π) such that σn(xn)= zn and ‖σn‖ = 1/3. Choose continuous functions an :

X → [0,1] such that an(xn) = 1 and such that an(X \Un) = 0. Let τn = σ +anσn.

Then ‖τn(y)‖ = ‖σ(y)+an(y)σn(y)‖ = ‖σ(y)‖ ≤ 1, if y �∈ Un. On the other hand,

if y ∈Un, then ‖τn(y)‖ ≤ ‖σ(y)‖+an(y)∗1/3≤ 1, so that τn ∈ B(Γ(π)). Evidently,

‖τn−σ‖ = ‖anσn‖ = 1/3.

Now, let φ∈ Γ(π)∗. By [5], there exists µ ≥ 0∈M(X) and a selection η :X →
•⋃{E∗x :

x ∈ X}, the disjoint union of the E∗x , such that (a) for all σ ∈ Γ(π), x � 〈σ(x),η(x)〉
is Borel measurable; (b) ‖η(x)‖ = 1 µ-a.e.; and (c) 〈σ,φ〉 = ∫X〈σ(x),η(x)〉dµ. Then

∣∣〈τn−σ,φ〉∣∣=
∣∣∣∣
∫
X

〈
τn(x)−σ(x),η(x)

〉
dµ
∣∣∣∣

=
∣∣∣∣
∫
X

〈
an(x)σn(x),η(x)

〉
dµ
∣∣∣∣

≤
∫
Un

∥∥an(x)σn(x)∥∥dµ
≤ 1

3
µ
(
Un
)
�→ 0.

(1)

Thus, σ is not a sequential point of continuity.

Similarly, if V above is infinite, choose open, pairwise disjoint, nonempty Vn ⊂
V , xn ∈ Vn, and continuous functions an : X → [0,1], such that an(xn) = 1 and

an(X\Vn)= 0. Set σn = (1−an)σ . Clearly, ‖σn‖ ≤ ‖σ‖ ≤ 1 and ‖σn−σ‖ ≥ ‖σn(xn)−
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σ(xn)‖ = ‖σ(xn)‖> 1/3. We again have

∣∣〈τn−σ,φ〉∣∣=
∣∣∣∣
∫
X

〈
σn(x)−σ(x),η(x)

〉
dµ
∣∣∣∣

=
∣∣∣∣
∫
Vn

〈
anσn(x),η(x)

〉
dµ
∣∣∣∣

≤
∫
Vn

∥∥σn(x)∥∥dµ
≤ µ(Vn) �→ 0.

(2)

In this case also, σ is not a sequential point of continuity.

Recall that a point z ∈ B(E) is called a strongly extreme point for each ε > 0 there

exists δ > 0 such that if ‖z±y‖ ≤ 1+δ, then ‖y‖ ≤ ε. It is shown in [3] that a function

σ ∈ B(C(X,E)) is a strongly extreme point if and only if σ(x) is a strongly extreme

point of B(E) for each x ∈ X. We can do somewhat better in the bundle case in one

direction.

Recall (see [4] or [10]) that if C ⊂X is a closed set, then there is a bundleπC : �C → C ,

called the restriction ofπ to C , where �C = �∩π−1(C). We have Γ(πC)� Γ(π)/ICΓ(π),
where IC = {a∈ C(X) : a(x)= 0 for all x ∈ C} and ICΓ(π) is the closed span in Γ(π)
of {a·σ : a∈ IC ,σ ∈ Γ(π)}. Write Ix for I{x}. An element τC ∈ Γ(πC) if and only if τC
is the restriction to C of some τ ∈ Γ(π). In particular, Ex � Γ(π{x})� Γ(π)/IxΓ(π).

Proposition 3. Let π : � → X be a bundle. If σ ∈ B(Γ(π)) is a strongly extreme

point, then σC = the restriction of σ to C is a strongly extreme point in Γ(πC) for each

closed C ⊂X. In particular, for each x ∈X,σ(x) is a strongly extreme point in the unit

ball of Ex (and, by the above discussion, Ex � Γ(π{x})).
Proof. We use the Tietze extension theorem for bundles; see [9]. Let σ ∈ B(Γ(π))

be a strongly extreme point, let C ⊂ X be closed, and let ε > 0 be given. Choose

δ > 0 such that if ‖σ ±ω‖ ≤ 1+δ then ‖ω‖ ≤ ε. Suppose that τC ∈ Γ(πC) is such

that ‖σC ±τC‖ < 1+δ/2. There exists τ ∈ Γ(π) such that the restriction of τ to C
is τC and such that ‖τ‖ = ‖τC‖. Clearly, then, σ ±τ extends σC ±τC . By the upper

semicontinuity of the norm, there exists a neighborhood V of C such that ify ∈ V then

‖(σ±τ)(y)‖< 1+δ. Choose a continuous function iV :X → [0,1] such that iV (C)= 0

and iV (X \V) = 1. Then ‖σ ± (1− iV )τ‖ < 1+δ, and (1− iV )τ is an extension of τC .

By the choice of δ, we have ‖τC‖ ≤ ‖(1−iV )τ‖< ε.
The converse to this result is demonstrated in [3] for the case of C(X,E). With the

next two propositions, we provide a condition which will give us a converse for the

case of section spaces, and show that the condition actually obtains in the case of

C(X,E), thus giving an alternative proof of the second part of [3, Theorem 2].

Note that if σ ∈ Γ(π) and σ(x) is a strongly extreme point of B(Ex) for each x ∈X,

then given ε > 0 there is some δ(x,ε,σ) > 0 such that if ‖σ(x)±z‖ ≤ 1+δ(x,ε,σ),
then ‖z‖ ≤ ε. For a fixed x, ε, σ , let δ0(x,ε,σ) = sup{δ(x,ε,σ) : if ‖σ(x)± z‖ ≤
1+δ(x,ε,σ) then ‖z‖ ≤ ε}. Clearly, δ0(x,ε,σ) > 0, and if ‖σ(x)±z‖ ≤ 1+δ0(x,ε,σ),
then ‖z‖ ≤ ε.
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Proposition 4. Suppose thatσ ∈ Γ(π) and thatσ(x) is a strongly extreme point of

B(Ex) for each x ∈X. Suppose also that the function x� δ0(x,ε,σ) is bounded away

from 0 for each ε > 0. Then σ is a strongly extreme point of B(Γ(π)). In particular,

if x � δ0(x,ε,σ) is lower semicontinuous on X, then σ is a strongly extreme point of

B(Γ(π)).

Proof. Fix ε > 0. Let δ0 = δ0(ε,σ) = inf{δ0(x,ε,σ) : x ∈ X} > 0. Suppose that

τ ∈ Γ(π) is such that ‖σ ±τ‖ ≤ 1+δ0. Then, given x ∈ X, we have ‖σ(x)±τ(x)‖ ≤
1+δ0 ≤ 1+δ0(x,ε,σ), so that ‖τ(x)‖ ≤ ε. Hence ‖τ‖ ≤ ε.

Proposition 5. Let σ ∈ C(X,E), and suppose that σ(x) is a strongly extreme point

of B(Ex) for each x ∈X. Then x� δ0(x,ε,σ) is lower semicontinuous for each ε > 0.

Proof. Fix x ∈X. By the continuity of σ , for each k∈N, k≥ 2, there exists a neigh-

borhood Vk of x such that if y ∈ Vk, then ‖σ(x)−σ(y)‖ < δ0(x,ε,σ)/k. Suppose

that y ∈ Vk, and that ‖σ(y)±z‖ ≤ 1+((k−1)/k)δ0(x,ε,σ). Then

∥∥σ(x)±z∥∥≤ ∥∥σ(x)−σ(y)∥∥+∥∥σ(y)±z∥∥
<
δ0(x,ε,σ)

k
+1+ k−1

k
δ0(x,ε,σ)

= 1+δ0(x,ε,σ),

(3)

so that ‖z‖ < ε. Thus, when y ∈ Vk, δ0(y,ε,σ) > ((k−1)/k)δ0(x,ε,σ), so that x �
δ0(x,ε,σ) is lower semicontinuous.

We now consider extreme point theorems in B(Γ(π)∗). Recall that for a bundle π :

�→ X, there is a canonical isometric injection jx : E∗x → Γ(π)∗, given by 〈σ,jx(f )〉 =
〈σ(x),f 〉; that is, jx(f )= f ◦evx . Conversely, it can be shown that there is a surjective

L-projection Px : Γ(π)∗ → jx(E∗x ) given by Px(φ)=φx , where φx = weak-∗ limV ((1−
iV )φ), where V ∈�, the system of open neighborhoods of x ∈X, and, for each V ∈�,

the continuous function iV :X → [0,1], iV (x)= 0 and iV (X \V)= 0 (see [4, 11]). Then

for f ∈ E∗x , we have Px(jx(f )) = jx(f ), and Px is an isometry on jx(E∗x ). Using the

notation preceding Proposition 3, the range of Px can also be expressed as (IxΓ(π))⊥;

this is an L-summand in Γ(π)∗.

Proposition 6. Let π : �→X be a bundle, and suppose that f ∈ B(E∗x ) is a strongly

extreme point. Then jx(f )= f ◦evx is a strongly extreme point in B(Γ(π)∗). Conversely,

if φ ∈ B(Γ(π)∗) is a strongly extreme point, then there exist x ∈ X and a strongly

extreme point f ∈ B(E∗x ) such that φ= jx(f )= f ◦evx .

Proof. We use [13, Lemma 3]: let P be an L-projection in a Banach space E, and

suppose thatM = range(P) andN = ker(P). Then z ∈ B(E) is a strongly extreme point

if and only if z ∈ B(M) or z ∈ B(N) and is a strongly extreme point of that set. Suppose

now thatφ∈ B(Γ(π)∗) is a strongly extreme point. Then, in particular,φ is an extreme

point, and so there exists an x ∈X and f ∈ B(E∗x ) such thatφ= jx(f )= f ◦evx . Since

Px(φ)= jx(f )∈ jx(E∗x )= range(Px), and since Px is an L-projection, it follows by the

above that jx(f ) is a strongly extreme point in jx(B(E∗x )). Since jx is an isometric

isomorphism, f is then a strongly extreme point in B(E∗x ). Conversely, if f is a strongly

extreme point in B(E∗x ), then jx(f ) is a strongly extreme point in jx(B(E∗x )). Again
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applying Rao’s lemma, we see that jx(f ) = f ◦ evx is a strongly extreme point in

B(Γ(π)∗).

Recall that a point f ∈ E∗, ‖f‖ = 1, is a point of weak-∗ continuity of B(E∗) if and

only if whenever we have a net fα → f weak-∗, with ‖fα‖ ≤ 1, then ‖fα−f‖ → 0. If

π : �→ X is a bundle, then for φ ∈ Γ(π)∗ and x ∈ X, write φx = Px(φ), where Px is

the L-projection described earlier. We can find some of the weak-∗ points of continuity

B(Γ(π)∗) by using techniques of [6].

We first make the following observation: let x ∈X be isolated, and let z ∈ Ex . Then

the selection σ on X defined by

σ(y)=

z, if x =y,

0, if x ≠y
(4)

is an element of Γ(π). Moreover, if φ∈ Γ(π)∗, we have
〈
σ,φ−φx

〉= lim
V

〈
σ,φ−(1−iV )φ〉= lim

V

〈
iVσ ,φ

〉= 0, (5)

as V ranges over the neighborhood system of x, since the function iV which is 1 at x
and 0 elsewhere is an identity for the maximal ideal Ix ⊂ C(X). Sinceφx ∈ (IxΓ(π))⊥ �
E∗x , we may write φx = fx ◦evx for some fx ∈ E∗x . Thus, 〈σ,φx〉 = 〈σ(x),fx〉.

Proposition 7. Let π : � → X be a bundle, and suppose that φ ∈ Γ(π)∗ has the

form φ = ∑
x∈I φx , where I = {x ∈ X : x is isolated}. Suppose further that for each

x ∈ I either fx = 0 or fx/‖fx‖ is a weak-∗ point of continuity of B(E∗x ) and that∑
x∈I ‖fx‖ =

∑
x∈I ‖φx‖ = 1, where φx = fx ◦ evx . Then φ is a weak-∗ point of con-

tinuity of B(Γ(π)∗).

Proof. It can be easily shown that
∑
x∈I Px is an L-projection, and so it follows

that ‖φ‖ =∑x∈I ‖φx‖ =∑x∈I0 ‖φx‖, where I0 = {x ∈ I :φx ≠ 0}.
Let x ∈ I0 be arbitrary. If φα → φ weak-∗ in Γ(π)∗, with ‖φα‖ ≤ 1 and if z ∈ Ex ,

then a selection of the form σ(y)= z, if x =y , and σ(y)= 0 otherwise, is an element

of Γ(π). From the preceding observation, we have
〈
σ,
(
φα

)
x
〉= 〈σ(x),(fα)x〉= 〈σ,φα〉 �→ 〈

σ,φx
〉= 〈σ,φ〉 = 〈σ(x),fx〉, (6)

and so (fα)x → fx weak-∗ in E∗x . Since the norm is lower semicontinuous with re-

spect to the weak-∗ topology, we obtain liminf‖(fα)x‖ ≥ ‖fx‖, and hence find that

liminf‖(φα)x‖ ≥ ‖φx‖.
We now have

1= ‖φ‖ =
∥∥∥∥∥
∑
x∈I
φx

∥∥∥∥∥=
∑
x∈I0

∥∥φx∥∥
≤
∑
x∈I0

liminf
∥∥(φα)x∥∥≤ liminf

∑
x∈I0

∥∥(φα)x∥∥
= liminf

∥∥φα∥∥≤ 1.

(7)

If for some x ∈ I0 we have liminf‖(φα)x‖> ‖φx‖, then from the above we are led to

the contradiction 1< 1. Hence, liminf‖(φα)x‖ = ‖φx‖ for all x ∈ I0. A similar remark

shows that limsup‖(φα)x‖ = ‖φx‖, and so we have lim‖(φα)x‖ = ‖φx‖ for all x ∈ I0.
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Now, by assumption, fx/‖fx‖ is a weak-∗ point of continuity of B(E∗x ) for each

x ∈ I0. Since (fα)x/‖(fα)x‖→ fx/‖fx‖ weak-∗, we then have

∥∥∥∥∥
(
fα
)
x∥∥(fα)x∥∥ −

fx∥∥fx∥∥
∥∥∥∥∥ �→ 0, (8)

and thus ‖(fα)x−fx‖ = ‖(φα)x−φx‖→ 0 for each x ∈ I0.

Finally, for ε > 0, we can choose a finite I′ ⊂ I0 such that
∑
x∈I′ ‖φx‖ =

∑
x∈I′ ‖fx‖>

1−ε. When α is sufficiently large,
∑
x∈I′ ‖(fα)x−fx‖ =

∑
x∈I′ ‖(φα)x−φx‖< ε. Then

for all these large α we have

∥∥φα−φ∥∥= ∑
x∈I′

∥∥(φα)x−φx∥∥+
∥∥∥∥∥(φα−φ)−

( ∑
x∈I′

(
φα

)
x−φx

)∥∥∥∥∥
< ε+

∥∥∥∥∥φα−
∑
x∈I′

(
φα

)
x

∥∥∥∥∥+
∥∥∥∥∥φ−

∑
x∈I′

φx

∥∥∥∥∥
= ε+∥∥φα∥∥−

∥∥∥∥∥
∑
x∈I′

(
φα

)
x

∥∥∥∥∥+‖φ‖−
∥∥∥∥∥
∑
x∈I′

φx

∥∥∥∥∥
≤ ε+2+

∑
x∈I′

∥∥(φα)x−φx∥∥−2
∑
x∈I′

∥∥φx∥∥
< ε+2+ε+2(1−ε)
= 4ε.

(9)

Thus, φα → φ in norm, and so φ is a weak-∗ point of continuity. Clearly, this proof

owes its details to [6, Theorem 6].

It is shown in [6] that the condition analogous to the above for C(X,E)∗ actually

characterizes weak-∗ points of continuity in B(C(X,E)∗). The proof in this case uses

very strongly the description of C(X,E)∗. However, even in the case of a continuous

and separable bundle, where there is at least some description of Γ(π)∗, it is not

clear how to arrive at the whole converse to Proposition 7. We do obtain a rather

unsatisfactory partial result for bundles.

Proposition 8. Letπ : �→X be a bundle, and suppose thatφ∈B(Γ(π)∗), ‖φ‖ = 1,

is a weak-∗ point of continuity. Suppose that for a given x ∈X,φx = fx ◦evx ≠ 0. Then

fx/‖fx‖ is a weak-∗ point of continuity of B(E∗x ), and φx/‖φx‖ is a weak-∗ point of

continuity of B(Γ(π)∗).

Proof. Let {gα} be a net in B(E∗x ) such that gα → fx/‖fx‖ weak-∗. Let φα =
φ−φx+jx(‖fx‖gα). Then φa→φ weak-∗ in Γ(π)∗, and since

∥∥φα∥∥= ∥∥φ−φx+jx(∥∥fx∥∥gα)∥∥
≤ ∥∥φ−φx∥∥+∥∥jx(∥∥fx∥∥gα)∥∥
≤ ∥∥φ−φx∥∥+∥∥fx∥∥
= ∥∥φ−φx∥∥+∥∥φx∥∥
= ‖φ‖,

(10)
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it follows that ‖φα −φ‖ = ‖φx − jx(‖fx‖gα)‖ = ‖fx −‖fx‖gα‖ → 0. Thus, fx is a

weak-∗ point of continuity of B(E∗x ).
Now, suppose that {ψα} is a net in B(Γ(π)∗) such that ψα →φx/‖φx‖ weak-∗. We

then have φ−φx+‖φx‖ψα →φ weak-∗, and

∥∥φ−φx+∥∥φx∥∥ψα∥∥≤ ∥∥φ−φx‖+∥∥∥∥φx∥∥ψα∥∥≤ 1, (11)

so that ‖φ−φx+‖φx‖ψα−φ‖ = ‖‖φx‖ψα−φx‖→ 0, and thusφx/‖φx‖ is a weak-∗

point of continuity of B(Γ(π)∗).

In further analogy with [6], we can identify some points of continuity and sequential

points of continuity in B(Γ(π)∗); see [6, Proposition 11]. The difficulties in a complete

characterization of points of continuity in B(C(X,E)∗) which are discussed there are

even less tractable for B(Γ(π)∗).

Proposition 9. Let π : E→X be a bundle, and suppose that φ∈ B(Γ(π)∗) has the

form φ = ∑x∈X fx ◦evx = ∑x∈X φx , where for each x ∈ X either fx = 0 or fx/‖fx‖
is a point of continuity (sequential point of continuity) of B(E∗x ), and ‖φ‖ = 1 =∑
x∈X ‖fx ◦ evx‖. Then φ is a point of continuity (sequential point of continuity) of

B(Γ(π)∗).

Proof. If x ∈X andφ∗∗x ∈ E∗∗x , define Φ∗∗x ∈Γ(π)∗∗ by 〈φ,Φ∗∗x 〉=〈j−1
x (φx),φ∗∗x 〉

for each φ ∈ Γ(π)∗, where φx and jx are as described earlier. If φ ∈ Γ(π)∗, and if

φα →φ weakly in Γ(π)∗, then for each x ∈X we have

〈
φα,Φ∗∗x

〉= 〈j−1
x
((
φα

)
x
)
,φ∗∗x

〉
�→ 〈

φ,Φ∗∗x
〉= 〈j−1

x
(
φx

)
,φ∗∗x

〉
, (12)

so that j−1
x ((φα)x)→ j−1

x (φx) weakly in E∗x . Hence, if φ is of the form described in

the statement of the proposition andφα →φ weakly in Γ(π)∗, we have ‖j−1
x ((φα)x)−

j−1
x (φx)‖=‖(φα)x−φx‖→ 0. By repeating the argument at the end of Proposition 7,

we obtain that ‖φα−φ‖→ 0. The case of sequential continuity is clearly similar.

Example 10. It is well known that for a Banach space E, we haveC(X,E)∗�M(X,E∗),
the space of E∗-valued countably additive Borel measures of bounded variation on X,

equipped with the variation norm. In [6] it is shown that if µ ∈ B(C(X,E)∗) is a point

of weak-∗ continuity, then µ({x})= 0 whenever x is non-isolated. The analogous re-

sult for B(Γ(π)∗) then takes this form: whenever φ ∈ B(Γ(π)∗) and φ is a weak-∗

point of continuity, and x ∈ X is isolated, then φx = 0. In general, this is not true.

Let X = [0,1], and let Xd be X with its discrete topology. We can regard c0(Xd), the

closure under the sup-norm of the set of (real-valued) functions on X with finite sup-

port, as the space Γ(π) of sections of a bundle π : � → X; this is referred to in [10]

as the spiky bundle. Then Γ(π)∗ can be identified with l1(X), the space of summable

functions on X. A point evaluation evx ∈ Γ(π)∗ can be interpreted as both a strongly

extreme point of E∗x �R, and a strongly extreme point of Γ(π)∗, but x is not isolated

in X. The norm-continuity condition on a bundle is thus necessary.

Recall that a Banach space E is said to be strictly convex (= rotund = strictly normed)

if and only if whenever x ≠y ∈ B(E), and t ∈ (0,1), then ‖tx+(1−t)y‖< 1. That is,

proper convex combinations from the unit ball of E stay strictly inside the unit ball.
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Proposition 11. Let π : �→ X be a bundle, and suppose that Ex is strictly convex

for each x ∈X. If σ ∈ Γ(π) and ‖σ(x)‖ = 1 for each x ∈X, then σ ∈ extr(B(Γ(π))).

Proof. Suppose that σ = 1/2∗ (τ+τ′), where τ ≠ τ′ ∈ B(Γ(π)). Then for some

x ∈ X, we have ‖σ(x)‖ = 1 = ‖1/2∗ (τ+τ′)(x)‖ and τ(x) ≠ τ′(x). But 1/2∗ (τ+
τ′)(x) is a strict convex combination from the unit ball of Ex , and so by hypothesis

‖1/2∗(τ+τ′)(x)‖< 1, a contradiction.

Thus, in the case where each Ex is strictly convex, we obtain the characterizationσ ∈
B(Γ(π)) is an extreme point if and only if ‖σ(x)‖ = 1 for all x ∈ X. (The converse to

the above follows from Proposition 1.) Note that this is the same proof as for C(X,E).

Example 12. There is a continuous normed real bundle π : � → X and a section

σ ∈ extr(B(Γ(π))) such that for some p ∈X, σ(p) �∈ extrB(Ep). Set E = R2 with norm

given by ‖α‖1 = |α1|+ |α2|, Ep = R2 with ‖α‖p = (|α1|p +|α2|p)1/p , 1 ≤ p ≤ 2. Let

X = [1,2]. For α ∈ R2, note that ‖α‖1 ≥ ‖α‖p ≥ ‖α‖q ≥ ‖α‖2 when 1 ≤ p ≤ q ≤ 2.

Thus, for p ≥ 1 and α ∈ R2 fixed, there exists cp ≥ 1 such that cp‖α‖p = ‖α‖1, and

p� cp is continuous (because p� ‖α‖p = (|α1|p+|α2|p)1/p is continuous).

Suppose now that σ ∈ C(X,E). Then p � ‖σ(p)‖p is continuous. For, if ε > 0, we

can choose q so close to p that both |‖σ(p)‖p−‖σ(p)‖q|< ε and ‖σ(p)−σ(q)‖1 < ε.
Then ∣∣∥∥σ(p)∥∥p−∥∥σ(q)∥∥q∣∣≤ ∣∣∥∥σ(p)∥∥p−∥∥σ(p)∥∥q∣∣+∣∣∥∥σ(p)∥∥q−∥∥σ(q)∥∥q∣∣

≤ ε+∥∥σ(p)−σ(q)∥∥q
≤ ε+∥∥σ(p)−σ(q)∥∥1

< 2ε.

(13)

Thus the space of selections {σ : X →
•⋃{Ep : 1 ≤ p ≤ 2}, σ ∈ C(X,E)} is a dense

subspace of continuous-normed selections in a bundle π : � =
•⋃
p∈XEp → X. For

σ ∈ C(X,E), with norm ‖σ‖ = sup{‖σ(p)‖1 : p ∈ X}, we can renorm σ by ‖σ‖′ =
sup{‖σ(p)‖p : p ∈X}. Then the map I : C(X,E)→ Γ(π), (σ ,‖·‖)� (σ ,‖·‖′) is easily

checked to be norm-decreasing, with dense range. But since for σ ∈ C(X,E) we also

have ‖σ‖ ≤ √2‖σ‖′, the range of I is therefore closed, and so there is a topological

linear isomorphism of C(X,E) and Γ(π).
Consider the section σ ∈ C(X,E) given by σ(p) ≡ (1/2,1/2)/‖(1/2,1/2)‖p . Then

‖σ(p)‖p = 1 for all p; for 1 < p ≤ 2, σ(p) is an extreme point of B(Ep); and σ(1) is

not an extreme point of B(E1). However, by Proposition 1, σ is an extreme point of

B(Γ(π)).

In several of the cited references, for example [3, 6], complete characterizations

of various forms of extreme points are obtained for B(C(X,E)) and B(C(X,E)∗). The

proofs rely heavily on a complete description of C(X,E)∗ and also on the constancy of

the spaces in which functions take their values. That is, if σ ∈ C(X,E), and if x,y ∈X,

we can talk about closeness of σ(x) and σ(y) in a quite standard way, using the norm

on E. Unfortunately, for a bundle π : �→ X there is in general no nice description of

Γ(π)∗; likewise, if σ ∈ Γ(π), and if x,y ∈ X, then σ(x) can be “close” to σ(y) only

in terms of the topology of �, and not necessarily in a metric sense. Intuitively, the
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assumption of norm continuity in the bundle binds fibers together more tightly than

norm upper semicontinuity. The separability condition allows for a description of the

dual of the section space. Thus, the addition of the conditions of norm continuity

and separability of the bundle may eventually allow us to get around some of these

difficulties, but it is not immediately apparent how this ought to be done. In general,

there appears to the author to be a loose sort of “zero-one” law in effect: when an

extremal result for Γ(π) or Γ(π)∗ is proved here, it is arrived at through a tweaking

of similar results for spaces C(X,E). On the other hand, many results, which in the

C(X,E) case use very strongly either a description of C(X,E)∗ or a metric notion of

nearness, appear in the bundle situation to be nonobvious.
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