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1. Introduction

In recent years, the study of different types of random equations have attracted much
attention, some of which may be noted in [1, 5, 6] and [7]. In this paper, we discuss a

random operator equation involving two operators in the context of Hilbert spaces.
We have also a random fixed point result as a corollary. We also demonstrate our

result for the corresponding deterministic case by an example.
Throughout this paper, (, E) denotes a measurable space and H stands for a se-

parable Hilbert space.
A function f:ftH is said to be measurable if f- I(B) E E for every Borel subset

BofH.
A function F:f x H+H is said to be H-continuous, if F(t,.):H+H is contin-

uous for all t E f.
A function F: f x H+H is said to be a random operator, if F(. ,x): f+H is mea-

surable for every x H.
A measurable function g:f--H is said to be a random fixed point of the random

operator F: f x H---H, if F(t, g(t)) g(t) for all e f.
A measurable function g:f-H is said to be a solution of the random operator

equation S(t,x(t))=T(t,x(t)), where S,T:fxH--H are random operators, if
S(t, g(t))= T(t, g(t)) for all e a.
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The following result was established in [4]. We present this result as a lemma.
Lemma 1.1: Let H be a Hilbert space. Then for any x,y,z E H and any real

the following equality holds:

I1(1 A)x + Ay- z II 2

(1 A)I[ x- z II 2 -t- A II y- z II 2 (1 ,k)II x- y II 2. (1.1)

We define the random iteration scheme as follows:
Definition 1.2: Random iteration scheme. Let S,T’f x HH be two random

operators defined on a Hilbert space H. Let go:fH be any measurable function.
Define the following sequence of functions {gn}

gn + 1(t) (1 an)gn(t + cnhn(t), (1.2)

where

hn(t (1 n)S(t, gn(t)) + nT(t, gn(t)), (1.3)

0 < an, fin < 1 for all n O, 1,2,..., (1.4)

lim n- M < 1 (1 5)

and

c/3n . (1.6)
n=l

The construction of the iteration scheme is based on the same idea as that of Ishi-
kawa’s random iteration scheme [2]. But the present iteration is not a modification
or generalization of that iteration.

A function T: H--,H is said to satisfy Tricomi’s condition if

Tp p implies [[ Tz- V II II - p II.
We define generalized Tricomi’s condition for two operators in the following way.
Definition 1.3: Generalized Tricomi’s Condition. Two functions S,T:H---,H are

said to satisfy generalized Tricomi’s condition if

Sp Tp implies II s- p II II - p II (1.7)

and

(1.8)

2. Main Results

Theorem 2.1: Let S,T:f x H---,H, where H is a separable Hilbert space, be two ran-
dom operators such that
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(a) S and T are H-continuous, and
there exists f:---H (not necessarily measurable) such that

(1- A)]1 S(t,x)- f(t)11 2 + A 11T(t,x)- f(t)l] 2

_
11 x- f(t)II 2 (2.1)

for all t E ,x E H and O < A < l.
Then the random iteration scheme (Definition 1.2), if convergent, converges to a solu-
tion of the random operator equation

S(t,x(t)) T(t,x(t)).

Proof: For any t G

[[ gn +1(t)- f(t) [[ 2 [I (1-an)gn(t + anhn(t)- f(t) I[ 2 (by (1.2))

(1- an)II gn(t)- f(t)II 2 + an I[ hn(t)- f(t)]l 2

-a,(1- an)II gn(t) -hn(t)II 2 (by (1.1))_
(1 -an)II gn(t)- f(t) II 2

+ an II (1 n)s(t, gn(t)) + nT(t, gn(t))- f(t)II 2 (by (1.4)and (1.3))

(1 an)II gn(t) f(t)II 2 + an{(1 -/n) ]] S(t, gn(t) f(t)II 2

+ fin II T(t, gn(t))- f(t)II 2 -/n(1 -/n) II s(t, gn(t))- T(t, gn(t))[I 2} (by (1.1)

or,

an/?n(1 -/?n) ]1 S(t, gn(t))- T(t, gn(t)) II 2_
(1 an)II gn(t) f(t) II 2 II gn + l(t)) f(t) II 2

+ an{(1 -/n) I] S(t,g,(t))- f(t)[[ 2 +/n [[ T(t, gn(t))- f(t)I[ 2}

for all (2.3)

or,

an/n(1 -/n) II S(t, gn(t)) T(t, gn(t)) II 2 _< (1 an)II gn(t) f(t) II 2

IIgn+l(t)-f(t)ll 2+anIIgn(t)-f(t)ll 2forallt (by (2.1))

or,

anon(1 fin)II S(t, gn(t))- T(t, gn(t)) II 2 <_ I[ gn(t) f(t) II 2

II gn + (t)- f(t)II 2 for all . (2.4)
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Summing up the inequalities in (2.4) over n, we obtain for all t

E an/3r’(1 fin)II S(t,g.(t))- T(g,g(t))II <_ II f(t)

Let M < M’< 1. Then, by (1.5), there exists a positive integer m0 such that

rn < M’, that is 1- m > 1- M’ for all m > m0.
This shows that

E amm(1-m)>-(1-M’)E amm-C"
m m0 m m0

(2.6)

(2.5) and (2.6) imply that, for all

lim II S(t, gn(t))- T(t, gn(t)) ]l 2 O.

Let

(2.7)

gn(t)g(t) as nc. (2.s)

Since go is measurable and H is separable, according to Himmelberg [3], gn’S are

measurable and, therefore, g:ft---H is measurable.
Again, S and T are H-continuous, which shows that nlmS(t, gn(t))- S(t,g(t))

and

li_,rnT(t, gn(t))- T(t, g(t)) for all e ft.

By (2.7) and (2.S), we have for all t e f,

S(t, g(t)) T(t, g(t)), where g: aH is a measurable function. (2.9)

This shows that the random iteration scheme if convergent, converges to a solution of
(2.2). n

Corollary 2.2: Let H be a separable Hilbert space and S, T:f H---H be two ran-
dom operators such that

(a) S, T are H-continuous, and
(b) there exists f:---+H (not necessarily measurable) such that

II S(t,x)- f(t) II II - f(t) ]l (2.10)

and

II T(t, x)- f(t) II <_ II x- f(t) II (2.11)

Then the random iteration scheme if convergent, converges to a solution of
S(t, x(t)) T(t, x(t)).

Proof: It is easily seen that (2.10) and (2.11) imply (2.1). The corollary then
follows by Theorem 2.1. [3

Setting S as the identify random operator, that is, S(t,x)= x for all t f and
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x E H, we obtain the following fixed point result as a corollary.
Corollary 2.3: Let H be a separable Hilbert space and T be a random operator

which is H-continuous. Assume that there exists f:---+H (not necessarily measur-

able) such that for all t

II T(t, x)- f(t) II < II = f(t) II (2.12)

Then the sequence of functions {gn}, where go:---,H, is measurable and

gn+l(t)=(1-an)gn(t)+an((1-n)gn(t)+3nT(t, gn(t))), n 0,1,2,... (2.13)

for all t , where 0 < an, fin < 1, nlkrn3n < 1, and E anfln (X) if convergent,
converges to a random fixed point of T. n

Corollary 2.4: Let S,T:H--H be two operators such that the following holds:
there exists a z G H such that

(1 A)II S- z II 2 -4- II Tx- z II 2 < II - z II , (2.14)

for all x G H and O < A < 1.
Then the sequence {Xn} obtained by the iteration

xoeH (2.15)

Xn + 1 (1 an)X + a((1 3n)Sxn +/3Tx), (2.16)

where

0 < an,/, < 1 (2.17)

nlkm/n < 1 (2.18)

and

E an3n oc, (2.19)
n=l

if convergent, converges to a solution of Sx Tx.
The proof trivially follows from Theorem 2.1. It may be noted that the separabi-

lity of H was required to ensure that gn’S are measurable. In the statement of the
corollary, H need not be separable.

Theorem 2.5: Let C be a convex and compact subset of a separable Hilbert space
H and S, T: H---C be two random operators such that the following conditions are

satisfied:
(a) S, T are H-continuous,
(b) there exists f:--H (not necessarily measurable) such that

(1 A)II s(t, )- f(t)II 2 + II T(t,x)- f(t)II _< II x- f(t)II (2.20)

for all t E , x G H and O < A < l, and
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(c) S(t, ), T(t, ): CC satisfy Generalized Tricomi’s condition for all t G a.
Then for any measurable function go: ---C, the sequence of functions {gn} construct-
ed by the random iteration scheme ((1.2)-(1.6)) actually converges to a solution of the
random operator equation S(t, x(t)) T(t, x(t)).

Proof: By the construction of {gn} it is seen that gn’s are measurable functions
from to C for all n 0, 1, 2, Proceeding exactly in the same way as in Theorem
2.1, we have as in (2.7) that

lim [[ S(t, gn(t))- T(t, gn(t)) [[ 2 0.
n----oo

Therefore, for a fixed t E f2, there exists a subsequence

{gni(t)} C {gn(t)} such that i--.olim II S(t, gn.(t)), T(t, gni(t)) II O. (2.21)

Again, C is compact, therefore, there exists {gn. (t)} C {gni(t)} such that {gn. (t)} is
convergent. ’k k

Let

lira 9n (t)- g(t) for t e f. (2.22)
k cx k

Since S and T are H-continuous random operators, from (2.21), we have for any
tE,

s(t, (t)) T(t, (t)). (2.23)

For any t

[1 gn + 1(t) g(t) [I 2 II (1 an)gn(t + cnhn(t g(t) [[ 2

= (1 an)II g(t) g(t)II + % II hn(t) g(t)II

(1 an)an II gn(t) hn(t)II 2

_< (1-an) II g(t)-g(t)II 2 + 11 (1-/3n)S(t, gn(t))+ ,T(t,g,(t))- g(t)II 2

(by (1.3)and (1.4))

(1 an) II g(t) g(t) II 2 + a{(1 -/3n) II s(t, g(t)) g(t) II 2

+ fin II T(t, gn(t))- g(t)II } -anfln(1 fin)II S(t, gn(t))- T(t, gn(t))II

(by (1.1))

(1 n)11 gn(t) g(t)II 2 + II g(t) g(t)II

(by (2.23)and Generalized Tricomi’s condition)

or
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II g + (t) g(t) I[ II g(t) g(t) II (2.24)

(2.22) nd (2.24) together imply that

gng aS nx. (2.25)

Since H is separable, gn’S are measurable [3], and, hence g is also measurable. From
(2.23), g is a random solution of S(t,x(t))= T(t,x(t)). This completes the proof.

We have the following obvious corollary.
Corollary 2.6: Let S,T:H--C, where C is a compact and convex subset of a

Hilbert space H are such that the following are satisfied:
(a) S, T are continuous,
(b) there exists z E H such that

(2.26)

for all x E H and O < A < 1, and
(c) S,T satisfy Generalized Tricomi’s condition.

Then the sequence, defined as xo G C,

Xn + 1 (1 a,)x, + a((1 )Sxn +/3Tx,), n 0, 1, 2,..., (2.27)

where

0 < cn,n < 1, (2.28)

(2.29)

and

(2.30)

converges to a solution of the equation Sx- Tx.
Example: Let C [0, 1], S, T: R[0, 1] be defined as

Sx x2/2 if x G [0,1]

=1/2if x>l

=0ifx<0

and

Tx x2/4 if x G [0, 1]

=l/4ifx>l

=0ifx<l.
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With the choice of z 0, the conditions of Corollary 2.6 are seen to be satisfied.
Thus Corollary 2.6 applies to this example.
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