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We establish optimal, in a sense, conditions under which, for arbitrary forcing terms from
a suitable class, a linear inhomogeneous functional differential equation in a preordered
Banach space possesses solutions satisfying a certain growth restriction.

1. Introduction

When studying mathematical models of various dynamic phenomena, it is often desir-
able not only to prove the existence of a solution satisfying the given initial or boundary
conditions but also to ensure that the solution in question possesses certain qualitative
properties (e.g., has at least a prescribed number of zeroes on the given interval). It should
be noted that, in most cases, the techniques commonly used to describe the qualitative
behaviour of solutions do not provide any algorithm to find the solution itself.

In this paper, we prove two theorems which provide conditions under which a lin-
ear functional differential equation has a unique absolutely continuous solution passing
through a given point, having a given growth rate, representable as a uniformly conver-
gent functional series with the coefficients defined recursively, and positive in a certain
sense. More precisely, we are interested in the solutions of the abstract functional differ-
ential equation

u′(t)= (�u)(t) + f (t), t ∈ [a,b], (1.1)

satisfying the condition

sup
t∈[a,b]

∥∥u(t)− c
∥∥

φ(t)
< +∞, (1.2)

where φ : [a,b]→ R is a given nonnegative continuous function possessing at least one
zero on the interval [a,b]. Throughout the paper, we exclude from consideration the
trivial case where φ(t)= 0 for all t ∈ [a,b] and do not mention this explicitly in the state-
ments.
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Here, � : C([a,b],X)→ L([a,b],X) is a continuous linear operator,X is a Banach space,
c is a given vector from X , and f : [a,b]→ X is an arbitrary Bochner integrable function
satisfying a certain growth restriction. By a solution of problem (1.1), (1.2), we mean
an absolutely continuous abstract function u : [a,b]→ X possessing property (1.2) and
satisfying (1.1) almost everywhere on [a,b].

The main purpose of this paper is to give optimal, in a sense, conditions under which
problem (1.1), (1.2) is solvable for a sufficiently wide class of pairs (c, f ) from X ×
L([a,b],X), and to provide a series expansion of a solution.

2. Notation

The following notation is used in the sequel.

(1) R= (−∞,+∞), N= {1,2, . . .}.
(2) 〈X ,‖ · ‖〉 is a Banach space.
(3) C([a,b],X) is the Banach space of continuous functions u : [a,b]→ X endowed

with the norm

C
(
[a,b],X

)� u 	−→ max
t∈[a,b]

∥∥u(t)
∥∥. (2.1)

(4) B([a,b],X) is the Banach space of bounded functions u : [a,b]→ X endowed with
the norm

B
(
[a,b],X

)� u 	−→ sup
t∈[a,b]

∥∥u(t)
∥∥. (2.2)

(5) Cφ([a,b],X) is the Banach space of continuous functions u : [a,b]→ X satisfying
the condition

sup
t∈[a,b]

∥∥u(t)
∥∥

φ(t)
< +∞. (2.3)

The norm in Cφ([a,b],X) is denoted by the symbol ‖ · ‖φ and defined by the
relation

u 	−→ ‖u‖φ := sup
t∈[a,b]

1
φ(t)

∥∥u(t)
∥∥. (2.4)

(6) L([a,b],X) is the Banach space of Bochner integrable functions u : [a,b]→ X en-
dowed by the norm

L
(
[a,b],X

)� u 	−→
∫ b

a

∥∥u(t)
∥∥dt. (2.5)

(7) �(X) is the algebra of all the bounded linear operators in X .
(8) r(A) is the spectral radius of a linear operator A.
(9) �K and
K : see Definitions 3.3 and 3.5.

(10) bladeK : see Definition 3.2 and formula (3.1).
(11) �K ,φ(τ,Ω; [a,b],X): see Definition 3.9.
(12) CK ,Ω,φ([a,b],X): see formula (5.23).
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3. Definitions and assumptions

3.1. Wedges and cones. In this subsection, for reader’s convenience, we briefly recall sev-
eral basic definitions from the theory of linear semigroups in Banach spaces (see, e.g.,
[3, 5]).

Definition 3.1. A nonempty closed set K in a Banach space X is called a linear semigroup
[5], or a wedge [3], if the following conditions are satisfied:

(1) K +K ⊂ K ;
(2) αK ⊂ K for an arbitrary α∈ [0,∞).

Here, by definition, we set K +K := {x1 + x2 | {x1,x2} ⊂ K} and, similarly, αK := {αx |
x ∈ K}.
Definition 3.2. The set K ∩ (−K) is referred to as the blade [3] of the wedge K .

We will use the following notation for the blade:

K ∩ (−K)=: bladeK. (3.1)

The presence of a wedge in a Banach space X allows one to introduce a natural pre-
ordering there. More precisely, we introduce the following standard.

Definition 3.3. Two elements {x1,x2} ⊂ X are said to be in relation x1 �K x2 if and only if
they satisfy the relation x2− x1 ∈ K .

In a similar way, the relation �K is introduced: x1 �K x2 if and only if x2 �K x1. Thus,
we have K = {x ∈ X | x �K 0} and

bladeK = {x ∈ X | 0 �K x �K 0
}
. (3.2)

Definition 3.4. A wedge K ⊂ X will be called proper if it does not coincide with the entire
space X and is different from the zero-dimensional subspace {0}.
Definition 3.5. A wedge K ⊂ X is said to be solid [5] if its interior is nonempty.

In the case of a solid wedge K , following [5], we write x
K 0 if and only if x belongs
to the interior of K .

Definition 3.6. The wedge K is called a cone [3, 5] if bladeK = {0}.

3.2. The set �K ,φ(τ,Ω; [a,b],X). Let τ be a point in [a,b], Ω a subset of [a,b], K ⊂ X a
wedge, and φ : [a,b]→ [0,+∞) a continuous function. In what follows, we always assume
that K is a proper wedge.

Definition 3.7. An operator � : C([a,b],X) → L([a,b],X) is said to be (τ,Ω,φ)-positive
with respect to the wedge K ⊂ X if

∫ t

τ
(�u)(s)ds�K 0 ∀t ∈ [a,b] \Ω (3.3)
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whenever the function u from C([a,b],X) satisfies the condition (2.3) and is such that

u(t) �K 0 ∀t ∈ [a,b] \Ω. (3.4)

Recall that the sign �K is introduced by Definition 3.3.

Definition 3.8. A linear operator � : C([a,b],X)→ L([a,b],X) will be called φ-regular if
there exists a nonnegative Lebesgue integrable function ω : [a,b]→ R such that, for an
arbitrary u from Cφ([a,b],X), the following condition is satisfied:

∥∥(�u)(t)
∥∥≤ ω(t) sup

s∈[a,b]

∥∥u(s)
∥∥

φ(s)
∀t ∈ [a,b]. (3.5)

Note that all the linear operators determining the functional differential equations
(1.1) arising in concrete applications satisfy the condition described by Definition 3.8
with a certain continuous function φ : [a,b]→ [0,+∞).

Definition 3.9. By the symbol �K ,φ(τ,Ω; [a,b],X), where φ : [a,b]→ R is a nonnegative
continuous function, we denote the set of all continuous linear operators � : C([a,b],X)→
L([a,b],X) that are φ-regular, (τ,Ω,φ)-positive with respect to the wedge K and, more-
over, satisfy Assumptions 3.10 and 3.11.

3.3. Two assumptions. We introduce the following two conditions imposed on the linear
operator � : C([a,b],X)→ L([a,b],X) in (1.1).

Assumption 3.10. For an arbitrary continuous function u : [a,b] → X , the inclusion
u([a,b] \Ω)⊂ bladeK and condition (2.3) imply that

∫ t

τ
(�u)(s)ds= 0 ∀t ∈ [a,b]. (3.6)

Here and below, we use the notation u(M) := {u(t) | t ∈M} for M ⊂ [a,b].

Assumption 3.11. For an arbitrary continuous function u : [a,b]→ X satisfying condition
(2.3), there exists a nonnegative constant βu such that

∥∥∥∥
∫ t

τ
(�u)(s)ds

∥∥∥∥≤ βuφ(t) ∀t ∈ [a,b]. (3.7)

Example 3.12. Let the operator � : C([a,b],X)→ L([a,b],X) be given by the relation

(�u)(t)= P(t)u
(
ω(t)

)
, t ∈ [a,b], (3.8)

where P : [a,b] → �(X) is integrable and ω : [a,b] → [a,b] is measurable. Let Ω be a
subset of [a,b]. Then Assumption 3.10 is satisfied provided that

ω
(
[a,b]

)⊂ [a,b] \Ω,

kerP(t)⊃ bladeK ∀t �∈Ω.
(3.9)
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On the other hand, Assumption 3.11 holds whenever

sign(t− τ)
∫ t

τ

∥∥P(ξ)
∥∥φ(ω(ξ)

)
dξ ≤ Bφ(t), t ∈ [a,b], (3.10)

with some B ∈ [0,+∞).

4. Conditions sufficient for the solvability of problem (1.1), (1.2)

We consider problem (1.1), (1.2) in a Banach space X , in which we fix a certain proper
wedge K . Throughout this section, φ : [a,b]→ [0,+∞) is a given continuous function not
identically equal to zero and such that φ−1(0) �=∅.

Theorem 4.1. Assume that the wedge K is solid and the linear operator � : C([a,b],X)→
L([a,b],X) belongs to �K ,φ(τ,Ω; [a,b],X) for some set Ω ⊂ [a,b] such that [a,b] \Ω is
closed. Also suppose that there exists a continuous abstract function y : [a,b]→ X satisfying
the conditions

y(t)
K 0 ∀t ∈ [a,b] \Ω, (4.1)

sup
t∈[a,b]

∥∥y(t)
∥∥

φ(t)
< +∞ (4.2)

and, moreover, such that

∫ t

τ
(�y)(s)ds�K αy(t) for every t ∈ [a,b] \Ω (4.3)

with a certain constant α∈ [0,1) and some τ ∈ φ−1(0).
Then, for arbitrary c ∈ X and f ∈ L([a,b],X) satisfying the condition

sup
t∈[a,b]

1
φ(t)

∥∥∥∥
∫ t

τ

[
f (s) + (�c)(s)

]
ds
∥∥∥∥ < +∞, (4.4)

problem (1.1), (1.2) possesses a solution u(·) representable in the form of the uniformly con-
vergent functional series

u(t)= fτ,c(t) +
∫ t

τ

(
� fτ,c

)
(s)ds+

∫ t

τ
�
(∫ ·

τ

(
� fτ,c

)
(ξ)dξ

)
(s)ds+ ··· , t ∈ [a,b], (4.5)

where

fτ,c(t) := c+
∫ t

τ
f (s)ds, t ∈ [a,b]. (4.6)

This solution, moreover, satisfies the initial condition

u(τ)= c. (4.7)
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If, furthermore, the function f ∈ L([a,b],X) and vector c ∈ X are such that

∫ t

τ
f (s)ds�K −c ∀t ∈ [a,b] \Ω, (4.8)

then solution (4.5) of problem (1.1), (1.2) also satisfies condition (3.4).

The expression �c in condition (4.4) is understood as the value of � on the constant
function [a,b]→ X identically equal to c.

Remark 4.2. Under the assumptions of Theorem 4.1, to every fixed τ involved in the
conditions, exactly one solution of problem (1.1), (1.2) corresponds; that is, the problem
mentioned cannot have two different solutions taking the same value at the point τ.

Remark 4.3. It follows immediately from property (1.2) that a solution of problem (1.1),
(1.2) has at least as many zeroes as the function φ does.

Remark 4.4. Condition (4.8) is satisfied, in particular, if c �K 0 and the integrable func-
tion f : [a,b]→ X satisfies the relation

f (t)sign(t− τ) �K 0 for a.e. t ∈ [a,b]. (4.9)

In the case where the wedge K is a cone, Theorem 4.1 yields the following statement.

Theorem 4.5. Assume that, for some solid cone K in X and a subset Ω of [a,b] such that
[a,b] \Ω is closed, the linear operator � : C([a,b],X)→ L([a,b],X) is φ-regular, (τ,Ω,φ)-
positive with respect to K , satisfies Assumption 3.11, and, moreover, for an arbitrary function
u from C([a,b],X) satisfying condition (2.3) and vanishing on the set [a,b] \Ω, condition
(3.6) holds.

Then the existence of a continuous abstract function y : [a,b]→ X satisfying conditions
(4.1), (4.7), and (4.3) for some α∈ [0,1) and τ ∈ φ−1(0) ensures that, for arbitrary (c, f )∈
X × L([a,b],X) satisfying condition (4.4), problem (1.1), (1.2) has a solution possessing
property (4.7) and representable in the form (4.5), where fτ,c is the function given by formula
(4.6).

If, in addition, relation (4.8) holds for the function f ∈ L([a,b],X) and vector c ∈ X ,
then solution (4.5) of problem (1.1), (1.2) also satisfies condition (3.4).

Remark 4.6. It follows from [1, Theorem 1] that, in the case where the cone K is also
normal [5] (i.e., there exists a constant δ ∈ (0,+∞) such that ‖x1 + x1‖ ≥ δ whenever
{x1,x2} ⊂ K and ‖x1‖ = ‖x2‖ = 1), the assumption on the continuity of � in Theorem 4.5
is satisfied automatically.

Corollary 4.7. Suppose that K is a solid cone in X , and the φ-regular linear operator
� : C([a,b],X)→ L([a,b],X) is such that Assumption 3.11 is true and, moreover,

(�u)(t)sign(t− τ) �K 0 for a.e. t ∈ [a,b] (4.10)

whenever the function u from C([a,b],X) satisfies relation (2.3) and the condition

u(t) �K 0 ∀t ∈ [a,b]. (4.11)
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Furthermore, assume that there exist a constant α∈ [0,1) and a continuous abstract func-
tion y : [a,b]→ X satisfying condition (4.2), the relation

y(t)
K 0 ∀t ∈ [a,b], (4.12)

and the integral inequality

αy(t) �K

∫ t

τ
(�y)(s)ds for every t ∈ [a,b] (4.13)

with some τ ∈ φ−1(0).
Then, for arbitrary f ∈ L([a,b],X) and c ∈ X satisfying condition (4.4), problem (1.1),

(1.2) admits solution (4.5) with fτ,c given by (4.6). The solution mentioned satisfies the
initial condition (4.7). If, furthermore,

∫ t

τ
f (s)ds�K −c ∀t ∈ [a,b], (4.14)

then the solution given by (4.5) also possesses property (4.11).

Remark 4.8. Conditions (4.3) and (4.13) in the statements formulated above are opti-
mal in the sense that the inequality α < 1 for the constant α involved therein, generally
speaking, cannot be replaced by the corresponding nonstrict inequality α≤ 1.

Indeed, we consider the simplest scalar functional differential equation

u′(t)= u(1) + f (t), t ∈ [0,1], (4.15)

together with the additional condition

sup
t∈[0,1]

∣∣u(t)− 1
∣∣

√
t

< +∞. (4.16)

Problem (4.15), (4.16), obviously, can be rewritten as (1.1), (1.2) with X = R, a = 0,
b = 1, φ(t) := √t, t ∈ [0,1], and the operator � : C([0,1],R)→ L([0,1],R) given by the
formula

C
(
[0,1],R

)� u 	−→ �u := u(1). (4.17)

We set K := [0,+∞); the relation “�K” then coincides with the usual symbol “≥” and,
hence, (4.11) always implies (4.10) in this case.

According to Example 3.12, operator (4.17) satisfies Assumption 3.11 whenever one
can specify a nonnegative constant B such that

∫ t

0
ds≤ B

√
t, t ∈ [0,1], (4.18)

that is, if

t ≤ B
√
t, t ∈ [0,1]. (4.19)
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Relation (4.19) is satisfied, for example, with B := 1. Operator (4.17) is, obviously, φ-
regular. Indeed, with our definition of φ, a function u belongs to Cφ([0,1],R) if and only
if

∣∣u(t)
∣∣≤ r

√
t ∀t ∈ [0,1] (4.20)

for some r > 0, and the number ‖u‖φ is equal to the greatest lower bound of all such r. At
t = 0, (4.20) yields |u(1)| ≤ ‖u‖φ, and, by virtue of (4.17), relation (3.5) is satisfied with
ω(t)= 1 for a.e. t ∈ [0,1].

We put

y(t) := ε, t ∈ [0,1], (4.21)

where ε > 0. In view of (4.17) and (4.21), we have

y(t)−
∫ t

0
(�y)(s)ds= ε− εt = ε(1− t)≥ 0, t ∈ [0,1]. (4.22)

This means that inequality (4.13) holds for function (4.21) with τ = 0 and α= 1. Since ε
is positive, the function y also satisfies the corresponding condition (4.12).

Note now that condition (4.4) in our case has the form

sup
t∈[0,1]

1√
t

∣∣∣∣
∫ t

0
f (s)ds+ ct

∣∣∣∣ < +∞. (4.23)

For c := 1, relation (4.23) means the existence of a constant γ such that

∣∣∣∣
∫ t

0
f (s)ds+ t

∣∣∣∣≤ γ
√
t, t ∈ [0,1], (4.24)

and is satisfied, for example, with γ = 2 and

f (t)= 1, t ∈ [0,1]. (4.25)

Thus, function (4.21) satisfies all the assumptions of Corollary 4.7, except the strict
condition (4.13), instead of which the inequality

y(t)≥
∫ t

0
(�y)(s)ds, t ∈ [0,1], (4.26)

is true. However, problem (4.15), (4.16) with f given by (4.25) has no solutions.
Indeed, let u be a solution of problem (4.15), (4.16) with f ≡ 1. Condition (4.16)

implies, in particular, that

u(0)= 1. (4.27)

Integrating (4.15) and taking (4.25) and (4.27) into account, we easily get that u admits
the representation

u(t)= 1 + t
(
1 +u(1)

)
, t ∈ [0,1]. (4.28)
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However, at the point t = 1, equality (4.28) takes the form

u(1)= 2 +u(1) (4.29)

and, hence, is not satisfied. This means that the initial value problem (4.15), (4.27) is
unsolvable and, consequently, problem (4.15), (4.16) has no solutions. (Note that the
function u(t) = λt, t ∈ [0,1], where λ is an arbitrary real constant, is a solution of the
homogeneous Cauchy problem u′ = u(1), u(0)= 0.)

We have thus shown that, in the weakened form with α = 1, assumption (4.13) may
not guarantee the solvability of problem (1.1), (1.2) for arbitrary f and c satisfying (4.4),
and, hence, is strict in this sense. Clearly, the same is true for condition (4.3) appearing
in Theorems 4.1 and 4.5.

Remark 4.9. The conditions in the theorems established above resemble those introduced
in [6] for finite systems of linear functional differential equations determined by opera-
tors satisfying certain positivity conditions. It should be noted, however, that both the
methods and results of [6] and of this paper are essentially different from one another.

Remark 4.10. Similarly to [2, 6], the theorems of the present paper allow one to obtain
efficient conditions for the solvability of problem (1.1), (1.2) for various kinds of (in
this case, generally speaking, infinite-dimensional) functional differential equations (1.1).
Here, we restrict our consideration to the general theorems only.

5. Auxiliary statements and proofs

The proofs of the results formulated above use a number of auxiliary statements given in
Sections 5.1, 5.2, and 5.3.

5.1. The space Cφ([a,b],X). Given a nonnegative continuous function φ : [a,b] → R
such that

φ �≡ 0, φ−1(0) �=∅, (5.1)

we set

(
Tφu

)
(t) := u(t)

φ(t)
, t ∈ [a,b], (5.2)

for an arbitrary u from Cφ([a,b],X). Note that, due to condition (2.3) imposed on u, the
term on the right-hand side of (5.2) is well defined.

It is easy to see that formula (5.2) defines a linear operator from Cφ([a,b],X) to
B([a,b],X). This operator is bounded because, for u ∈ Cφ([a,b],X) (i.e., if ‖u‖φ < +∞,
see (2.4)),

sup
t∈[a,b]

∥∥(Tφu
)
(t)
∥∥= sup

t∈[a,b]

∥∥∥∥u(t)
φ(t)

∥∥∥∥= sup
t∈[a,b]

∥∥u(t)
∥∥

φ(t)
= ‖u‖φ (5.3)

and, hence, ‖Tφ‖ ≤ 1. Moreover, mapping (5.2) has the following important property.
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Lemma 5.1. For an arbitrary continuous function φ : [a,b]→ [0,+∞) satisfying (5.1), the
set TφCφ([a,b],X) is a closed subset of B([a,b],X) with respect to the norm (2.4).

Proof. Let {um |m∈N} ⊂ Cφ([a,b],X) be a sequence such that

lim
m→+∞

sup
t∈[a,b]

∥∥Tφum(t)− v∗(t)
∥∥= 0 (5.4)

for a certain function v∗ from B([a,b],X). We need to show that v∗ belongs to the image
of Cφ([a,b],X) under the mapping Tφ, that is, is representable as

v∗(t)= u∗(t)
φ(t)

, t ∈ [a,b], (5.5)

where u∗ : [a,b]→ X is a certain continuous function such that ‖u∗‖φ < +∞.
We put

vm(t) := um(t)
φ(t)

, t ∈ [a,b], m= 1,2, . . . , (5.6)

fix an arbitrary positive ε, take some arbitrary point t ∈ [a,b], and consider the difference
v∗(t+ δ)φ(t+ δ)− v∗(t)φ(t), where δ ∈ [a− t,b− t]. We have

v∗(t+ δ)φ(t+ δ)− v∗(t)φ(t)

= v∗(t+ δ)φ(t+ δ)− vm(t+ δ)φ(t+ δ)

+ vm(t+ δ)φ(t+ δ)− vm(t)φ(t)

+ vm(t)φ(t)− v∗(t)φ(t),

(5.7)

whence

∥∥v∗(t+ δ)φ(t+ δ)− v∗(t)φ(t)
∥∥

≤ ∥∥v∗(t+ δ)− vm(t+ δ)
∥∥φ(t+ δ)

+
∥∥vm(t+ δ)φ(t+ δ)− vm(t)φ(t)

∥∥
+
∥∥vm(t)− v∗(t)

∥∥φ(t).

(5.8)

We estimate the right-hand side of (5.8) from above.
Relation (5.4) means nothing but the convergence of the sequence {vm |m ∈ N} to

the function v∗ with respect to the norm (2.2). Therefore, for the given ε, one can always
specify a number mε ∈N such that

∥∥v∗(t)− vm(t)
∥∥φ(t) <

ε
3maxξ∈[a,b]φ(ξ)

(5.9)

for all t ∈ [a,b] and m≥mε. Recall that φ is not identically zero and, therefore, the right-
hand side term in (5.9) makes sense.
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According to (5.6), the function [a,b] � t 	→ vm(t)φ(t), m = 1,2, . . . , coincides with
the function um belonging to Cφ([a,b],X). By the continuity of um, it follows that, for
m=mε,

∥∥vm(t+ δ)φ(t+ δ)− vm(t)φ(t)
∥∥ < ε

3
(5.10)

whenever |δ| becomes less than a certain positive δε. Estimating now the first and the
third summand on the right-hand side of (5.8) by using (5.9) and taking (5.10) into
account for the second one, we obtain that

∥∥v∗(t+ δ)φ(t+ δ)− v∗(t)φ(t)
∥∥ < 2

ε
3maxξ∈[a,b]φ(ξ)

max
s∈[a,b]

φ(s) +
ε
3
= ε (5.11)

for arbitrary t ∈ [a,b] and δ ∈ [a− t,b− t] satisfying the inequality |δ| < δε. By the arbi-
trariness of ε, this means the continuity of the function [a,b]� t 	→ v∗(t)φ(t) and, there-
fore, the function v∗ admits representation (5.5) with u∗ := v∗φ, y∗ ∈ Cφ([a,b],X).

Thus, the fulfilment of (5.4) for a sequence {um |m∈N} ⊂ Cφ([a,b],X) and a func-
tion v∗ from B([a,b],X) always implies the inclusion

v∗ ∈ TφCφ
(
[a,b],X

)
, (5.12)

that is, the assertion of the lemma is true. �

Lemma 5.2. 〈Cφ([a,b],X),‖ · ‖φ〉 is a Banach space.

Proof. It is clear from (2.4) that the mapping Cφ([a,b],X)� u 	→ ‖u‖φ satisfies the con-
ditions ‖αu‖φ = |α|‖u‖φ and

∥∥u1 +u2
∥∥
φ ≤

∥∥u1
∥∥
φ +
∥∥u2

∥∥
φ (5.13)

for arbitrary {u,u1,u2} ⊂ Cφ([a,b],X) and α ∈ R. Furthermore, the relation ‖u‖φ = η
yields the estimate ‖u(t)‖ ≤ ηφ(t) for all t from [a,b]. Therefore, the equality ‖u‖φ = 0
implies that u(t)= 0 for every t ∈ [a,b].

It remains to prove the completeness of Cφ([a,b],X) with respect to the norm ‖ · ‖φ.
Let {um |m ∈N} be a Cauchy sequence with respect to ‖ · ‖φ. This, in view of (2.4),

means that, for an arbitrary positive ε, there exists an N ∈N such that

∥∥um+r(t)−um(t)
∥∥≤ εφ(t), t ∈ [a,b], (5.14)

for all m≥N and r ≥ 1. In other words, the sequence

vm := um
φ

, m= 1,2, . . . , (5.15)

is a Cauchy sequence in the space B([a,b],X). The space B([a,b],X) is complete with
respect to the norm (2.2) and, therefore, there exists a bounded function v∗ : [a,b]→ X
such that

lim
m→+∞

sup
t∈[a,b]

∥∥vm(t)− v∗(t)
∥∥= 0. (5.16)
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By virtue of Lemma 5.1, the function v∗ can be represented as

v∗(t)= u∗(t)
φ(t)

, t ∈ [a,b], (5.17)

where u∗ ∈ Cφ([a,b],X). Hence, (5.16) can be rewritten as

lim
m→+∞

sup
t∈[a,b]

∥∥um(t)−u∗(t)
∥∥

φ(t)
= 0 (5.18)

or, which is the same, as

lim
m→+∞

∥∥um−u∗
∥∥
φ = 0. (5.19)

Thus, an arbitrary Cauchy sequence converges in the space Cφ([a,b],X), and our lemma
is proved. �

5.2. Spectrum of linear operators vanishing on the blade of a wedge. Let E be a Banach
space and K a wedge in it. The following statement is an extension of a well-known result
(see, e.g., [3, 4]) that establishes an upper bound for the spectrum of a linear operator
preserving a solid wedge and dates back to a statement due to Kreı̆n [5].

Theorem 5.3 [7, 9]. Let W be a solid wedge in E and let A : E→ E be a completely contin-
uous linear operator such that A(W)⊂W and

W ∩ (−W)⊂ kerA. (5.20)

Then the existence of constants α∈[0,+∞),m∈N, and an interior element g inW such that

αg −Amg ∈W (5.21)

implies the estimate

r(A)≤ m
√
α. (5.22)

Here, as usual, A(H) := {Ax | x ∈H} for all H ⊂ X .

5.3. The set CK ,Ω,φ([a,b],X). Throughout this section, we fix a proper wedge K in the
Banach space X and a set Ω ⊂ [a,b] such that the corresponding set [a,b] \Ω is closed.
We also choose a nonnegative continuous function φ : [a,b] → R satisfying conditions
(5.1).

Let CK ,Ω,φ([a,b],X) be the set of all continuous abstract functions u : [a,b]→ X satis-
fying conditions (3.4) and (2.3):

CK ,Ω,φ
(
[a,b],X

)
:= {u∈ C

(
[a,b],X

) | u(t) �K 0∀t ∈ [a,b] \Ω, and (2.3) holds
}
.

(5.23)
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Lemma 5.4. For an arbitrary proper wedge K ⊂ X , the set CK ,Ω,φ([a,b],X) is a proper wedge
in Cφ([a,b],X).

The structure of the blade of the wedge CK ,Ω,φ([a,b],X) is described easily in terms of
the blade of the wedge K .

Lemma 5.5. For an arbitrary wedge K in X , the following equality is true:

bladeCK ,Ω,φ
(
[a,b],X

)= {u∈ Cφ
(
[a,b],X

) | u([a,b] \Ω)⊂ bladeK
}
. (5.24)

Lemmas 5.4 and 5.5 are proved similarly to the corresponding statements from [8].

Lemma 5.6. The wedgeCK ,Ω,φ([a,b],X) is solid wheneverK possesses the property indicated.
In the case where the wedge K is solid, a function y belongs to the interior of CK ,Ω,φ([a,b],X)
if and only if relation (4.1) holds.

Proof. A function y from Cφ([a,b],X) is an interior element of CK ,Ω,φ([a,b],X) if and
only if there exists a δ ∈ (0,+∞) such that every function u ∈ Cφ([a,b],X) having the
property

sup
t∈[a,b]

1
φ(t)

∥∥u(t)− y(t)
∥∥ < δ (5.25)

satisfies the inclusion u([a,b] \Ω)⊂ K . This implies, in particular, that y(t) is an interior
point of K for every t from [a,b] \Ω, which means that condition (4.1) holds.

Assume now that the set {y(t) | t ∈ [a,b] \Ω} is contained in the interior of the wedge
K . Then, for every t ∈ [a,b] \Ω, one can specify a positive number δ such that all ele-
ments x ∈ X satisfying the relation

∥∥y(t)− x
∥∥ < δφ(t) (5.26)

belong to K . Let δ(t) be the least upper bound of all such δ at the point t from [a,b] \Ω.
By taking the continuity of y and φ into account, one can show that the function δ :
[a,b] \Ω→ (0,+∞) is continuous.

We put δ∗ := inf t∈[a,b]\Ω δ(t). The number δ∗ is strictly positive. Indeed, in the con-
trary case, there exists a sequence {tk | k ∈ N} ⊂ [a,b] \Ω such that limk→+∞ δ(tk) = 0.
The compactness of the interval [a,b] implies the existence of a sequence {kn | n∈N} ⊂
N and a point t∗ such that limn→+∞ tkn = t∗. The point t∗ belongs to [a,b] \Ω because the
set mentioned is closed. Hence, limn→+∞ δ(tkn)= 0 and, therefore, δ(t∗)= 0, contrary to
the definition of δ(·) and, hence, to the assumption that y(t) is contained in the interior
of K for all t from [a,b] \Ω.

Thus, we can put, for example, δ = (1/2)δ∗ in (5.25) at every point t from [a,b] \Ω.
�

5.4. The operator �τ,� . Given a linear operator � : C([a,b],X)→ L([a,b],X), we intro-
duce the mapping �τ,� by putting

(
�τ,�u

)
(t) :=

∫ t

τ
(�u)(s)ds, t ∈ [a,b]. (5.27)
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It is clear that �τ,� is a linear operator transforming the space C([a,b],X) into itself.
Moreover, the following statement is true.

Lemma 5.7. For an arbitrary linear operator � : C([a,b],X) → L([a,b],X) satisfying
Assumption 3.11, the corresponding linear mapping �τ,� : C([a,b],X)→ C([a,b],X) leaves
invariant the set Cφ([a,b],X).

Here, as in Section 5.3, the set [a,b] \Ω is closed and φ : [a,b]→ [0,+∞) is a certain
continuous function not identically equal to zero on [0,1].

Proof. Indeed, we take an arbitrary function u : [a,b]→ X belonging to Cφ([a,b],X), that
is, a continuous function satisfying condition (2.3). By virtue of Assumption 3.11, there
exists some nonnegative constant βu such that inequality (3.7) holds, which means that
the function

[a,b]� t 	−→
∫ t

τ
(�u)(ξ)dξ (5.28)

is an element of Cφ([a,b],X). �

Lemma 5.8. If the operator � : C([a,b],X)→ L([a,b],X) is (τ,Ω,φ)-positive with respect
to the wedge K in X , then the corresponding operator (5.27) leaves invariant the wedge
CK ,Ω,φ([a,b],X):

�τ,�CK ,Ω,φ
(
[a,b],X

)⊂ CK ,Ω,φ
(
[a,b],X

)
. (5.29)

We also need the following properties of operator (5.27).

Lemma 5.9. For every linear operator � : C([a,b],X) → L([a,b],X) belonging to the set
�K ,φ(τ,Ω; [a,b],X), the corresponding mapping �τ,� vanishes on the blade of the wedge
CK ,Ω,φ([a,b],X).

Lemma 5.10. For every φ-regular linear operator � : C([a,b],X)→ L([a,b],X), the corre-
sponding linear mapping �τ,� : Cφ([a,b],X)→ Cφ([a,b],X) is compact.

Lemmas 5.8, 5.9, and 5.10 are proved similarly to the corresponding statements from
[8].

5.5. Proof of Theorem 4.1. We first formulate the following obvious lemma concerning
the inhomogeneous initial value problem (1.1), (4.7) associated with the original problem
(1.1), (1.2).

Lemma 5.11. For an arbitrary τ ∈ [a,b], the set of solutions of the Cauchy problem (1.1),
(4.7) coincides with the set of continuous solutions of the functional equation

u=�τ,�u+ fτ,c. (5.30)

Remark 5.12. It is clear that every solution of (5.30) is absolutely continuous.



R. P. Agarwal and A. Rontó 63

Note that, when τ ∈ φ−1(0), the fulfilment of condition (1.2) for a function u from
C([a,b],X) implies, in particular, that (4.7) holds. This means that, under the assump-
tions of Theorem 4.1, a solution of (1.1), (1.2) always satisfies the Cauchy problem (1.1),
(4.7).

We show that problem (1.1), (4.7) is uniquely solvable for arbitrary c ∈ X and f ∈
L([a,b],X) satisfying condition (4.4). In view of Lemma 5.11, it will suffice to prove the
unique solvability of (5.30) for arbitrary f and c for which (4.4) is true. Recall that fτ,c in
(5.30) is the function constructed from f and c by formula (4.6).

We first consider the corresponding semihomogeneous problem, that is, the Cauchy
problem (1.1), (4.7) with (4.7) replaced by the homogeneous condition

u(τ)= 0. (5.31)

By Lemma 5.11, problem (1.1), (5.31) is equivalent to the equation

u=�τ,�u+
∫ ·
τ
f (ξ)dξ. (5.32)

According to Lemma 5.7, the mapping �τ,� leaves invariant the setCφ([a,b],X). There-
fore, in order to prove the unique solvability of (5.32) for all integrable f satisfying (4.4)
with c = 0, that is, satisfying the condition

sup
t∈[a,b]

1
φ(t)

∥∥∥∥
∫ t

τ
f (s)ds

∥∥∥∥ < +∞, (5.33)

it is sufficient to prove that the spectrum of �τ,� considered as an operator in the space
Cφ([a,b],X) is contained inside the unit circle with the centre at zero.

We will show that, under the conditions assumed, the spectral radius ρ� of the operator
�τ,� : Cφ([a,b],X)→ Cφ([a,b],X) admits the estimate

ρ� ≤ α. (5.34)

Indeed, condition (4.3) assumed in Theorem 4.1 for a continuous function y : [a,b]→ X
can be rewritten as

αy(t) �K
(
�τ,� y

)
(t) ∀t ∈ [a,b] \Ω, (5.35)

which, in view of (4.2), means nothing but the inclusion

αy−�τ,� y ∈ CK ,Ω,φ
(
[a,b],X

)
. (5.36)

The set CK ,Ω,φ([a,b],X), as we know from Lemma 5.4, forms a proper wedge in the
space C([a,b],X). Furthermore, in view of Lemma 5.6, the function y satisfying condi-
tion (4.1) belongs to the interior of the wedge CK ,Ω,φ([a,b],X).

Note also that, in view of Lemma 5.9, the inclusion � ∈�K ,φ(τ,Ω; [a,b],X) implies
that the mapping �τ,� : C([a,b],X) → C([a,b],X) vanishes on the blade of the wedge
CK ,Ω,φ([a,b],X). According to Lemma 5.10, the φ-regularity of � implies the complete
continuity of the corresponding linear mapping �τ,� . Finally, in view of Lemma 5.8,
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the (τ,Ω,φ)-positivity of � with respect to K implies that the operator �τ,� leaves in-
variant the wedge CK ,Ω,φ([a,b],X).

Applying Theorem 5.3 with m= 1, E = Cφ([a,b],X), W = CK ,Ω,φ([a,b],X), A= �τ,� ,
and g = y, we establish inequality (5.34). In view of the condition 0 ≤ α < 1, this, as is
well known, guarantees the convergence of the series

u := fτ,0 + �τ,� fτ,0 + �2
τ,� fτ,0 + ··· (5.37)

to the unique solution u of (5.32) or, which is the same, of the semihomogeneous Cauchy
problem (1.1), (5.31). Here, the function fτ,0 is given by formula (4.6) with c = 0.

Now let u be a solution of the inhomogeneous Cauchy problem (1.1), (4.7). Putting
ũ := u− c and f̃ := f + �c, we find that the function ũ satisfies the semihomogeneous
problem (1.1), (5.31) with f replaced by f̃ . Thus, it is easy to show that, under the con-
ditions assumed, the unique solution of the inhomogeneous initial value problem (1.1),
(4.7) is given by the series

u := fτ,c + �τ,� fτ,c + �2
τ,� fτ,c + ··· . (5.38)

Clearly, series (5.38) coincides with (4.5).
Property (3.4) of the solution of problem (1.1), (1.2) follows immediately from its

series representation (5.38) and inclusion (5.29) because CK ,Ω,φ([a,b],X) is a closed set
possessing property (1) of Definition 3.1.

5.6. Proof of Theorem 4.5. In the case where K is a cone, according to formula (5.24),
the equality

bladeCK ,Ω,φ
(
[a,b],X

)= {u∈ Cφ
(
[a,b],X

) | u vanishes outside Ω
}

(5.39)

is true. Therefore, Theorem 4.5 is a consequence of Theorem 4.1.

5.7. Proof of Corollary 4.7. It is sufficient to apply Theorem 4.5 with Ω=∅.
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