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We study a class of stochastic bi-criteria optimization problems with one quadratic and one linear
objective functions and some linear inequality constraints. A hybrid method of chance-constrained
programming (CCP) combined with variance expectation (VE) is proposed to find the optimal
solution of the original problem. By introducing the expectation level, the bi-criteria problem is
converted into a single-objective problem. By introducing the confidence level and the preference
level of decision maker, we obtain a relaxed robust deterministic formulation of the stochastic
problem. Then, an interactive algorithm is developed to solve the obtained deterministic model
with three parameters, reflecting the preferences of decision maker. Numerical experiments show
that the proposed method is superior to the existing methods. The optimal solution obtained by
our method has less violation of the constraints and reflects the satisfaction degree of decision-
maker.

1. Introduction

In many fields of industrial engineering and management sciences, there often exist some
uncertainties, such as the return rate of security and the amounts of demand and supply.
Recently, many attentions have been paid to construct optimization models with uncertain
parameters for the decision problems in the field of management science and to design some
efficient solution methods for these optimization models. For this connection, one can see
[1–9] and the references therein.

Arising from the optimal network design problem and the fields of economic and
management sciences, the following model often needs to be studied (see, e.g., [7]):

min f(x) =
1
2
xTD(w)x,

max g(x) = C(w)x
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s.t. A(w)x ≥ b(w),

x ≥ 0,

(1.1)

where f : Rn → R is continuously differentiable, w is a t-dimensional stochastic vector,
C(w) = (c1(w), c2(w), . . . , cn(w))T and b(w) = (b1(w), b2(w), . . . , bm(w))T are given vectors,
D(w) = (dij(w))n×n and A(w) = (aij(w))m×n are given stochastic matrices. So, Problem (1.1)
is a stochastic bi-criteria optimization problem. The main difficulties to solve this kind of
problems lie in two aspects. The first one is that optimal decisions are required to be prior
to the observation of the stochastic parameters. In this situation, one can hardly find any
decision that has no constraints violation caused by unexpected random effects. The second
one is that no decision can optimize the two objective functions simultaneously.

By expectation method, the authors in [9] transformed Problem (1.1) into the
following deterministic model:

min E
(
f(x)

)
=

1
2
xTE(D(w))x,

max E
(
g(x)

)
= E(C(w))x

s.t. E(A(w))x ≥ E(b(w)),

x ≥ 0

(1.2)

and developed an algorithm to obtain an approximate solution of the original problem.
Though the expectation method is a convenient way of dealing with stochastic

programs [9, 10], it may not ensure that the optimal solution is robust as well as having
optimal values of objective functions in general. For this, we are going to propose a hybrid
method for the solution of Problem (1.1). The basic idea is as follows.

For the bi-criteria problem, we introduce a parameter of expectation level for the
second objective, and transform the original problem into a problem with single-objective
function. For the stochastic parameters, we introduce an appropriate combination of the
mean and variance of the cost, which is to be minimized subject to some chance constraints.
The variance appeared in the cost function can be interpreted as a risk measure, which can
make the solution more robust. For the chance constraint, it ensures that the probability
for the constraints to be satisfied is greater than or equal to some value. The larger this
value is taken, the higher probability the constraints are satisfied. In other words, the
chance constraints approach can guarantee that the obtained solution has less degree of
constraint violation (see [4, 11]). Based on such a reformulation for the original problem,
an interactive algorithm will also be developed to find its solution with some satisfaction
degree.

The remainder of this paper is organized as follows. In Section 2, we will deduce the
new robust deterministic formulation for the original stochastic model. Then, in Section 3,
an interactive algorithm will be developed to solve such a deterministic problem with three
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parameters, reflecting the preferences of decision maker. Numerical experiments are carried
out in Section 4 to show the advantage of the proposed method. Final remarks are given in
the last section.

2. Reformulation of Stochastic Bi-Criteria Model by Hybrid Approach

In this section, we are going to reformulate the original stochastic bi-criteria problem into a
deterministic problem.

Note that there are various ways to deal with multiple-objective problems. For details,
see, for example, [6, 10, 12]. In this paper, Problem (1.1) is converted into a single-objective
model by introducing a parameter, called the expectation level of decision maker.

Let ρ denote the expectation level of decision maker to the second objective. Then,
(1.1) is relaxed into the following model:

min f(x) =
1
2
xTD(w)x

s.t. C(w)x ≥ ρ,

A(w)x ≥ b(w),

x ≥ 0.

(2.1)

Notice that the solution of the above problem is a compromising solution of Problem (1.1)
by a suitable ρ. Actually, ρ ≤ ρ∗, where ρ∗ is the maximum of the second objective function.
When ρ = ρ∗, the solution of (2.1) ensures that the second objective achieve its maximal value.

Next, taking into account that the expectation value represents the average level and
the variance indicates the deviation of the stochastic variable, the stochastic objective function
in (2.1) is transformed into

μE

(
1
2
xTD(w)x

)
+
(
1 − μ

)
σ

(
1
2
xTD(w)x

)
, (2.2)

where E(·) and σ(·) denote, respectively, the expectation and the variance of stochastic matrix,
and μ ∈ [0, 1] is introduced to describe the preference of decision maker to the average level
and the robustness of objective value, and is called the preference level of decision maker. The
variance appeared in the cost function can be interpreted as the riskmeasure, which canmake
the obtained solution more robust.

For the first stochastic inequality in (2.1), we introduce the so-called chance constraint
method to convert it into a deterministic inequality constraint, which is used to guarantee
that the stochastic constraint is satisfied with a probability as higher as possible.For the
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general stochastic constraints A(w)x ≥ b(w), we obtain their deterministic formulations by
expectation method as done in [9].

Specifically, Problem (2.1) is reformulated as

min μE

(
1
2
xTD(w)x

)
+
(
1 − μ

)
σ

(
1
2
xTD(w)x

)

s.t. P

(
n∑

i=1

ci(w)xi ≥ ρ

)

≥ η,

E(A(w))x ≥ E(b(w)),

x ≥ 0,

0 ≤ μ ≤ 1,

(2.3)

where η is the probability (or confidence) level for the first stochastic constraint to be satisfied.
DenoteQ and R, respectively, the expectation and the variance of the stochastic matrix

D(w) = (dij(w))n×n, that is,

Q = E(D(w)) =
(
E
(
dij(w)

))
n×n, R = σ(D(w)) =

(
σ
(
dij(w)

))
n×n. (2.4)

If all components of the stochastic matrixD(w) are statistically independent, then, (2.3) reads

min
1
2
μxTQx +

1
4
(
1 − μ

)(
x2
)T

Rx2

s.t. P

(
n∑

i=1

ci(w)xi ≥ ρ

)

≥ η,

E(A(w))x ≥ E(b(w)),

x ≥ 0,

0 ≤ μ ≤ 1,

(2.5)

where x2 = (x2
1, x

2
2, . . . , x

2
n)

T .
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Furthermore, suppose that the probability density functions of all components of the
stochastic vector C(w) are normally distributed, and are statistically independent, then, the
model (2.5) can be equivalently written as:

min
1
2
μxTQx +

1
4
(
1 − μ

)(
x2
)T

Rx2

s.t. P

((∑n
i=1 ci(w)xi −M

)

N
<

(
ρ −M

)

N

)

≤ 1 − η,

n∑

j=1

E
(
aij(w)

)
xj ≥ E(bi(w)), i = 1, 2, . . . , m,

x ≥ 0,

0 ≤ μ ≤ 1,

(2.6)

where M =
∑n

i=1 E(ci(w))xi, N =
√∑n

i=1 σ(ci(w))x2
i . So, Model (2.6) has the following

deterministic form:

min
1
2
μxTQx +

1
4
(
1 − μ

)(
x2
)T

Rx2

s.t. M + Φ−1(1 − η
)
N ≥ ρ,

n∑

j=1

E
(
aij(w)

)
xj ≥ E(bi(w)), i = 1, 2, . . . , m,

x ≥ 0,

0 ≤ μ ≤ 1.

(2.7)

Denote

μij = E
(
aij

)
, μi0 = E(bi(w)). (2.8)

Then, (2.7) yields

min
1
2
μxTQx +

1
4
(
1 − μ

)(
x2
)T

Rx2

s.t. M + Φ−1(1 − η
)
N ≥ ρ,

n∑

j=1

μijxj ≥ μi0, i = 1, 2, . . . , m,

x ≥ 0,

0 ≤ μ ≤ 1,

(2.9)
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where Φ−1 is the inverse of the probability density function with standard normal
distribution.

From the above deduction, we obtain a new relaxed deterministic formulation (2.6) of
the original problem (1.1). Based on this model, an efficient solution method is developed in
the next section.

3. Interactive Algorithm

In this section, from Model (2.9), we are going to develop an interactive algorithm to
obtain an optimal solution of the original problem (1.1) such that there is less violation
of constraints. It is more robust in the sense of less degree of constraint violation taking
account of the satisfaction degree of decision maker. The basic idea of this algorithm
is to adjust the three-level parameters of decision maker until a satisfactory solution is
obtained.

It is noted that, for given μ, ρ, and η, we solve a subproblem that turns out to be
a minimization problem of quartic polynomial with one quadratical constraint and several
linear constraints [7]. Then, by comparing the features of the solutions corresponding to a
series of subproblems, we decidewhether or not the algorithm is to be terminated. The overall
algorithm is as follows.

Algorithm 3.1 (Interactive Algorithm for Stochastic Bi-criteria Problems).

Step 1. Choose μ, ρ, and η, where 0 ≤ μ ≤ 1, ρmin ≤ ρ ≤ ρmax, ηmin ≤ η ≤ ηmax. Here, ρmin and
ρmax, ηmin and ηmax denote, respectively, the minimum and the maximum of ρ and η given by
the decision maker.

Let δ1, δ2, and δ3 be three positive constant scalars, for example, fix δ1 = 0.01, δ2 = 0.5,
and δ3 = 0.05. Take μ0 = 0, ρ0 = ρmin, and η0 = ηmin. Set h = 0, t = 0,w = 0,Δμt = Δηh = Δρw =
0.

Step 2. Compute a solution of the following subproblem:

min
1
2
(
μ0 + Δμt)xTQx +

1
4
(
1 − μ0 −Δμt)

(
x2
)T

Rx2

s.t. M + Φ−1
(
1 − η0 −Δηh

)
N ≥ ρ0 + Δρw,

n∑

j=1

μijxj ≥ μi0, i = 1, 2, . . . , m,

x ≥ 0,

0 ≤ μ ≤ 1.

(3.1)

The optimal solution is denoted by xμρη = (x1, x2, . . . , xn)
T , the corresponding value of the

objective function is denoted by Fμρη. Let Δηh = Δηh + δ1, h = h + 1.
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Step 3. If (η0 + Δηh) > ηmax, then go to Step 5. Otherwise, go to Step 4.

Step 4. Ask the decision maker whether xμρη and Fμρη are satisfactory. If they are, then go to
Step 9; Otherwise, ask the decision maker whether Δηh needs to be changed. If it does not,
then go to Step 2. Otherwise, ask the decision maker to update Δηh by Δηh′

, and go to Step 2.

Step 5. Let Δρw = Δρw + δ2, w = w + 1, and Δηh = 0. If ρ0 + Δρw > ρmax, then go to Step 7.
Otherwise, go to Step 6.

Step 6. Ask the decision maker whether Δρw needs to be changed. If it does not, then go to
Step 2. Otherwise, update Δρw by Δρw

′
, and go to Step 2.

Step 7. LetΔμt = Δμt +δ3, t = t+ 1,Δηh = 0, andΔρw = 0. If μ0 +Δμt > 1, the algorithm stops,
xμρη and Fμρη are the desired results. Otherwise, go to Step 8.

Step 8. Ask the decision maker whether Δμt needs to be changed. If it does not, then go to
Step 2. Otherwise, update Δμt by Δμt′ , and go to Step 2.

Step 9. xμρη and Fμρη are the desired results. The algorithm terminates.

4. Numerical Experiments

In this section, we will study the numerical performances of Algorithm 3.1. For this, suppose
that the probability density functions of all components of the stochastic vectors C(w) and
b(w), of the matricesD(w) andA(w) are normally distributed. These stochastic elements are
statistically independent, that is,

dij(w) ∼ N
(
μij , σ

2
ij

)
, i, j = 1, 2, . . . , n,

aij(w) ∼ N
(
μij , σ

2
ij

)
, i = 1, 2, . . . , m, j = 1, 2, . . . , n,

bi(w) ∼ N
(
μi0, σ

2
i0

)
, i = 1, 2, . . . , m, ci(w) ∼ N

(
μi, σ

2
i

)
, i = 1, 2, . . . , n,

(4.1)

where N(μ̂, σ̂2) denotes the normally distributed probability density function with mean μ̂
and variance σ̂2.

Firstly, we implement Algorithm 3.1 in Lingo 9.0 to investigate how the parameters
μ, ρ and η affect the optimal solution. Here, we take A(w) = (aij(w)) ∈ R3×4, b(w) ∈ R3,
C(w) ∈ R4 and D(w) = (dij(w)) ∈ R4×4. For example, we take

a11(w) ∼ N
(
40, 942

)
, a12(w) ∼ N

(
25, 752

)
,

a13(w) ∼ N
(
31, 822

)
, a14(w) ∼ N

(
8, 212

)
,

a21(w) ∼ N
(
22, 612

)
, a22(w) ∼ N

(
38, 872

)
,

a23(w) ∼ N
(
21, 602

)
, a24(w) ∼ N

(
17, 482

)
,
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a31(w) ∼ N
(
38, 862

)
, a32(w) ∼ N

(
28, 802

)
,

a33(w) ∼ N
(
17, 502

)
, a34(w) ∼ N

(
26, 742

)
,

b1(w) ∼ N
(
51, 1202

)
, b2(w) ∼ N

(
32, 722

)
,

b3(w) ∼ N
(
43, 982

)
, c1(w) ∼ N

(
23, 642

)
,

c2(w) ∼ N
(
25, 742

)
, c3(w) ∼ N

(
19, 512

)
,

c4(w) ∼ N
(
27, 782

)
, d11(w) ∼ N

(
12, 312

)
,

d12(w) ∼ N
(
15, 412

)
, d13(w) ∼ N

(
10, 272

)
,

d14(w) ∼ N
(
17, 512

)
, d21(w) ∼ N

(
14, 432

)
,

d22(w) ∼ N
(
16, 432

)
, d23(w) ∼ N

(
13, 332

)
,

d24(w) ∼ N
(
15, 422

)
, d31(w) ∼ N

(
21, 592

)
,

d32(w) ∼ N
(
8, 192

)
, d33(w) ∼ N

(
11, 282

)
,

d34(w) ∼ N
(
20, 552

)
, d41(w) ∼ N

(
18, 552

)
,

d42(w) ∼ N
(
31, 842

)
, d43(w) ∼ N

(
32, 702

)
, d44(w) ∼ N

(
25, 832

)
,

μ = 0.6, ρ = 60, η = 0.95. (4.2)

Then, the subproblem in Algorithm 3.1 to be solved is as follows:

min 0.3xTQx + 0.1
(
x2
)T

Rx2

s.t. 10622x2
1 + 14283x2

2 + 6720x2
3 + 15835x2

4 − 1150x1x2 − 874x1x3

− 1242x1x4 − 950x2x3 − 1350x2x4 − 1026x3x4 + 2760x1 + 3000x2

+ 2280x3 + 3240x4 ≥ 3600,

40x1 + 25x2 + 31x3 + 8x4 ≥ 51,

22x1 + 38x2 + 21x3 + 17x4 ≥ 32,

38x1 + 28x2 + 17x3 + 26x4 ≥ 43,

x ≥ 0,

(4.3)
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Table 1: Effects of the three-level parameters on solutions.

(μ,ρ,η) x F

(0.05, 160, 0.79) (0.526, 1.249, 1.023, 0.221)T 2784.9
(0.1, 137, 0.80) (0.43, 1.053, 0.863, 0.181)T 1307.52
(0.15, 150, 0.81) (0.447, 1.128, 0.923, 0.187)T 1593.36
(0.2, 139, 0.82) (0.392, 1.024, 0.837, 0.163)T 997.7
(0.25, 150, 0.83) (0.627, 0.396, 0.504, 0.049)T 183.23
(0.3, 140, 0.84) (0.36, 0.995, 0.811, 0.149)T 755.5
(0.35, 160, 0.85) (0.388, 1.08, 0.902, 0.159)T 1057.28
(0.4, 141, 0.86) (0.323, 0.959, 0.778, 0.132)T 539.68
(0.45, 165, 0.87) (0.358, 1.094, 0.886, 0.145)T 823.29
(0.5, 142, 0.88) (0.289, 0.926, 0.748, 0.116)T 380.788
(0.55, 210, 0.89) (0.408, 1.326, 1.07, 0.165)T 1410.02
(0.6, 200, 0.90) (0.361, 1.23, 0.989, 0.144)T 914.41
(0.65, 260, 0.91) (0.442, 1.571, 1.279, 0.132)T 2058.31
( 0.7, 205, 0.92) (1.701, 0.222, 0.168, 0.141)T 717.62
(0.75, 225, 0.93) (0.371, 1.276, 0.978, 0.125)T 635.42
(0.8, 210, 0.94) (0.263, 1.161, 0.911, 0.095)T 345.71
(0.85, 245, 0.95) (0.279, 1.313, 1.024, 0.098)T 418.55
(0.9, 215, 0.96) (1.3, 0.286, 0.049, 0.102)T 102.76
(0.95, 246, 0.97) (1.501, 0.182, 0.01, 0.052)T 83.44
(0.95, 280, 0.98) (0.324, 1.355, 0.155, 0.028)T 112.37

where

Q =

⎛

⎜⎜⎜⎜⎜
⎝

12 15 10 17

14 16 13 15

21 8 11 20

18 31 32 25

⎞

⎟⎟⎟⎟⎟
⎠

, R =

⎛

⎜⎜⎜⎜⎜
⎝

961 1681 729 2601

1849 1849 1089 1764

3481 361 784 3025

3025 7056 4900 6889

⎞

⎟⎟⎟⎟⎟
⎠

. (4.4)

In Lingo 9.0, we obtain the optimal solution of Model (4.3): x1 = 0.6398, x2 = 0.3884,
x3 = 0.4965, x4 = 0.0381 and the value of the objective function is 105.682. In the same setting,
from Model (1.2) in [9], we obtained an optimal solution x01 = 2.52, x02 = x03 = x04 = 0, and
f0(x) = 36.36, g0(x) = 44.31.

With different choices of the level parameters μ, ρ and η, it can be seen how these
parameters affect the optimal solution. The numerical results are reported in Table 1.

From Table 1, it can be seen that the adjustment of μ, ρ, and η is helpful for the decision
maker to choose a favorite solution.

In the end of this section, we are going to investigate the degree of constraint violation
for the proposed method. By simulation, in MATLAB 6.5, 48 samples of all stochastic
parameters are generated. Thus, we get 48 optimization problems. Next, we are going to
investigate the degree of constraint violation for the proposed method in this paper and the
expectation method presented in [9].

Let x1 and x2, respectively, denote the optimal solutions of the objective function from
the expectationmodel and the new hybridmodel, while t1 and t2 denote the violation degrees
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Table 2: Comparison between expectation method and hybrid method.

Samples x1 t1 x2 t2
1 (0, 1.15, 0.63, 0)T 0 (0.47, 0.43, 0.56, 0.03)T 0
2 (1.02, 0, 0, 0.06)T 1 (0.24, 0.34, 0.24, 0)T 0
3 (1.917, 0, 0, 0)T 0 (0.65, 0.39, 0.49, 0.04)T 0
4 (1.917, 0, 0, 0)T 0 (0.79, 0.33, 0.43, 0.04)T 0
5 (1.1, 0, 0, 0)T 0 (0.24, 0.34, 0.24, 0)T 0
6 (1.917, 0, 0, 0)T 0 (0.54, 0.42, 0.54, 0.03)T 0
7 (0.96, 0, 0, 0.09)T 0 (0.24, 0.34, 0.24, 0)T 0
8 (1.917, 0, 0, 0)T 0 (0.46, 0.43, 0.57, 0.03)T 0
9 (0.78, 0, 0, 0.22)T 0 (0.24, 0.34, 0.24, 0)T 0
10 (1.917, 0, 0, 0)T 0 (0.50, 0.43, 0.56, 0.03)T 0 0
11 (1.917, 0, 0, 0)T 0 (0.55, 0.42, 0.54, 0.03)T 0
12 (0.88, 0, 0, 0.15)T 0 (0.24, 0.34, 0.24, 0)T 0
13 (1.126, 0, 0, 0)T 1 (0.24, 0.34, 0.24, 0)T 0
14 (1.917, 0, 0, 0)T 0 (0.68, 0.37, 0.48, 0.04)T 0
15 (0.939, 0, 0, 0.112)T 0 (0.24, 0.34, 0.24, 0)T 0
16 (1.917000)T 0 (0.49, 0.43, 0.56, 0.03)T 0
17 (0, 1.15, 0.63, 0)T 0 (0.50, 0.43, 0.55, 0.03)T 0
18 (0, 0.15, 0.63, 0)T 3 (0.46, 0.44, 0.57, 0.03)T 0
19 (0, 0.15, 0.63, 0)T 3 (0.5, 0.43, 0.56, 0.03)T 0
20 (0.49, 0, 0, 0.43)T 1 (0.24, 0.34, 0.24, 0)T 0
21 (0, 1.15, 0.63, 0)T 0 (0.52, 0.42, 0.55, 0.03)T 0
22 (0.94, 0, 0, 0.11)T 0 (0.24, 0.34, 0.24, 0)T 0
23 (1.917, 0, 0, 0)T 0 (0.65, 0.38, 0.49, 0.04)T 0
24 (1.917, 0, 0, 0)T 0 (0.67, 0.38, 0.48, 0.04)T 0
25 (1.917, 0, 0, 0)T 0 (0.64, 0.39, 0.5, 0.04)T 0
26 (1.31, 0.55, 0, 0)T 1 (1.01, 0.54, 0.38, 0.07)T 0
27 (0, 1.15, 0.63, 0)T 3 (0.47, 0.43, 0.56, 0.03)T 0
28 (1.11, 0, 0, 0)T 0 (0.24, 0.34, 0.24, 0)T 0
29 (1.917, 0, 0, 0)T 0 (0.51, 0.43, 0.55, 0.03)T 0
30 (1.917, 0, 0, 0)T 0 (0.48, 0.43, 0.56, 0.03)T 0
31 (0, 1.15, 0.63, 0)T 0 (0.49, 0.43, 0.56, 0.03)T 0
32 (1.917, 0, 0, 0)T 0 (0.59, 0.25, 0.58, 0.13)T 0
33 (1.917, 0, 0, 0)T 0 (0.62, 0.4, 0.51, 0.04)T 0
34 (1.917, 0, 0, 0)T 0 (0.49, 0.43, 0.56, 0.03)T 0
35 (1.917, 0, 0, 0)T 0 (0.5, 0.43, 0.56, 0.03)T 0
36 (2.08, 0.02, 0, 0)T 0 (0.89, 0.34, 0.39, 0.06)T 0
37 (2.28, 1.39, 0, 0)T 1 (2.28, 1.39, 0, 0)T 0
38 (1.57, 0.37, 0, 0)T 0 (0.87, 0.52, 0.17, 0.12)T 0
39 (1.08, 0, 0, 0.01)T 0 (0.24, 0.34, 0.24, 0)T 0
40 (1.96, 0, 0, 0)T 1 (0.89, 0.30, 0.39, 0.05)T 0
41 (1.917, 0, 0, 0)T 0 (0.58, 0.41, 0.52, 0.04)T 0
42 (0, 1.15, 0.63, 0)T 0 (0.53, 0.42, 0.54, 0.03)T 0
43 (1.917, 0, 0, 0)T 0 (0.46, 0.44, 0.57, 0.03)T 0
44 (1.42, 0.79, 0, 0)T 0 (1.33, 0.8, 0.25, 0.04)T 0
45 (1.917, 0, 0, 0)T 0 (0.49, 0.43, 0.56, 0.03)T 0
46 (1.917, 0, 0, 0)T 0 (0.48, 0.43, 0.56, 0.03)T 0
47 (0, 0.15, 0.63, 0)T 3 (0.48, 0.43, 0.56, 0.03)T 0
48 (0.93, 0, 0, 0.12)T 1 (0.24, 0.34, 0.24, 0)T0 0



Journal of Inequalities and Applications 11

against all constraints of the expectation model and the hybrid model, respectively. Take μ =
0.6, ρ = 60, and η = 0.95. Table 2 reports the numerical results.

From Table 2, it is shown that the optimal solution by the hybrid method has no
violation of the constraints for all the 48 samples with 0.95 probability level, while there are
19 times of violating constraints for the expectation method.

5. Final Remarks

In this paper, a class of stochastic bi-criteria optimization problems was studied by a new
hybrid method where the chance-constrained programming (CCP) is combined with the
variance-expectation (VE) method. Then an interactive algorithm was developed to find an
optimal solution of the original problem, reflecting the satisfaction degree of the decision
maker.

Following the proposed hybrid method, if we deal with all the stochastic inequalities
by the chance constraint method, then the optimal solution would have less constraints
violation degree than that obtained by the method proposed in this paper. But in this
situation, a joint chance constraint is generated as follows:

P

(
n∑

i=1

ci(w)xi ≥ ρ,A(w)x ≥ b(w)

)

≥ η. (5.1)

Even if some strong assumptions are imposed, it is difficult to obtain explicit expressions of
deterministic inequalities constraints that are involved only with the decision variable x ∈
Rn for the stochastic constraints. Thus, it calls for the investigation of other more efficient
approaches.
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