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A hybrid forecasting model that integrates ensemble empirical model decomposition (EEMD),
and extreme learning machine (ELM) for computer products sales is proposed. The EEMD is a
new piece of signal processing technology. It is based on the local characteristic time scales of
a signal and could decompose the complicated signal into intrinsic mode functions (IMFs). The
ELM is a novel learning algorithm for single-hidden-layer feedforward networks. In our proposed
approach, the initial task is to apply the EEMD method to decompose the original sales data into
a number of IMFs. The hidden useful information of the original data could be discovered in
those IMFs. The IMFs are then integrated with the ELMmethod to develop an effective forecasting
model for computer products sales. Experimental results from three real computer products sales
data, including hard disk, display card, and notebook, showed that the proposed hybrid sales
forecasting method outperforms the four comparative models and is an effective alternative for
forecasting sales of computer products.

1. Introduction

In an information technology company, forecasting computer products sales is one of
the most important and challenging tasks for business financial planning, inventory
management, marketing, and customer service. Improving sales forecast accuracy can lead
to significant monetary savings, greater competitiveness, enhanced channel relationships,
and customer satisfaction. However, developing a proper sale forecast model for computer
products is actually a difficult task due to the demand uncertainty, the short lifespan, and
quick obsolescence of the products.
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The literature demonstrates a great interest in using neural networks for sales forecast
[1–6]. It is due to that neural networks can capture subtle functional relationships among
the empirical data even though the underlying relationships are unknown or difficult to
describe. As neural networks have been successfully applied in sales forecast [1, 2, 7, 8], a
neural network model called extreme learning machine (ELM) is used in this study for sales
forecast of computer products.

ELM is a novel learning algorithm for single-hidden-layer feedforward networks
(SLFN) [9–13]. In ELM, the input weights and hidden biases are randomly chosen, and
the output weights are analytically determined by using the Moore-Penrose generalized
pseudoinverse [9, 10]. Different from traditional gradient-based learning algorithms for
neural networks, ELM not only tends to reach the smallest training error but also the
smallest norm of output weights. Accordingly, the ELM algorithm provides much better
generalization performance with much faster learning speed and avoids many issues faced
in the traditional algorithms such as stopping criterion, learning rate, number of epochs, and
local minima and the overtuned problems [10–13]. ELM has attracted a lot of attentions in
recent years and has become an important method in sales forecasting [3, 4, 14, 15]. But, to
the best of the authors’ knowledge, ELM has not been used to forecast computer products
sales.

For most existing studies, the observed original values are usually directly used for
building sales forecasting models [3, 6, 7, 14, 15]. However, owing to the high-frequency,
nonstationary, and chaotic properties of the sales data of computer products, a sales
forecasting model utilizing the original sales data often leads to an inability to provide
satisfying forecast results. To solve this problem, before constructing a forecasting model,
many studies would initially utilize information extraction techniques to extract features
contained in data, then use these extracted characteristics to construct the forecasting model
[1, 16–19]. That is, the useful or interesting information may not be observed directly from
the observed original data, but they can be revealed in the extracted features through suitable
feature extractions or signal processing methods. As a result, the prediction performance will
be improved by using those features to develop an effective forecasting model.

Empirical mode decomposition (EMD) is a new signal processing technique proposed
by Huang et al. [20, 21]. It is based on the local characteristic time scales of a signal and
could decompose the complicated signal into intrinsic mode functions (IMFs) [20, 21].
The IMFs represent the natural oscillatory mode embedded in the signal and work as
the basis functions, which are determined by the signal itself. Thus, it is a self-adaptive
signal processing method and has been employed successfully in time series analysis and
forecasting [17, 22, 23]. However, one of the major drawbacks of EMD is the mode mixing
problem, which is defined as either a single IMF consisting of components of widely disparate
scales, or a component of a similar scale residing in different IMFs. To alleviate the problem
of mode mixing in EMD, ensemble empirical mode decomposition (EEMD) was presented
[24]. EEMD is a noise-assisted data analysis method, and, by adding finite white noise to the
investigated signal, the EEMDmethod can eliminate themodemixing problem automatically.
Therefore, the EEMD gives a major improvement of EMD. However, there are only few
studies using EEMD in time series forecasting and achieved satisfactory results [25]. In
addition, there are still no studies that can perform sales forecasting on the basis of EEMD
method.

In this study, we propose a hybrid sales forecasting model by integrating EEMD and
ELM for computer products. Our proposed methodology consists of two steps: first, the
EEMD method is applied to convert original sales data into a number of IMFs of original
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data. The IMFs represent underlying information of the original data. That is, the hidden
information of the original data could be discovered in those IMFs. Then the IMFs are used
in the ELMmethod to develop an effective sales forecasting model for computer products. In
order to evaluate the performance of the proposed hybrid sales forecasting procedure, three
computer product sales data, that is, hard disk (HD), display card (DC), and notebook (NB),
collected from an IT chain store in Taiwan, are used as the illustrative examples. The superior
forecasting capability of the proposed technique can be observed by comparing the results
with the four comparison models including single ELM, single support vector regression
(SVR), single backpropagation neural network (BPN), and the combined model of EMD and
ELM models.

The rest of this study is organized as follows. Section 2 gives brief overviews of EEMD
and ELM. The proposed model is described in Section 3. Section 4 presents the experimental
results, and this study is concluded in Section 5.

2. Methodologies

2.1. Ensemble Empirical Mode Decomposition

Ensemble empirical mode decomposition (EEMD) is an improved version of the popular
empirical mode decomposition (EMD), the aim of which was to overcome intrinsic
drawbacks of mode mixing in EMD [24]. In EEMD method, white noise is introduced to
help separate disparate time series scales and improve the decomposition performance of
EMD. The added white noise constitutes components of different scale and would uniformly
fill the whole time-frequency space. When the uniformly distributed white noise is added to
a signal, the different scale components of the signal are automatically projected onto proper
scales of reference established by the white noise. Since each decomposed component of
noise added contains the signal and the added white noise, each individual trial is certain
to get noisy results. As the noise in each trial is different in separate trials, the noise can be
almost completely removed by the ensemble mean of entire trials [24]. Then, the ensemble
mean can be used to represent the true underlying components. It is applicable for extracting
underlying and useful information from the sales data. Formore details about EEMDmethod,
please refer to [24].

For a given sales data x(t), the EEMD procedure can be described as follows.

Step 1. Initialize the ensemble number M and amplitude of the added white noise.

Step 2. Execute the mth trial for adding random white noise wm(t) into x(t) to generate the
noise-added data xm(t), xm(t) = x(t) +wm(t).

Step 3. Identify all the local maxima and minima of xm(t) and generate the upper and lower
envelopes using the cubic spline functions.

Step 4. Calculate the mean m1(t) of the upper and lower envelopes and find the difference
h1(t) between the signal and the mean, that is, h1(t) = xm(t) −m1(t).

Step 5. If h1 satisfies the properties of IMF, c1(t) = h1(t) is the first IMF component from the
signal. If not, replace xm(t) with h1(t) and go to Step 3. The properties of IMF are (1) the
number of extrema and the number of zero crossing must either equal or differ at most by one
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in the whole dataset and (2) the mean value of the envelopes defined by the local maximum
and the local minimum is zero at any point.

Step 6. Separate r1(t) from the rest of the data by

r1(t) = xm(t) − c1(t). (2.1)

Regard the residue r1(t) as a new signal and repeat Step 3 to Step 6 n times to sift out
other IMFs until stopping criteria are satisfied. The stopping criteria can be either when the
IMF component, cn(t), or the residue, rn(t), is so small that it is less than the predetermined
value, or when the residue, rn(t), becomes a monotonic function from which no more IMF
can be extracted. After decomposition, the original signal can be represented as the sum of all
IMFs and the residue, rn(t). Consider

xm(t) =
n∑

i=1

ci(t) + rn(t), (2.2)

where n is the number of IMFs, rn(t) is the final residue, and ci(t) is the ith IMF.

Step 7. If m < M, let m = m + 1 and repeatedly perform from Steps 2 to 6 until m = M, but
with different white noise each time.

Step 8. Calculate the ensemble mean ci of the M trials for the each IMF, that is, the
ith ensemble IMF ci = (1/M)

∑M
m=1 ci,m, i = 1, . . . , n, and the ensemble residue rn =

(1/M)
∑M

m=1 rn,m.
All IMFs are nearly orthogonal to each other, and all have nearly zero means. Thus,

the sales data can be decomposed into n ensemble IMFs and one ensemble residue. The IMF
components contained in each frequency band are different, and they change with variation
of sales data x(t), while ensemble residue represents the central tendency of sales data x(t).

2.2. Extreme Learning Machine

Extreme learning machine (ELM) proposed is a single hidden layer feed-forward networks
(SLFNs) which randomly selected the input weights and analytically determines the output
weights of SLFNs [9–13]. One key principle of the ELM is that one may randomly choose and
fix the hidden node parameters. After the hidden nodes parameters are chosen randomly,
SLFN becomes a linear system where the output weights of the network can be analytically
determined using simple generalized inverse operation of the hidden layer output matrices.

Consider N arbitrary distinct samples (xi, ti) where xi = [xi1, xi2, . . . , xin]
T ∈ Rn, and

ti = [ti1, ti2, . . . , tim]
T ∈ Rm. SLFNs with Ñ hidden neurons and activation function g(x) can

approximate N samples with zero error. This means that

Hβ = T, (2.3)
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(2.4)

where wi = [wi1, wi2, . . . , win]
T , i = 1, 2, . . . , Ñ, is the weight vector connecting the ith hidden

node and the input nodes, βi = [βi1, βi2, . . . , βim]
T is the weight vector connecting the ith

hidden node and the output nodes, and bi is the threshold of the ith hidden node. wi · xj

denotes the inner product of wi and xj . H is called the hidden layer output matrix of the
neural network; the ith column of H is the ith hidden node output with respect to inputs x1,
x2, . . . xN .

Thus, the determination of the output weights (linking the hidden layer to the output
layer) is as simple as finding the least-square solution to the given linear system. The
minimum norm least-square (LS) solution to the linear system (i.e., (2.3)) is

β̂ = HΨT, (2.5)

where HΨ is the Moore-Penrose generalized inverse of matrix H. The minimum norm LS
solution is unique and has the smallest norm among all the LS solutions.

Step of ELM algorithm can be summarized as follows.

Step 1. Randomly assign input weight wi, and bias bi.

Step 2. Calculate the hidden layer output matrixH.

Step 3. Calculate the output weight β, β̂ = HΨT , where T = (t1, . . . , tN)t.

3. The Proposed EEMD-ELM Sales Forecasting Method

This paper proposed a novel sales forecasting model for computer products by integrating
EEMD and ELM. The research scheme of the proposed methodology is presented in Figure 1.

As shown in Figure 1, the proposedmethodology consists of two steps. In the first step,
we use EEMD to decompose original data into a number of IMFs to represent underlying
information of the original data.

In EEMD, the number of trials in the ensemble and the amplitude of addedwhite noise
are two key parameters needed to be carefully selected. The standard deviation of error is as
e = a/

√
N, where a is the amplitude of noise added and N the number of trials.

To reduce the error, it seems that the smaller noise amplitude is better. But if the noise
amplitude is too small, it may not introduce the change of extrema that the EMD relies on.
Hence the noise amplitude should not be too small. Under this condition, the noise effect can
be reduced to be negligible by increasing the number of trials. To make EEMD effective, the
amplitude of noise is suggested to be 0.2 times the standard deviation of the signal, and the
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Feature extraction by EEMD

Sales forecasting by ELM

Residual

Forecasting results

Original sales data 

IMF1 IMF2 · · · IMFn

Figure 1: Proposed hybrid EEMD-ELM sales forecasting model.

number of trials be a few hundred. In reality, the number of ensemble is often set to 100; the
standard deviation of the added white noise is set to 0.1 to 0.3 [26].

In the second step, the IMFs are integrated into the ELM approach to develop sales
forecasting model for computer products. As discussed in Section 2.2, it is known that the
most important and critical ELM parameter is the number of hidden nodes and that ELM
tends to be unstable in single run forecasting [3, 4, 10]. Therefore, the ELM models with
different numbers of hidden nodes varying from 1 to 15 are constructed. For each number of
nodes, an ELM model is repeated 30 times and the average RMSE of each node is calculated.
The number of hidden nodes that gives the smallest average RMSE value is selected as the
best parameter of ELM model.

4. Experimental Results

4.1. Datasets and Performance Criteria

For evaluating the performance of the proposed EEMD-ELM forecasting model, the daily
sales data of three computer products, that is, hard disk (HD), notebook (NB), and display
card (DC), are used in this study. Figures 2(a)–2(c) show, respectively, the daily sales of HD,
NB, and DC from 2006/1/1 to 2009/9/12. For each product, there are totally 1351 data points
in the dataset. The first 1000 data points (74% of the total sample points) are used as the
training sample, and the remaining 351 data points (26% of the total sample points) are
holdout and used as the testing sample for out of sample forecasting. The moving (or rolling)
window technique is used to forecasting the training and testing data.

To demonstrate the effectiveness of the proposed model, the performance of the
proposed EEMD-ELM method is compared to the single ELM, single SVR, single BPN, and
the integrated EMD and ELM models (called EMD-ELM model) in this section. The SVR
based on statistical learning theory is a novel neural network algorithm [27] and has been
successfully applied in sales forecasting [1, 6]. The BPN is the most popular neural network
training algorithm for time series forecasting problems [28, 29]. The single ELM/BPN/SVR
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Figure 2: Daily sales amount of three computer products from 2006/1/1 to 2009/9/12 (a) hard disk, (b)
notebook, and (c) display card.

models simply apply the ELM/BPN/SVR methods to input variables to forecast the index
closing price without using EEMD/EMD as a preprocessing tool. The EMD-ELM method
first applies EMD to the original sales data for decomposing IMFs and then develops ELM
model using the IMFs as inputs.

The three input variables used for single ELM, single SVR, and single BPNmodels are
the previous day’s sales volume (t-1), sales volume 2 days previous (t-2), and sales volume 3
days previous (t-3).

To build a single BPN model, the neural network toolbox of MATLAB software is
adapted in this study. The LIBSVM package (LIBSVM package: http://www.csie.ntu.edu
.tw/∼cjlin/libsvm/index.html) is adapted for developing single SVR model. For con-
structing single ELM, EMD-ELM, and EEMD-ELM models, the ELM package (ELM
package: http://www.ntu.edu.sg/home/egbhuang/ELM Codes.htm) is used in this study.
The forecasting models constructed in this study are carried out in MATLAB 7.4 environment
running in an Intel Core 2, 2.5GHZ CPU. Note that the default settings of neural network
toolbox, LIBSVM package, and ELM package are used.
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Figure 3: The average RMSE values of the single ELM model with different numbers of hidden nodes for
HD.

The prediction performance is evaluated using the root mean square error (RMSE),
the mean absolute difference (MAD), and the mean absolute percentage error (MAPE). The
definitions of these criteria are as below:

RMSE =

√∑n
i=1 (Ti − Pi)2

n
,

MAD =
∑n

i=1 |Ti − Pi|2
n

,

MAPE =
∑n

i=1|(Ti − Pi)/Ti|
n

,

(4.1)

where T and P represent the actual and predicted value, respectively; n is the total number
of data points.

4.2. Forecasting Results of HD

For forecasting sales of HD, the single ELM is initially constructed. Figure 3 shows the
average RMSE values of the single ELM model with different numbers of hidden nodes.
From Figure 3, it can be seen that the ELM model with four hidden nodes has the smallest
average RMSE values and is therefore the best ELM model for forecasting sales of HD.

For the proposed EEMD-ELM model, first, the original sales of HD (as shown in
Figure 2(a)) are decomposed to ten IMFs using EEMD. Using the same process, the EMD-
ELM model uses the EMD model to estimate ten IMFs from the original sales date of HD.
Figures 4 and 5, respectively, show the ten IMFs of the sales data of HD using EEMD and
EMD models. It can be seen from Figures 4 and 5 that the IMFs, regardless of using EEMD
or EMD for decomposition, can be used to represent different underlying factors like trends
and seasonal variations that affect the sales of HD simultaneously. However, it can also be
observed from the figures that the IMFs of EEMD model can enhance/discover more trend
(ormajor) information than that of the IMFs decomposed by EMD. That is, the IMFs extracted
by EMD contain more detail information of the original data and may negatively affect the
forecasting performance since the original daily sales is high-frequency and nonstationary
data. After obtaining the IMFs, then, the IMFs in Figures 4 and 5 are, respectively, used
for building ELM prediction models of the EEMD-ELM and EMD-ELM models. In building
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Figure 4: Decomposition results of sales data of HD via EEMD.

ELM prediction models of EEMD-ELM and EMD-ELM, like the single ELM model, different
numbers of hidden nodes are tested.

From Figures 6 and 7, it can be seen that the EEMD-ELMmodel with ten hidden nodes
and the EMD-ELM model with seven hidden nodes have the smallest average RMSE values
and are therefore the best EEMD-ELM and EMD-ELM models considered in this study.
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Figure 6: The average RMSE values of the EEMD-ELM models with different numbers of hidden nodes
for HD.
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Figure 7: The average RMSE values of the EMD-ELM models with different numbers of hidden nodes for
HD.

In building the single SVRmodel, the first step is to select the kernel function. As radial
basis function (RBF) is one of the most used kernel function for SVR [30], it is adapted in this
study. The selection of three parameters, regularization constant C, and loss function ε and σ
(the width of the RBF) of an SVR model is important to the accuracy of forecasting [30, 31].
In this study, the gird search method proposed by Hsu et al. [31] is used. The testing results
of the single SVR model with combinations of different parameter sets are summarized in
Table 1. From Table 1, it can be found that the parameter set (C = 211, ε = 23, σ = 25) gives the
best forecasting result (minimum testing RMSE) and is the best parameter set for single SVR
model in forecasting HD sales.

In the BPN model, the input layer has 3 nodes as the 3 forecasting variables are
adopted. As there are no general rules for determining the appropriate number of nodes
in the hidden layer, the number of hidden nodes to be tested is set at 5, 6, and 7. The network
has only one output node: the forecast HD sales. As lower learning rates tend to give the
best network results [32, 33], learning rates of 0.01, 0.05, and 0.10 are tested during the
training process. The network topology with the minimum testing RMSE is considered the
optimal network. Table 2 reports the results of testing the single BPN model with different
combinations of hidden nodes and learning rates. From Table 2, it can be observed that the 6
hidden nodes with a learning rate of 0.05 give the minimum testing RMSE and hence is the
best topology setup for the single BPN model.

The forecast results of HD using the single ELM, single SVR, single BPN, and
EMD-ELM and the proposed EEMD-ELM models are computed and listed in Table 3.
Table 3 depicts that the RMSE, MAPE, and MAD of the proposed EEMD-ELM model are,
respectively, 132.94, 9.21%, and 84.11. It can be observed that these values are smaller than
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Table 1: The model selection results of single SVR model HD.

C ε σ Testing RMSE
21 23 211.85

27 23 25 211.82
25 27 211.77
21 23 211.56

29 23 25 211.52
25 27 211.55
21 23 211.80

211 23 25 211.82
25 27 211.90

Table 2: The model selection results of the single BPN model HD.

Hidden nodes Learning rate Testing MSE
0.01 216.60

5 0.05 218.81
0.10 219.39
0.01 214.21

6 0.05 213.87
0.10 216.03
0.01 218.53

7 0.05 217.16
0.10 217.92

those of the single ELM, single SVR, single BPN, and EMD-ELM models. It indicates that
there is a smaller deviation between the actual and predicted values using the proposed
EEMD-ELM model. Thus, the proposed EEMD-ELM model provides a better forecasting
result for HD sales than the four comparison models in terms of prediction error. Besides,
it also can be observed from Table 3 that the training time of single ELM, EMD-ELM,
and EEMD-ELM models is, respectively, 0.0373 s, 0.0701 s, and 0.0779 CPU times. However,
the CPU times for training single SVR and single BPN models are 0.0998 s and 0.1221,
respectively. Thus, it can be found that the ELM algorithm is more efficient than BPN and
SVR algorithms.

4.3. Forecasting Results of NB and DC

In this section, we forecast the sales of NB and DC. The modeling process described in
Section 4.2 was applied. After carefully selection, for forecasting NB, the best numbers of
hidden nodes for the EEMD-ELM, EMD-ELM, and single ELM models are, respectively, 5,
8, and 12. The EEMD-ELM, EMD-ELM and single ELM models with, respectively, 3, 7, and
4 hidden nodes are the best models and used for forecasting sales of DC. The parameter
sets of the single SVR models for NB and DC are (C = 29, ε = 2−1, σ = 23) and (C = 27,
ε = 21, σ = 2−3), respectively. The parameter sets (hidden nodes = 5, learning = 0.10) and
(hidden nodes = 6, learning = 0.05) are, respectively, the best parameter sets of the single
BPN models for forecasting NB and DC sales.
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Table 3: The forecasting results of HD using the single ELM, single SVR, single BPN, EMD-ELM, and the
proposed EEMD-ELM models.

Computer products Models RMSE MAPE MAD Training time (s)
Single ELM 207.47 15.21% 98.44 0.0373
Single SVR 211.52 15.40% 103.14 0.0998

HD Single BPN 213.87 16.03% 105.87 0.1221
EMD-ELM 173.87 12.22% 92.22 0.0701
EEMD-ELM 132.94 9.21% 84.11 0.0779

Table 4: The forecasting results of NB and DC using the single ELM, single SVR, single BPN, EMD-ELM,
and the proposed EEMD-ELM models.

Computer products Models RMSE MAPE MAD Training time (s)
Single ELM 76.87 3.84% 31.21 0.0382
Single SVR 77.02 3.91% 31.31 0.0903

NB Single BPN 78.11 3.95% 32.05 0.1103
EMD-ELM 62.09 5.37% 40.45 0.0713
EEMD-ELM 56.33 3.53% 28.01 0.0801
Single ELM 22.94 5.53% 16.31 0.0365
Single SVR 23.02 5.59% 16.65 0.0872

DC Single BPN 22.96 5.54% 16.31 0.0981
EMD-ELM 22.38 4.53% 15.88 0.0695
EEMD-ELM 11.99 4.39% 9.22 0.0797

Table 4 shows the forecasting results of NB and DC using EEMD-ELM, EMD-ELM,
and single ELM models. It can be seen from Table 4 that the proposed EEMD-ELM method
also performs well in forecasting sales of NB and SC. From Table 4, it can be found that the
proposed EEMD-ELMmodel has the smallest RMSE, MAPE, andMAD values in comparison
with single ELM, single SVR, single BPN, and EMD-ELM models for NB and DC products.
From Table 4, it also can be seen that training time of ELM algorithm is shorter than that of
BPN and SVR algorithms.

Based on the findings in Tables 3 and 4, it can be observed that the proposed
EEMD-ELM method outperforms the single ELM, single SVR, single BPN and EMD-
ELM models under all three computer products. It indicates that the proposed EEMD-
ELM approach indeed provides better forecasting accuracy than the other four comparison
approaches. Therefore, it can be concluded that the EEMD is a promising tool for extracting
hidden/interesting features from computer products, and the proposed EEMD-ELM model
can be a good alternative for forecasting sales of computer products. Moreover, it can also be
concluded from Tables 3 and 4 that the training speed of ELM algorithm is faster than BPN
and SVR algorithms in all three datasets, which verifies the conclusion made in the literature
[10].

5. Conclusions

Sales forecasting is a crucial aspect of marketing and inventory management in managing
computer products. This paper proposes a hybrid sales forecasting scheme by integrating
EEMD and ELM for computer products. The proposed EEMD-ELMmethod first uses EEMD



14 Mathematical Problems in Engineering

to extract features, that is, IMFs, from the original sales data. The IMFs containing hidden
information are then used in ELM for constructing the predictionmodel. This study compares
the proposed method with EMD-ELM and single ELM models by using the sales data of
three computer products including HD, NB, and DC. Experimental results showed that the
proposed model can produce lower prediction error and outperforms the single ELM, single
SVR, single BPN, and EMD-ELM models under all three computer products. According
to the experiments, it can be concluded that the EEMD can effectively extract underlying
information from original sales data and improve the forecasting performance of ELM. The
proposed EEMD-ELM model can be a good alternative for forecasting computer products
sales.
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