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Abstract
Using Rauzy graphs, Ferenczi proved that if a symbolic dynamical system has linear
complexity then it is S-adic. Being more specific, the result can also be proved for
infinite words. We provide a new proof of this latter result using the notion of
return words to a set of words.

1. Introduction

Since Morse and Hedlund’s work [18], due to their numerous properties and
applications, Sturmian words were given a lot of attention (see for instance surveys
and studies in [1, 3, 8, 15, 20]). In this paper, we are concerned with two of these
properties. First, Sturmian words are examples of words with linear complexity [18].
Recall that the complexity of an infinite word is the function that associates to each
integer n the number of factors (blocks of consecutive letters) of length n that the
infinite word contains. Secondly, Sturmian words have a multi-scale property since
each Sturmian word is the image of another Sturmian word by a morphism (a map,
also called substitution, defined on letters and compatible with the concatenation
operation) taken from a finite set Ssturm consisting of 4 morphisms [17]. More
precisely, given a Sturmian word s, one can find a sequence (fi)i≥0 of morphisms of
SSturm and a letter (ai)i≥0, such that s = limn→∞ f0 · · · fn(aω

n+1). Sturmian words
are then called SSturm-adic. More generally, an infinite word w is said to be S-adic
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when S is a finite set of morphisms and the previous equality holds for w instead
of s and for a suitable sequence of morphisms of S.

Since Pansiot’s work [19], it is known that fixed points of morphisms that are
S-adic words for a singleton set S do not necessarily have linear complexity. Also,
Cassaigne showed [21] that any word w = (wi)i≥0 (where each wi is a letter) over
an alphabet A is S-adic, with S = {σa,ϕa | a ∈ A}, where, using a letter α that
does not belong to A, the morphisms σa and ϕa are defined by, for all letters a, b in
A, σa(α) = a, ϕa(α) = αa, σa(b) = b = ϕa(b): w = limn→∞ σw0ϕw1 · · ·ϕwn(αω).

Nevertheless, it can be observed that (as far as we know) all infinite words with
linear complexity that have been studied are S-adic for a suitable (finite) set S
of morphisms. Moreover, an important result due to Ferenczi in the context of
symbolic dynamical systems can be reformulated in the context of infinite words as
follows.

Theorem 1.1. ([12], see also [13]) If an aperiodic and uniformly recurrent word
has linear complexity then, for a finite set S of non-erasing morphisms, it is an
everywhere growing S-adic sequence.

The everywhere growing property2 means that there exists a sequence (σn)n∈N ∈
SN of morphisms of S generating the considered infinite word such that for all
letters a in A, the length of σ0σ1 · · ·σn(a) tends to infinity with n. This property
is not verified by Cassaigne’s morphisms. The previous result of Ferenczi and other
considerations (as for instance, the existence of an S-adic characterization of the
family of linearly recurrent words [10]) are the origin of the S-adic conjecture which
states the existence of a strong definition of S-adicity that would be equivalent to
having linear complexity for a symbolic dynamical system or an infinite word (see
[20, Section 12.1]). Unfortunately the everywhere growing property is not sufficient
to solve this conjecture. Some examples [11] tend to show that the strong expected
definition (if it exists) should concern not only the set S of morphisms but also the
sequence of these morphisms used to define the infinite word.

Ferenczi’s proof of Theorem 1.1 generalizes an idea of Arnoux and Rauzy [2]; it is
based on the study of Rauzy graphs, a tool independently introduced by Rauzy [23]
and Boshernitzan [5] and now often used to study factor complexity of words. The
Rauzy graph Gn of order n of an infinite word w is the directed graph whose vertices
are the factors of length n of w and such that any factor u = u1 · · ·un+1 of length
n+1 of w induces an edge in Gn from u1 · · ·un to u2 · · ·un+1. This edge is labelled
by the pair (u1, un+1). The label of a path in the graph is the concatenation of
labels of edges along the path.

Leroy [13] revisited Ferenczi’s proof in order to provide more information on the
morphisms arising in the S-adic representation. He succeeded in going deeper into
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the study of underlying Rauzy graphs. He observed, without going further, that
some important paths (called segments) in the Rauzy graphs used by Ferenczi are
related to the notion of return words to a set. More precisely, the first (resp. the
second) component of their labels corresponds to left (resp. right) return words to
the set of left special factors. In this paper, we use this notion of return words to
prove Theorem 1.1. Even though it is an adaptation of Ferenczi’s, we hope that our
more compact proof will open new ideas to tackle the S-adic conjecture.

An interest of our approach may be to provide non-contextual definitions of
short or long return words before the proof when their corresponding terms (short
or long segments) in the context of Rauzy graphs are defined in Ferenczi’s proof.
Furthermore, this concept of return words to a set W generalizes the one of Rauzy
graphs since it does not require that the words in W share the same length.

The next two sections are preliminaries for our proof in Section 4. They allow
us to present these notions of short and long return words in a general context
independently of the complexity of the infinite words considered.

2. Return Words to Special Words

The aim of this section is to recall the main combinatorial notions used in our
proof. This is done through the development of an example that will be used in
Section 3 to illustrate the existence of short return words that are not constant
return words.

2.1. Words and Morphisms

We assume that readers are familiar with combinatorics on words; for basic
(possibly omitted) definitions, we follow [4, 14, 15].

Given an alphabet A, that is, a finite set of symbols called letters, we let A∗

denote the set of all finite words over A (that is, the set of all finite sequences of
elements of A). As usual, the concatenation of two words u and v is simply denoted
uv. It is well known that the set A∗ equipped with the concatenation operation is
a free monoid with neutral element ε, the empty word.

Given two alphabets A and B, a free monoid morphism, or simply morphism σ,
is a map from A∗ to B∗ such that σ(uv) = σ(u)σ(v) for all words u and v over A
(observe that this implies σ(ε) = ε). It is well known that a morphism is completely
determined by the images of the letters.

From now on, denoting Γ = {e0, e1, e2, e3, b1, b2, b3, b4, a1, a2, 1, 2, c} and
Σ = {e1, e2, e3, b, a, 1, 2, c}, we consider the following two morphisms ν and ψ
defined respectively from Γ∗ to Γ∗ and from Γ∗ to Σ∗ by
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ν(e0) = e0 1 b4 1 1 e0 ψ(e0) = e1

ν(e1) = e1 c c b1 1 e1 ψ(e1) = e1

ν(e2) = e2 c c b2 2 e2 ψ(e2) = e2

ν(e3) = e3 c c b3 2 e3 ψ(e3) = e3

ν(b1) = c c c e1 a1 b1 ψ(b1) = b
ν(b2) = c c c e2 a2 b2 ψ(b2) = b
ν(b3) = c c c c e3 b3 ψ(b3) = b
ν(b4) = c c c c c b4 ψ(b4) = b
ν(1) = c c c c b1 1 ψ(1) = 1
ν(2) = c c c c b1 2 ψ(2) = 2

ν(a1) = c a1 c c e0 e1 ψ(a1) = a
ν(a2) = c a2 c c e2 e3 ψ(a2) = a
ν(c) = c c c c a1 a2 ψ(c) = c

One can observe that ν is uniform, that is, the images of the letters have the
same length (let us recall that the length of a word u, denoted by |u|, is the number
of letters of u). The morphism ν is also primitive, that is, there exists an integer k
(here k = 5) such that for all letters x, y in Γ, the letter y occurs in νk(x).

Note also that the morphisms ν and ψ ◦ ν are injective. Moreover, they are
synchronizing morphisms; a morphism f from A∗ to B∗ is synchronizing if for all
letters x, y, z in the alphabet A and words p, s over A, the equality f(x)f(y) =
pf(z)s implies p = ε or s = ε.

2.2. Infinite Words and Factors

A (right) infinite word (or sequence) over an alphabet A is an element of Aω.
When a morphism is not erasing, that is, the images of letters are never the

empty word, the notion of morphism extends naturally to infinite words. From now
on, u will be the fixed point of ν (u = ν(u)) starting with the letter c.

A word v is a factor of a finite or infinite word w over an alphabet A if it occurs
in w or equivalently, if w = xvy for some words x, y in A∗ ∪Aω. When x = ε (resp.
y = ε), v is a prefix (resp. suffix) of w. We let F(w) denote the set of all factors of
w.

Observe that for all n ≥ 0, words νn(1) and νn(2) are factors of u (let us recall
that, given a morphism f and an integer n ≥ 0, fn is the identity if n = 0, and is
fn−1 ◦ f otherwise).

Fact 2.1. Let n ≥ 0 be an integer and v be a factor of u. If ψ(v) = ψ(νn(1)) then
v = νn(1). If ψ(v) = ψ(νn(2)) then v = νn(2).

Proof. Let i ∈ {1, 2}. The result is immediate for n = 0 from the definitions of
ν and ψ. Assume n ≥ 1. Since ψ ◦ ν is synchronizing and ψ(v) is a factor of
ψ(u) = ψ ◦ ν(u), there must exist a word v� such that ψ(v) = ψ ◦ ν(v�). The
injectivity of ψ ◦ ν implies v� = νn−1(i). Observe that for all letters α in Γ and for
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all words x in Γ∗, the equality ψ(x) = ψ ◦ ν(α) implies x = ψ(α). This extends to
α in Γ∗. Hence v = νn(i).

As with any fixed point of a primitive morphism [22], the word u is an example
of a uniformly recurrent infinite word, i.e., its factors occur infinitely often and with
bounded gaps.

The complexity function pw of an infinite word w is the function that counts the
number of factors of each length (See [7] for a recent survey on this function). An
infinite word w is said to have linear complexity if there is a constant C such that
pw(n) ≤ Cn for all n ≥ 1. Again, as with any fixed point of a primitive morphism
[22], the word u is an example of an infinite word with linear complexity.

2.3. Special Factors

Let us recall that a factor u of an infinite word w over an alphabet A is left
special if there exist at least two different letters a and b in A such that the words
au and bu are factors of w.

For all n ≥ 1, observing that the words νn(1) and νn(2) differ only by their last
letters, we let vn denote their longest common prefix; v0 = ε, vn = ν(vn−1)ccccb1

for n ≥ 1. We also let un denote the word ψ(vn).

Fact 2.2. For all n ≥ 1, the words abun, bun2 and un1e1 are examples of left
special factors of ψ(u).

Proof. As the words b11e1, b22e2, 11e0, and b32e3 are factors of u, for all n ≥ 1,
the following words are also factors of u: e1a1b1vn1e1c, e2a2b2vn2e2c, 1vn1e01,
e3b3vn2e3.

Thus, the words e1abun1e1c, e2abun2e2c, 1un1e11, e3bun2e3 are factors of ψ(u).
Hence the fact.

As a consequence of the previous fact, the word ψ(ν(u)) has arbitrarily large
special factors. Thus it is aperiodic, that is, denoting by xi the letter in position i
of ψ(ν(u)), there does not exist any positive integers m,k such that, for all i ≥ m,
xi = xi+k.

We will also need the next property.

Lemma 2.3. For all n ≥ 1, the following words are factors of ψ(u) but are not left
special factors of ψ(u): bun1, un1e1c, un1c, un1e11, un2e2, un2e3.

Proof. First, let x = bun1 = bψ(νn(1)) and assume that, for a letter α, αx is a
factor of ψ(u). As n ≥ 1, un starts with ccc. This implies that αb must be a suffix
of a word in ψ(ν(Γ)) and so α ∈ {a, e3}. If α = e3, then u must contain as a factor
the word e3b3vn1 = e3b3νn(1) (see Fact 2.1). But one can observe that u contains
no factor of the form b3νn(1). Thus α = a and bun1 is not a left special factor of u.
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Now let x = un1e1c = ψ(νn(1))e1c. If αx is a factor of ψ(u) for a letter α, then
there exists a letter β such that βvn1e1c is a factor of u with α = ψ(β) (we use here
Fact 2.1 and the fact that e0c is not a prefix of a word in ν(Γ)). We let the reader
verify (for instance by induction) that if, for an integer � and a letter δ, δν�(1)e1 is
a factor of u, then δ = b1. Hence β = b1 and α = b.

The proof for other words is similar. Let us just state the following facts (with
the same notation as above).

x = un1c ⇒ β ∈ {b1, b4} and α = b
x = un1e11 ⇒ β = b1 and α = b
x = un2e2 ⇒ β ∈ {b1, b2} and α = b
x = un2e3 ⇒ β ∈ {b1, b3} and α = b .

2.4. Return Words

Given a set L of factors of an infinite word w, a word r is called a (left) return
word to L in w if there exist two words u and v in L such that rv is a factor of w,
rv admits u as a prefix and rv contains no other occurrences of words of L. Clearly
if a set L contains a prefix of w and w is recurrent (all of its factors occur infinitely
often), then w can be decomposed over the set of left return words to L.

In this paper, given an infinite word w, we will mostly consider the set Rn(w) of
return words to the set LSn(w) composed of the prefix of length n ≥ 1 of w and of
all left special factors of length n of w. At the end of this section, we show that a, b
and ab are elements of Rn(u) (where u is the word defined in the previous sections)
with a more precise description of the values of n for which this membership holds.

Lemma 2.4. For all n ≥ 1, {a, b} ⊆ Rn(u).
For all n ≥ 0, ab ∈ R|un|+2(u) = R6n+1(u).

Proof. Let n ≥ 1, |un| = 6n − 1 ≥ n. Let pi be the prefix of length i of un where
0 ≤ i ≤ |un|. From Fact 2.2, we know that abpn is a factor of ψ(u) and that the
words abpn−2 (when n ≥ 2), bpn−1 and pn are all left special factors (and all of
length n). As pn−2 is a prefix of pn−1, itself a prefix of pn, a and b belong to Rn(u).

The word abun1e1 is also a factor of ψ(u) with abun and un1e1 left special
factors. As, by Lemma 2.3, bun1 is not a left special factor, ab ∈ R|un|+2(u) =
R6n+1(u).

The last part of Lemma 2.4 admits a converse.

Lemma 2.5. Let n ≥ 2 be an integer. If ab ∈ Rn(u) then n = 6k + 1 for some
k ≥ 0.



INTEGERS: 13 (2013) 7

Although this lemma will allow the important Remark 3.1, we provide its proof
in an appendix (see Section 5) as it is rather long, technical, and a bit far from the
main aim of the paper.

3. Short, Constant, and Long Return Words

In this section, we consider particular return words that will be useful in the next
section where we present our proof of Theorem 1.1. Note that, as already said in the
introduction, the terms short and long were already used in Ferenczi’s paper [12]
but, even though our concepts are related, they are differently defined. For instance
the fact that the length of long return words tends to infinity is a consequence of
the definition, not part of it.

It is important to observe that all results in this section are independent of the
complexity of the words considered.

3.1. Definitions

We will need to distinguish various types of return words to the set LSn(w). A
factor u of w is called a short return word of w if for all n ≥ 0, there exists an
integer N ≥ n such that u is an element of RN (w). When a factor u is a return
word of w (i.e. belongs to Rn(w) for some integer n) without being a short return
word, we said that u is a long return word. Amongst short return words, we say
that a factor u of w is a constant return word of w if there exists an integer N ≥ 0
such that for all n ≥ N , u is an element of Rn(w). For n ≥ 0, we let respectively
R(L)

n (w), R(S)
n (w) and R(C)

n (w) denote the set of long return words to LSn(w),
the set of short return words to LSn(w) and the set of constant return words to
LSn(w).

Remark 3.1. Our example u studied in Section 2 shows that not all short re-
turn words are constant return words. More precisely Lemma 2.4 and Lemma 2.5
prove that a, b and ab are examples of short return words with a and b con-
stant return words and ab not a constant return word. Indeed, for all n we have
a, b ∈ R(C)

n (ψ(u)) ⊆ R(S)
n (ψ(u)); ab ∈

�n
i=1 R

(S)
n (ψ(u)) \

�n
i=1 R

(C)
n (ψ(u)).

As c, cc and ccc are left special factors of ψ(u), and as cccc is a factor of ψ(u), c
is a return word of ψ(u), and more precisely, c ∈ R1(ψ(u))∩R2(ψ(u))∩R3(ψ(u)).
Observe that for all words x of length at least four such that cx is a factor of ψ(u),
x is always preceded in ψ(u) by the letter c. Thus, for all n ≥ 4, c is not a return
word to LSn(ψ(u)); c ∈ (R(L)

1 (ψ(u)) ∩R(L)
2 (ψ(u)) ∩R(L)

3 (ψ(u))) \ R(L)
4 (ψ(u)).

One would like to have examples of short or constant return words for an infinite
word defined over a smaller alphabet than Σ. We let the reader check that this can
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be obtained by recoding ψ(u) for instance with the following morphism f defined
from Σ to {a, b} by f(a) = a8b, f(b) = a7b2, f(e1) = a6b3, f(e2) = a5b4, f(e3) =
a4b5, f(1) = a3b6, f(2) = a2b7, f(c) = ab8.

We will see that for infinite words with linear complexity the set of short return
words is finite. Thus it is convenient to let R(S)(w) (resp. R(C)(w)) denote the set�

n≥1 R
(S)
n (w) (resp.

�
n≥1 R

(C)
n (w)).

3.2. Coherent Decompositions

From our example, we can observe that the sets Rn(w) may not be codes (a code
is a set of words such that any word w in C∗ has a unique decomposition over C).
This leads us to introduce the notion of coherent decomposition.

A sequence (rk)k∈N ∈ (Rn(w))N such that w = r0r1r2 · · · is called a decomposi-
tion of w. The unique decomposition (rk)k∈N of w such that a factor of w belongs
to LSn(w) if and only if it is the prefix of length n of riri+1 · · · for some i ≥ 0 is
called the coherent decomposition of w of level n.

Let s1, . . . , sk be words. Let n be an integer and let w be an infinite word.
We say that (s1, . . . , sk) is a factor of the coherent decomposition of w of level n if
there exists an integer m ≥ 0 such that for all i in {1, . . . , k}, si = rm+i−1. Note
that if (s1, . . . , sk) is a factor of the coherent decomposition of w of level n, then
{s1, . . . , sk} ⊆ Rn(w).

The next result shows a connection between the coherent decompositions of w
for two successive levels.

Lemma 3.2. Let (ri)i≥0 and (r�i)i≥0 be the coherent decompositions of an infinite
word w respectively of level n and level n + 1 (for an integer n ≥ 1). There exists
a strictly increasing sequence of integers (ij)j≥0 such that i0 = 0 and for all j ≥ 0,
r�j = rij · · · rij+1−1.

Proof. This is a direct consequence of the definition of coherent decompositions and
the observation that the prefix of length n of any element of LSn+1(w) is an element
of LSn(w).

3.3. Short Return Words Are Concatenations of Constant Return Words

In this section, we prove the following proposition that claims in a more precise
way that any short return word of an infinite word w is a concatenation of constant
return words to LSn(w).

Proposition 3.3. Given an infinite word w, for any short return word s of w, there
exist infinitely many integers n such that, for the coherent decomposition (ri)i≥0 of
level n of w, s = ri · · · rj for some integers i and j such that all words r�, i ≤ � ≤ j,
are constant return words.
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Actually Proposition 3.3 is a particular case of the following technical lemma
(Proposition 3.3 corresponds to the case k = 1 of Lemma 3.4).

Lemma 3.4. Let w be an infinite word and let s1, . . . , sk be words such that
(s1, . . . , sk) is a factor of the coherent decomposition of w of level n for infinitely
many integers n (this implies in particular that all words s1, . . . , sk are short re-
turn words). There exist integers i0, i1, . . . , ik with i0 = 0 < i1 < . . . < ik and
there exist constant return words r1, . . . , rik such that (r1, . . . , rik) is a factor of
the coherent decomposition of w of level m for infinitely many integers m, and for
all j ∈ {1, . . . , k}, sj = rij−1+1 · · · rij .

Proof. We start by defining a partial order on tuples of words. Given any words
t1, . . . , t�, s1, . . . , sk such that t1 . . . t� = s1 . . . sk, we let (t1, . . . , t�) < (s1, . . . , sk)
denote the fact that there exists an integer j in {1, . . . ,min(�, k)} such that for all
i = 1, . . . , j − 1, ti = si and |tj | < |sj |. Observe that, given a word s, this partial
order is a total order on the set of all tuples (s1, . . . , sk) such that s = s1 . . . sk.
This allows us to prove Lemma 3.4 by induction.

Let s1, . . . , sk and w be as in the lemma. Let D be the set of all integers n
such that (s1, . . . , sk) is a factor of the coherent decomposition of w of level n. By
hypothesis, this set is infinite.

First, consider the case where for all j, sj is of length 1. Let j, 1 ≤ j ≤ k. For all
n in D, by definition of this set, there exists a word un of length n such that both
un and the prefix of length n of sjun belong to LSn(w). As the prefix of length
n− 1 of any element of LSn(w) is an element of LSn−1(w), we deduce that for all
n ≥ 1, there exists a word vn of length n such that both vn and the prefix of length
n of sjvn is an element of LSn(w). As D is infinite, this shows that sj is a constant
return word.

We now turn to the case where there exists a word sj (with j ∈ {1, . . . , k})
which is not a constant return word. It follows that there exists an infinite sub-
set D� of D such that for all n in D�, (s1, . . . , sk) is not a factor of the coherent
decomposition of w of level n − 1, whereas (s1, . . . , sk) is a factor of the coher-
ent decomposition of w of level n. By Lemma 3.2, there exist some words t1(n),
. . . , t�(n)(n) and some integers i0 = 0 < i1 < . . . < ik = �(n) such that for all
j = 1, . . . , k, we have sj = tij−1+1(n) · · · tij (n) and (t1(n), . . . , t�(n)(n)) is a factor
of the coherent decomposition of w of level n − 1: each word sj is a composition
of return words to LSn−1(w), and at least one is the concatenation of at least two
such words. Moreover, we have (t1(n), . . . , t�(n)(n)) < (s1, . . . , sk). Even though the
words t1(n), . . . , t�(n)(n) depend on n, as the length of |t1(n) · · · t�(n)(n)| = |s1 . . . sk|
is fixed, there must exist an integer �, some words t1, . . . , t�, and an infinite set D��
such that for all n in D��, �(n) = � and for all i = 1, . . . , �, ti(n) = ti. The lemma
ends by induction applied to (t1, . . . , t�).
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3.4. More on Long Return Words

The next result justifies a posteriori the terminology long for long return words.

Proposition 3.5. For an infinite word w, if R(L)
n (w) �= ∅ for infinitely many

integers n, then
lim

n→∞
min{|r| | r ∈ R(L)

n (w)} = +∞.

Proof. This result is a direct consequence of the definitions of short and long return
words.

Assume by contradiction that limn→∞min{|r| | r ∈ R(L)
n (w)} is finite. Let D

be an infinite subset of N such that R(L)
n (w) �= ∅ for all n in D. For all i ∈ D, let

ri be a word with minimal length in R(L)
i (w). As the length of ri is bounded, the

set {ri | i ∈ D} is finite. In particular, there exists a word r such that r ∈ R(L)
i (w)

for all i in an infinite subset of D. Thus, r is a short return word of w, which is a
contradiction as long return words cannot be short by definition.

3.5. Return Words to a Word

In almost the entire paper we are concerned with the set of return words to the
set of left special words of an infinite word. The next important and well-known
result uses the notion of return word to a single word.

A nonempty word r is a return word to a factor u of an infinite word w if ru is a
factor of w starting with u and containing exactly two occurrences of u as a factor
(one as a prefix and one as a suffix).

Proposition 3.6. Let w be an aperiodic and uniformly recurrent infinite word. We
have

lim
n→+∞

min
u factor of w

|u|=n

{|r| | r return word to u} = +∞.

Although the previous result is certainly well known (see for instance [9] for a
proof of a similar result), we provide a short proof in order to get a self-contained
paper. Let us recall one fundamental lemma of combinatorics on words (see [16]
and for instance [14, Prop. 1.3.4]).

Lemma 3.7. For two nonempty words x and y, there exists a word z such that
xz = zy if and only if there exist two words u and v such that x = uv, z ∈ (uv)∗u
and y = vu.

Proof of Proposition 3.6. Assume by contradiction that the limit in Proposition 3.6
is finite. This implies that there exists a word r which is the return word to infinitely
many words (un)n≥0. This means that there exist some words (xn)n≥0 such that
unxn = run. By Lemma 3.7, this implies that rk is a factor of w for arbitrarily
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large k, which is a contradiction with the fact that w is aperiodic and uniformly
recurrent.

4. S-adicity of Infinite Words with Linear Complexity

In this section, we provide our proof of Theorem 1.1. Each subsection corresponds
to a step or a key element of the proof. We first clarify the notion of S-adicity. Let
A be an alphabet. Recall that with the product topology, the set Aω of infinite
words over A is a compact metric space. As usual, for a finite word u, uω denotes
the infinite word obtained by concatenating infinitely many copies of u.

Let w be an infinite word over A. An adic representation of w is given by
a sequence (An)n∈N of alphabets, a sequence (σn : A∗n+1 → A∗n)n∈N of morph-
isms and a sequence (an)n∈N of letters such that ai ∈ Ai for all i ≥ 0, A0 = A,
limn→+∞ |σ0σ1 · · ·σn(an+1)| = +∞ and

w = lim
n→+∞

σ0σ1 · · ·σn(aω
n+1).

When all morphisms σn, n ∈ N, belong to a given finite set S of morphisms, we say
that w is S-adic (often omitting the sequence of morphisms and letters).

4.1. The Number of Left Special Factors Is Bounded

The starting point of the proof of Theorem 1.1 is the following breakthrough
result of Cassaigne result on complexity.

Theorem 4.1. [6] An infinite word w has linear complexity if and only if the first
difference of its complexity (pw(n + 1)− pw(n)) is bounded.

For a finite word u and an infinite word w, let δ−wu denote the number of letters
a such that au is a factor of w. Recall that a word u is a left special factor of
w if and only if δ−wu ≥ 2. Since Rauzy’s work [23], it is well known that the first
difference of complexity is related to special factors by the following Equation (1).
For a recurrent infinite word w,

pw(n + 1)− pw(n) =
�

|u|=n,
u left special factor of w

(δ−wu− 1). (1)

Thus Theorem 4.1 has the following corollary (let us recall from Section 2.4 that
LSn(w) is the set consisting of the prefix of length n and the left special factors of
length n of w).

Corollary 4.2. A recurrent infinite word w has linear complexity if and only if the
sets LSn(w), n ≥ 0, have bounded cardinality.
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4.2. The Number of Return Words Is Bounded

Let us recall that Rn(w) is the set of return words to LSn(w) where w is an
infinite word and n ≥ 1 is an integer.

Proposition 4.3. If w is a recurrent infinite word with linear complexity, then the
cardinality of the sets Rn(w) is bounded.

Proof. Let r be a return word to the set LSn(w). By definition of this set, there
exists a word u in LSn(w) (u is of length n and is a left special factor or a prefix of w)
such that ru is a factor of w. Moreover for each factor sp of ru of length n with 1 ≤
|s| < |r|, s suffix of r and p prefix of u, there exists a unique letter γ such that γsp is
a factor of w. Hence r is entirely determined by the pair (u,α) with α its last letter
(but the pair may not be unique). Thus, Card(Rn(w)) ≤

�
u∈LSn(w) δ−u = p(n +

1)−p(n)+Card(LSn(w)). The lemma follows from Theorem 4.1 and Corollary 4.2.

The reader will note that the cardinality of a set X is denoted by Card(X).

4.3. The Number of Constant Return Words Is Finite

Let us recall from Section 3.1 that R(C)(w) = ∪n≥1R(C)
n (w) is the set of all

constant return words to the sets LSn(w).

Proposition 4.4. For any recurrent infinite word w with linear complexity, the set
R(C)(w) is finite.

Proof. This is a direct consequence of Proposition 4.3. Let us consider K =
maxn≥1 Card(Rn(w)). Assume by contradiction that R(C)(w) is not finite. Let
r1, . . . , rK+1 be distinct elements of R(C)(w). There are some integers N1, . . . , NK+1

such that for all i in {1, . . . ,K +1} and for all n ≥ Ni, ri belongs to R(C)
n (w). Thus,

for n ≥ max{Ni | 1 ≤ i ≤ K + 1}, we have {r1, . . . , rK+1} ⊆ Rn(w), which is a
contradiction with Card(Rn(w)) ≤ K.

4.4. The Number of Short Return Words Is Finite

Let us recall from Section 3.1 that R(S)(w) = ∪n≥1R(S)
n (w) is the set of all short

return words to the sets LSn(w).

Proposition 4.5. For any uniformly recurrent infinite word w with linear com-
plexity, the set R(S)(w) is finite.

This result is a consequence of the following technical lemma and Proposition 3.3.
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Lemma 4.6. Let w be an aperiodic and uniformly recurrent infinite word with
linear complexity. Let (Li)i≥1 be a family of sets of words such that Li ⊆ Ri(w)
for all i ≥ 1 and R = ∪i≥1Li is finite.

There exist two integers K and N such that for all n ≥ N and for any coherent
decomposition (ri)i∈N of w into words of Rn(w), the number of consecutive elements
of R in (ri)i∈N is bounded by K.

In particular, the concatenation of such return words in a coherent decomposition
of level greater than N has length bounded by K� where � is the maximal length of
words in R.

Proof. We let � be, as defined in the lemma, the maximal length of words in R.
By Corollary 4.2 and Proposition 4.3, there exists an integer K such that for all
n, Card(Rn(w) × LSn(w)) ≤ K. By Proposition 3.6, there exists an integer N
such that for all factors u of length n ≥ N of w, all return words to u have length
greater than K�. Finally, consider an integer n ≥ N and let (ri)i≥0 be a coherent
decomposition of w of level n.

Assume that there exist K + 1 consecutive elements of Ln in the considered
decomposition of w, say rm, . . . , rm+K for an integer m ≥ 1. For i ≥ 0, let li be
the prefix of length n of the word ri+1ri+2 · · · . From the choice of K, there exist two
integers i and j such that m ≤ i < j ≤ m + K and (ri, li) = (rj , lj). Consequently,
the word ri+1 · · · rj is a return word to li and |ri+1 · · · rj | ≤ K�, which contradicts
the choice of N .

Proof of Proposition 4.5. By Proposition 3.3, any short return word is the concat-
enation of constant return words r1, . . . , rk such that (r1, . . . , rk) is a factor of
infinitely many coherent decompositions of w. By Proposition 4.4, the set R(C)(w)
is finite. We can then apply Lemma 4.6 with Ln = R(C)(w) ∩Rn(w) for all n ≥ 0
to deduce that short return words have bounded length. Consequently, the set of
short return words is finite.

4.5. About Long Return Words

As an immediate consequence of Lemma 4.6, the next result states that any
sufficiently long factor of a coherent decomposition (of sufficiently large level n)
contains a long return word.

Lemma 4.7. Let w be a uniformly recurrent infinite word with linear complexity.
There exist some integers K and N such that for all n ≥ N , if k ≥ 1 and (r1, . . . , rk)
is a factor of the coherent decomposition of w of level n with |r1 · · · rk| ≥ K, then
at least one of the words ri (1 ≤ i ≤ k) belongs to R(L)

n (w).

Proof. By Lemma 4.6 (taking Li = R(S)
i (w) for all i ≥ 0), there exist some integers

K1 and N such that for all n ≥ N , at most K1 short return words can occur
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successively in the coherent decomposition of w of level n. Let � = max{r | r ∈
R(S)(w)}. Lemma 4.7 follows with K = K1� + 1.

Remark 4.8. With the same notation as in Lemma 4.7, we let M denote the
smallest integer such that M ≥ N and min{|u| | u ∈ R(L)

M (w)} ≥ K. Due to
Lemma 3.2, we have min{|u| | u ∈ R(L)

n (w)} ≥ K for all n ≥ M .

4.6. Morphisms

Up to the end of Section 4, w always denotes a recurrent infinite word with linear
complexity. For all n ≥ 0, let Un(w) be the set of tuples ((r1, �1), . . . , (rk, �k)), k ≥ 1,
such that

• there exists an integer j, 1 ≤ j ≤ k, such that rj ∈ R(L)
n (w) and for

all i �= j, ri ∈ R(S)
n (w) (by abuse of notation, we write (r1, . . . , rk) ∈

(R(S)
n (w))∗R(L)

n (w)(R(S)
n (w))∗);

• with (si)i≥0 the coherent decomposition of w of level n, there exists an integer
i such that (r1, . . . , rk) = (si, . . . , si+k−1) (i.e. (r1, . . . , rk) is a factor of the
coherent decomposition of w of level n), and for all j = 1, . . . , k, �j is the
prefix of length n of si+j · · · (�j ∈ LSn(w)).

Lemma 4.9. For any uniformly recurrent infinite word w with linear complexity,
the cardinality of the sets (Un(w))n≥0 is ultimately bounded, i.e., there exist some
integers K and N such that for all n ≥ N , Card(Un(w)) ≤ K.

Proof. By Lemma 4.6 (taking Li = R(S)
i (w) for all i ≥ 0), there exist some integers

K and N such that for all n ≥ N , at most K short return words can occur suc-
cessively in the coherent decomposition of w of level n. Note that, by definition of
Un(w), for any of its elements ((r1, �1), . . . , (rk, �k)), r1 . . . rk�k is a factor of w and
for all j = 1, . . . , k − 1, �j is the prefix of length n of rj+1 . . . rk�k (�j is uniquely
determined by rj+1, . . . , rk and �k). By Proposition 4.5 and Proposition 4.3, it
follows that, for all n ≥ N , the cardinality of Un(w) admits the upper bound
(Card(R(S)(w)))2(K+1)K�Card(LSn(w)) with K� = maxn≥0 Card(R(L)

n (w)).

Let K and M be integers as in Lemma 4.7 and Remark 4.8. Let n ≥ M and
let ((r1, �1), . . . , (rk, �k)) be an element of Un+1(w). Let (si)i≥0 be the coherent
decomposition of w of level n. By Lemma 3.2, there exists a strictly increasing
sequence of integers (ij)1≤j≤k+1 such that for all j ≥ 0, rj = sij · · · sij+1−1 and �k is
a prefix of sik+1 · · · . By the choice of M , as |si1 · · · sik+1−1| = |r1 · · · rk| ≥ K,
at least one of the words sj is a long return word to LSn(w). Let k� be the
number of integers i between i1 and ik+1 − 1 such that si ∈ R(L)

n (w) and let
j1 < j2 < . . . < jk� be these integers. Let ��j be the prefix of length n of sj+1sj+2 · · · .
We have just described a way to associate to each element ((r1, �1), . . . , (rk, �k))
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of Un+1(w) a sequence ((si1 , �
�
i1), . . . , (sj1 , �

�
j1)), ((sj1+1, ��j1+1), . . . , (sj2 , �

�
j2)), . . . ,

((sjk�−2+1, ��jk�−2+1), . . . , (sjk�−1
, ��jk�−1

)), ((sjk�−1+1, ��jk�−1+1), . . . , (sik , ��ik
)) of ele-

ments of Un(w).
For n ≥ M , let An = {0, 1, . . . ,Card(Un)(w)− 1} and let Θn be a bijection from

An to Un(w). Now we define our morphisms from A∗n+1 to A∗n by σn(a) = a1 . . . ak

whenever Θn(a) can be associated as previously to Θn(a1) . . .Θn(ak).
We also let τ be the morphism from A∗n to A∗ (the alphabet of w) defined for

all a ∈ An by τ(a) = u if Θn(a) = ((r1, �1), . . . , (rk, �k)) and u = r1 · · · rk.
Of course our morphisms depend on our construction. Other morphisms can be

suitable.

4.7. The Number of Morphisms Is Finite

We continue with the notation introduced in the previous section. Let S = {σn |
n ≥ M}.

Fact 4.10. The set S is finite.

Proof. We start with a technical observation. Let (r, l) be an element of Rn+1(w)×
LSn+1(w) such that rl is a factor of w. Following Lemma 3.2, there exist (r1, l1),
(r2, l2), . . . , (rk, lk), elements of Rn(w) × LSn(w), such that rl[1,n] = r1r2 · · · rklk
(where lk = l[1,n] denotes the prefix of length n of l) and li is a prefix of ri+1 . . . rklk
for all i in {1, . . . , k}. We are going to show that, for i, j in {2, . . . , k− 1}, i �= j, we
have (ri, li) �= (rj , lj) and, consequently, k < 2 + Card(Rn(w))× Card(LSn(w)).

Let l� ∈ LSn+1(w) be the prefix of rl of length n + 1. Assume by contradiction
that (ri, li) = (rj , lj) with 1 < i < j < k. Since there are no left special factors of
length n+1 in rl (except its prefix l� and its suffix l), for all integers h ∈ {1, . . . , i},
the words rh · · · rili can be uniquely extended to the left in L(w) by rh−1. As
rili = rjlj , this implies that r1 . . . rili is also a suffix of r1 . . . rjlj . Thus l� has an
internal occurrence in rl, which is a contradiction.

We now turn to the proof of the fact. We need to go back to the construc-
tion of the morphisms and so we let ((r1, �1), . . . , (rk, �k)) and integers (ij)1≤j≤k+1

be as in this construction. The previous observation shows that for all j, we
have 1 ≤ j ≤ k, ij+1 − ij ≤ 2 + Card(Rn(w)) × Card(LSn(w)), and so ik+1 −
i1 ≤ k(2 + Card(Rn(w))× Card(LSn(w))). By Corollary 4.2, Proposition 4.3 and
Lemma 4.9, there exists an integer K1 such that for all n ≥ M , Card(Rn(w)) ≤ K1,
Card(LSn(w)) ≤ K1 and k ≤ K1. As the length of σn(Θ−1

n+1((r1, �1), . . . , (rk, �k)))
is bounded by ik+1 − i1, it is also bounded above by K1(2 + K2

1 ).
In other words, there exists an integer K, such that for all n ≥ M and for all

letters a ∈ An+1, |σn(a)| ≤ K. As also Card(An) ≤ K, the set S is finite.
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4.8. Everywhere Growing Property

We continue with the notation introduced in the two previous sections.

Fact 4.11. For any sequence (an ∈ An)n≥M , we have

lim
n→∞

|τσM . . .σn(an+1)| = +∞ .

Proof. By construction, for any n ≥ M , an+1 = Θ−1
n+1((r1, �1), . . . , (rk, �k)) for

some (r1, �1), . . . , (rk, �k) in Un+1(w) and it can be verified by induction that
|τσM . . .σn(an+1)| = |r1 · · · rk|. By Proposition 3.5, the length of minimal elements
of R(L)

n (w) grows to infinity. So the length of minimal elements of Un(w) also grows
to infinity. The lemma follows.

4.9. Proof of Theorem 1.1

Let n ≥ 0. Let (ri)i≥0 be the coherent decomposition of w over Rn(w) of level
n, and for all i ≥ 0, let �i be the prefix of ri · · · . For n ≥ M , we know that at least
one of the elements of Rn(w) belongs to R(L)

n (w). Let j be the smallest integer
such that rj ∈ R(L)

n (w) and let an = Θ−1
n ((r0, �0), . . . , (rj , �j)). By definition, for

n ≥ M , τσM . . .σn(an+1) is a prefix of w.
By Fact 4.11, it follows that

w = lim
n→+∞

τσM · · ·σn(aω
n+1). (2)

This, with Fact 4.11, ends the proof of Theorem 1.1.
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5. Appendix: Proof of Lemma 2.5

This entire section is dedicated to the proof of Lemma 2.5. Two words x and y
are said to be prefix-comparable if x is a prefix of y or y is a prefix of x.

Fact 5.1. For any morphism f and any prefix-comparable words x and y, f(x) and
f(y) are also prefix-comparable.

Fact 5.2. If two words x and y are prefix-comparable and z is a prefix of y, then x
and z are also prefix-comparable.

In what follows, let us recall that u, introduced in Section 2, is the fixed point
of ν starting with the letter c.

Lemma 5.3. Any factor of u of length at least two and starting with b1 is prefix-
comparable to one of the words b1ν�(1)e1c, b1ν�(1)c, b1ν�(1)e01, b1ν�(2)e2 and
b1ν�(2)e3 for some � ≥ 0.

Proof. We proceed by induction. For factors of length two, three or four, the result
is true with � ∈ {0, 1} since

b1Γ ∩ F (u) = {b12, b1c},

b1Γ2 ∩ F (u) = {b11e1, b1cc, b11c, b11e0, b12e2, b12e3},

b1Γ3 ∩ F (u) ⊆ {b11c, b12e2, b12e3}Γ ∪ {b11e1c, b11e01, b1ccc}.

Let b1x be a factor of length at least five of u. The result is immediately true if x
starts with 1c, 2e2, 2e3, 1e1c or 1e01, (with � = 0). Thus, assume that x starts with
ccc. By the definition of ν, this implies the existence of a factor y of u such that b1y
is a factor of u, x is a prefix of ν(y) and |y| < |x|. By the inductive hypothesis, b1y is
prefix-comparable to one of the words b1ν�(1)e1c, b1ν�(1)c, b1ν�(1)e01, b1ν�(2)e2 or
b1ν�(2)e3 for some � ≥ 0. So, by Fact 5.1 and Fact 5.2, b1x is prefix-comparable to
one of the words b1ν�+1(1)e1c, b1ν�+1(1)c, b1ν�+1(1)e01, b1ν�+1(2)e2 or b1ν�+1(2)e3.

Corollary 5.4. Any factor of u of length at least three and starting with a1b1

is prefix-comparable to one of the words a1b1ν�(1)e1c, a1b1ν�(1)c, a1b1ν�(1)e01,
a1b1ν�(2)e2 or a1b1ν�(2)e3 for some � ≥ 1.

Proof. After Lemma 5.3, it is sufficient to observe that the words a1b11e1c, a1b11c,
a1b11e0, a1b12e2 and a1b12e3 are not factors of words in ν(Γ∗).

Lemma 5.5. Any factor a2b2m of u of length at least three is prefix-comparable to
a2b2ν�(2)e2 for some � ≥ 1.

Proof. The proof is similar to that of Corollary 5.4.
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Proof of Lemma 2.5. Let n ≥ 2 be an integer such that ab ∈ Rn(u). This means
that there exists a word v and two letters x, y such that |v| = n − 2, abvxy is a
factor of ψ(u), both words abv and vxy are left special factors of ψ(u) and bvx is
not a left special factor of ψ(u). We aim to prove that, for some integer k, v = uk

(and so n = 6k + 1), x = 1 and y = e1 (see before Fact 2.2 for the definition of
words uk).

By construction of ψ(u), two cases can hold (maybe not exclusively).

• Case I: There exists a word w1 and two letters x1, y1 such that abvxy =
ψ(a1b1w1x1y1) and a1b1w1x1y1 is a factor of u.

• Case II: There exists a word w2 and two letters x2, y2 such that abvxy =
ψ(a2b2w2x2y2) and a2b2w2x2y2 is a factor of u.

First, we prove that Case II is impossible. By Lemma 5.5, the word a2b2w2x2y2 is
prefix-comparable to a2b2νk(2)e2 for an integer k. If |a2b2w2x2y2| ≤ |a2b2νk(2)e2|,
then b2w2x2 is a prefix of b2vk2. Thus, the non-left special word bvx = ψ(bw2x2) is a
prefix of buk2. This contradicts the fact that buk2 is a left special factor of ψ(u) (the
words abuk2 = ψ(a2b2vk2) and e3buk2 = ψ(e3b3vk2) are factors of ψ(u)). Hence
|a2b2w2x2y2| > |a2b2νk(2)e2| and νk(2)e2 is a prefix of w2x2y2. Consequently, the
non-left special factor uk2e2 (see Lemma 2.3) is a prefix of the left special factor
vxy = ψ(w2x2y2), which is a contradiction.

Therefore, Case I holds. By Corollary 5.4, the word a1b1w1x1y1 is prefix-
comparable to one of the words a1b1νk(1)e1c, a1b1νk(1)c, a1b1νk(1)e01, a1b1νk(2)e2

and a1b1νk(2)e3 for some k ≥ 1.
If |a1b1w1x1y1| ≤ |a1b1νk(1)|, then b1w1x is a prefix of b1vk. Thus the non-left

special factor bvx = ψ(b1w1x) of ψ(u) is a prefix of the left special factor buk, which
is a contradiction.

If |a1b1w1x1y1| ≥ |a1b1νk(1)|+2, then one of the words a1b1νk(1)e1c, a1b1νk(1)c,
a1b1νk(1)e01, a1b1νk(2)e2 or a1b1νk(2)e3 is a prefix of a1b1w1x1y1. Thus uk1e1c,
uk1c, uk1e11, uk2e2 or uk2e3 is a prefix of the left special factor vxy of ψ(u). This
contradicts Lemma 2.3, which states that these five words are not left special.

Thus, |a1b1w1x1y1| = |a1b1νk(1)| + 1. Consequently, we have w1 = vk and
x1y1 ∈ {1e1, 1c, 1e0, 2e2, 2e3}, that is, xy ∈ {1e1, 1c, 2e2, 2e3}. Noting that vxy is
left special whereas by Lemma 2.3, the words uk1c, uk2e2 and uk2e3 are not left
special, we deduce that xy = 1e1. This ends the proof of Lemma 2.5.


