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Abstract. We consider two combinatorial statistics on permutations. One is the genus. The other,d̂es, is
defined for alternating permutations, as the sum of the number of descents in the subwords formed by the peaks
and the valleys. We investigate the distribution of̂des on genus zero permutations and Baxter permutations. Ourq-
enumerative results relate thêdes statistic to lattice path enumeration, the rank generating function and characteristic
polynomial of noncrossing partition lattices, and polytopes obtained as face-figures of the associahedron.
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1. Introduction

We introduce a variation,̂des, of the descent statistic for permutations, defined for alternating
permutations, which we apply to alternating permutations of genus zero and to alternating
Baxter permutations. While the original motivation for defininĝdes was to elucidate the
equinumerosity of genus zero alternating permutations and Schr¨oder paths, it turns out
that d̂es enjoys further equidistribution properties related to noncrossing partition lattices
and face-figures of the associahedron. Our results involveq-analogues of the Catalan and
Schröder numbers, and include extensions of previous work in [5, 9].

A permutationα ∈ SN is analternating permutationif (α(i − 1)−α(i ))(α(i )−α(i + 1))
< 0 for all i = 2, 3, . . . , N− 1. The enumeration of all alternating permutations inSN

is a classical problem which can be viewed in the larger context of permutations with
prescribed descent set [7, 22]. Forα ∈ SN , thedescent setof α is Des(α) := {i : 1 ≤ i <
N, α(i ) > α(i + 1)}, and thedescent statisticis des(α) := |Des(α)|. Thus, the alternating
permutations inSN are the permutations whose descent set is{1, 3, 5, . . .} or {2, 4, 6, . . .},
the last descent depending on the parity ofN. If α is an alternating permutation, we refer
the valueα(i ) as apeak(local maximum) ifi ∈Des(α), and as avalley(local minimum) if
i 6∈ Des(α).

In Section 3 we are concerned with alternating permutations of genus zero. The statistic
genuswhich we use here is based on the earlier notion of genus of a pair of permutations
appearing in the study of hypermaps (see [8, 10, 23, 24]). Letz(ρ) denote the number of
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cycles of a permutationρ. Given(σ, α)∈ SN × SN , the relation

z(σ )+ z(α)+ z(α−1σ) = N + 2− 2g

defines thegenus of the pair(σ, α). This suggests considering the permutation statistic
gσ : SN → Z obtained by fixingσ and computing the genus of eachα ∈ SN with respect
to σ .

For example, the simplest choice forσ , the identity permutation inSN , leads togid(α) =
1− z(α), essentially the number of cycles, a well studied permutation statistic (see, e.g.,
[7, 22]).

In order to maintain the topological significance ofgσ (α), we will restrict our attention
to choices ofσ such that the subgroup〈σ, α〉 is transitive for allα. That is, we will consider
only N-cyclesσ , and in fact we will normalize our choice for the rest of this paper to
σ = (1, 2, . . . , N). Our notion of genus corresponds to the genus of a hypermap with a
single vertex.

Definition 1.1 The genusg(α) of a permutationα ∈ SN is defined by

z(α)+ z(α−1 · (1, 2, . . . , N)) = N + 1− 2g(α).

For example, ifα = 2 3 1 5 4 (in cycle notation,α = (1 2 3)(4 5)), thenα−1(1 2 3 4 5) =
(1 4)(2)(3)(5), henceg(α) = 0.

The table in figure 1 shows the number of genus zero alternating permutations beginning
with an ascent (up-down) and with a descent (down-up alternating permutations).

The numerical values in this table are the (big) Schr¨oder numbers: 1, 2, 6, 22, . . . ,whose
generating function is

Sch(x) :=
∑
n≥0

Schnxn = 1− x −√1− 6x + x2

2x

= 1+ 2x + 6x2+ 22x3+ · · · , (1)

and the “small Schr¨oder numbers,”( 1
2Schn)n≥1. It is this observation, proven in Theorem 3.2,

that lies at the origin of this paper.
Schröder numbers have numerous combinatorial interpretations, for example, in terms

of incomplete parenthesis systems, certain lattice paths, plane trees with loops allowed, or
faces of the associahedron, see [5, 7, 20]. Using the (classical) lattice path interpretation
described in the next section, it is natural to consider the number of diagonal steps as a
combinatorial statistic and obtain aq-analogue of the Schr¨oder numbers. Is there a statistic

n 0 1 2 3 4 5 6 7 8 9 10 . . .

u(0)n 1 1 1 2 2 6 6 22 22 90 90 . . .

d(0)n 0 0 1 1 3 3 11 11 45 45 197 . . .

Figure 1. The number of up-down and down-up permutations of genus zero.
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on genus zero alternating permutations which gives the sameq-analogue? In answer to this
question (Theorem 3.4), we introduced the statisticd̂es.

Definition 1.2 Given an alternating permutationα ∈ SN , we say thati, 1≤ i ≤ N− 2, is
an alternating descent ofα if α(i )>α(i + 2), and we definêdes(α) to be the number of
alternating descents ofα. Equivalently, d̂es(α) = des(peaks(α))+des(valleys(α)),where
peaks(α) and valleys(α) are the subwords ofα(1)α(2) . . . α(N) formed by the peaks and
valleys, respectively.

Although Theorem 3.2 is a special case(q = 1) of Theorem 3.4, we prove the former
separately for ease of exposition.

It turns out that an alternating permutation of genus zero is necessarily a Baxter permu-
tation (Proposition 4.1). This motivated our investigation of the statisticd̂es on alternating
Baxter permutations. Baxter permutations (whose definition appears in the next section)
were investigated in, among other references, [2, 6, 17, 18, 23]. In answer to a question of
Mallows, [9] offers a combinatorial proof of the identity

CNCN+1 =
N∑

k=0

(
2N

2k

)
CkCN−k, (2)

in which CN = 1
N+1(

2N
N
) is the Nth Catalan number. The proof in [9] relies on in-

terpreting both sides of (2) as counting alternating Baxter permutations of{1, 2, . . . ,
2N + 1}. Similarly, (CN)

2 is interpreted as the number of alternating Baxter permuta-
tions of{1, 2, . . . ,2N}.

We show (Theorem 4.2) that this interpretation extends to aq-analogue based on the
statisticd̂es for alternating Baxter permutations and number of cycles for genus zero per-
mutations (equivalently, number of blocks for noncrossing partitions). Our proof takes
advantage of the methods developed in [9].

Connections between the rank generating function of the lattice of noncrossing partitions
and the enumeration of Schr¨oder lattice paths were described in [5]. Theorem 5.1 relates
Schröder path enumeration with the characteristic polynomial of the noncrossing partition
lattice. This leads to an alternative derivation (Corollary 5.2) of a certain reciprocity relation
[14] between the rank generating function and the characteristic polynomial of successive
noncrossing partition lattices. Our proof relies on general facts about thef - andh-vectors of
a simplicial complex, exploiting the relation between the lattice of noncrossing partitions,
Schröder paths, and the associahedron ([5, 16]). Thus, the rather unusual relation (16)
between the rank generating function and the characteristic polynomial for noncrossing
partition lattices is explained here as a manifestation of the fact that, for such posets, these
two polynomials give theh- and f -vectors of a simplicial complex.

In Section 6 we show that the distribution of the alternating descents statisticd̂es on
alternating Baxter permutations of{1, 2, . . . , N} gives theh-vector of a convex polytope.
This can be described as a vertex-figure of the associahedron (Theorem 6.1). The total
number of faces of this polytope is either the square of a Schr¨oder number, or the product
of two consecutive Schr¨oder numbers, depending on the parity ofN. Corollary 6.2 extends
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this approach and establishes a unified combinatorial interpretation (in terms ofh- and
f -vectors of face-figures of the associahedron) for multiple products ofq-Catalan numbers
and ofq-Schröder numbers. This generalizes simultaneously results from [5] and [9].

2. Preliminaries and notation

In our discussion, we find it convenient to distinguish several classes of alternating permuta-
tions. We denote byU the class ofup-down alternating permutations(i.e., those beginning
with an ascent), and byD the class ofdown-up alternating permutations(i.e., those begin-
ning with a descent). In turn,UD will denote the subset ofU consisting of permutations
ending with a descent. The classes denotedUU, DU, DD are similarly defined. We convene
to view the empty permutation andS1 in UU. The same notation in lowercase will indicate
generating functions, e.g.,ud(x) =∑n udnxn, whereudn = |UD ∩ Sn|.

For a setX of permutations,X(0) and X(B) will denote the intersection ofX with the
class of genus zero permutations and with the class of Baxter permutations, respectively.
Superscripts for generating functions and cardinalities will be used as above, e.g.,ud(0)(x) =∑

n ud(0)n xn, whereud(0)n = |UD(0) ∩ Sn|. By convention, we setu(0)0 = uu(0)0 = 1 (corres-
ponding to the empty permutation) andu(0)1 = uu(0)1 = 1. If α ∈ Sn, we write|α| = n.

Now we introduce several combinatorial objects which will occur in subsequent sections:
noncrossing partitions, Schr¨oder paths, Baxter permutations, and the associahedron.

By anoncrossing partitionof [N] := {1, 2, . . . , N}we mean a collectionB1, B2, . . . , Bk

of nonempty, pairwise disjoint subsets of [N] whose union is [N] (that is, a partition of
[N]), with the property that if 1≤ a < b < c < d ≤ N with a, c∈ Bi andb, d∈ Bj , then
i = j (that is, no two “blocks” of the partition “cross each other”). Thus, all partitions of
{1, 2, 3, 4} except1 3/ 2 4 are noncrossing.

If the elementsi and j lie in the same block of a partition, we writei ∼ j . As is
customary, we assume that the elements within each block are increasingly ordered and that
the blocks are indexed in increasing order of their minimum elements.

The set NC(N) of noncrossing partitions of [N] is known to form a lattice under the
refinement order, whose enumerative and structural properties were investigated, for ex-
ample, in [12, 13, 15]. We will make reference to the rank of a noncrossing partition,
rank(π) = N − bk(π), whereπ ∈NC(N) has bk(π) blocks, and we will use NC(N, k) to
denote the set of noncrossing partitions of [N] having k blocks. Ifπ ∈NC(N) we write
|π | = N. It is known (see, e.g., [7, 15]) that|NC(N)| = 1

N+1(
2N
N
), theNth Catalan number,

and that the rank generating function of NC(N) is

CN(q) :=
∑

π ∈NC(N)

qrank(π) =
N∑

k=1

1

N

(
N
k

)(
N

k− 1

)
qk−1, (3)

aq-analogue of the Catalan number whose coefficients are the Narayana numbers ([15]).
Noncrossing partitions will play a role throughout the present paper since it turns out,

from [15] and [25], that genus zero permutations can be completely characterized as follows.

Lemma 2.1 Letα ∈ SN. Then g(α) = 0 if and only if the cycle decomposition ofα gives
a noncrossing partition of[N], and each cycle ofα is increasing.



P1: JSN/PCY P2: JVS

Journal of Algebraic Combinatorics KL600-04-Dulucq June 30, 1998 10:14

COMBINATORIAL STATISTICS ON PERMUTATIONS 173

Saying that anm-cycle of α is increasing means that its elements are expressible as
a < α(a) < α2(a) < · · · < αm−1(a). The reader familiar with [15] will recognize
that, in the language of Kreweras’ paper, a genus zero permutationα is the “trace” of the
corresponding noncrossing partition, with respect to theN-cycleσ .

Thus, the number of permutations inSN whose genus is zero is theNth Catalan number.
A particular encoding of noncrossing partitions which appears in [21] (briefly described,
for the reader’s convenience, in Section 3) will be used to encode genus zero permutations.

In our q-enumeration results involving the Schr¨oder numbers, we use the following
lattice path interpretation (see, e.g., [5]). LetSch(N) denote the collection of lattice paths
in the plane which start at the origin, end at(N, N), are bounded by the horizontal axis
and the liney = x, and consist of steps of three allowable types: (1, 0) (East), (0, 1)
(North), and (1, 1) (diagonal). Then|Sch(N)| = SchN , theNth Schröder number, and we
refer to such paths asSchr̈oder paths. We consider the statistic Diag, number of diagonal
steps, on Schr¨oder paths, and we letSchN,k = |{p∈Sch(N) : Diag(p) = k}|. For instance,
Sch2,1 = 3, accounting for the paths DEN, EDN, END, where E, N, D stand for East, North,
and diagonal steps. The numbersSchN,k have the generating function

SchD(x,q) :=
∑

n,k≥0

SchN,kxNqk = 1− qx−
√

1− (4x + 2qx)+ q2x2

2x
. (4)

The statistiĉdes turns out to have an interesting distribution on alternating Baxter permuta-
tions. A permutationα ∈ SN is aBaxter permutationif it satisfies the following conditions
for every i = 1, 2, . . . , N − 1: if α−1(i ) < k,m < α−1(i + 1) and if α(k) < i while
α(m) > i + 1, thenk < m; similarly, if α−1(i + 1) < k,m < α−1(i ) and if α(k) < i
while α(m) > i + 1, thenk > m. Informally, a permutation satisfies the Baxter condi-
tion if between the occurrences of consecutive values,i andi + 1, the smaller values are
“near” i and the larger values are “near”i + 1. Thus, forN ≤ 3 all permutations are
Baxter. In the symmetric groupS4 there are 22 Baxter permutations; the Baxter condition
fails for i = 2 in 2 4 1 3 and 3 1 4 2. Interms of forbidden subsequences, a permutation
α = α(1)α(2) . . . α(N)∈ SN is Baxter iff it does not contain any 4-term subsequence of the
pattern 2 4 1 3 or 3 1 4 2 inwhich the roles of 2 and 3 are played by consecutive values; that
is, there are no indices 1≤ j < k < l < m ≤ N such thatα(l ) < α( j ) < α(m) < α(k)
andα( j )+ 1= α(m), orα(k) < α(m) < α( j ) < α(l ) andα(m)+ 1= α( j ).

Finally, we summarize a few facts about the associahedron, which will occur in Sections 5
and 6 (see, e.g., [16, 26] for additional information and related developments).

For n ≥ 1, let 1n denote the following simplicial complex: the vertices represent
diagonals in a convex(n + 2)-gon, and the faces are the sets of vertices corresponding
to collections of pairwise noncrossing diagonals. Thus, the maximal faces correspond to
the triangulations of the polygon and are(n − 2)-dimensional. In [16], Lee constructs
an(n− 1)-dimensional simplicial polytope,Qn, called theassociahedron, with boundary
complex1n.

In general, thef -vector of a(d−1)-dimensional simplicial complex isf = ( f−1, f0, f1,

. . . , fd−1), where fi is the number ofi -dimensional faces (withf−1 = 1 accounting for
the empty face). Theh-vector,h = (h0, h1, . . . , hd), contains equivalent information and
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is defined by

d∑
i=0

fi−1(q − 1)d−i =
d∑

i=0

hi q
d−i . (5)

The f - andh-vector of a (simplicial) polytope are those of the (simplicial) complex formed
by its boundary faces. Lee [16] shows that theh-vector of the associahedronQn is given
by the coefficients ofCn(q), that is,

n−1∑
i=0

hi (Qn)q
n−1−i = Cn(q). (6)

In [5] it is shown that fi−1(Qn) is the number of Schr¨oder paths with final point(n, n),
havingn−1− i diagonal steps, and in which the first non-East step is North. In particular,
the total number of faces of1n is 1

2Schn.

3. Enumeration andq-enumeration of alternating permutations of genus zero

Our approach to proving the two main results of this section (Theorems 3.2 and 3.4) is
as follows. Based on Lemma 2.1, genus zero permutations can be identified with non-
crossing partitions. We characterize the descents of a genus zero permutation in terms of a
word encoding the associated noncrossing partition. From this characterization, we derive
a grammar for the formal language of the words encoding the nonempty genus zero alter-
nating permutations. In turn, the grammar rules lead to a system of equations from which
we obtain the generating functions for the classes of up-down and down-up permutations
of genus zero, and Theorem 3.2 follows. This approach is then refined to permitq-counting
these permutations according to the statisticd̂es. Using aq-grammar (or attribute grammar,
see, e.g., [11]) we obtain theq-analogue results of Theorem 3.4.

We begin with a brief description of an encoding (given in [21]) of noncrossing partitions
as words over the alphabet{B, E, R, L}. If π ∈NC(N), for N ≥ 1, then the word associated
with π isw(π) = w1w2 . . . wN−1 where

wi =



B, if i 6∼ i + 1 andi is not the largest element in its block;

E, if i 6∼ i + 1 andi + 1 isnot the smallest element in its block;

L , if i 6∼ i + 1, i is the largest element in its block, andi + 1 is the
smallest element in its block;

R, if i ∼ i + 1.

For details on this encoding and applications to deriving structural properties of the lattice of
noncrossing partitions, we refer the interested reader to [21]. For our purposes, we also view
w as encoding the genus zero permutation whose cycle decomposition gives the noncrossing
partitionπ . Observe that|π | = |w| + 1 and that theB’s and E’s are matched in pairs,
forming a well-parenthesized system withB’s playing the role of left parentheses.
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Figure 2. Encoding of a genus zero permutationα ∈ SN by a wordw ∈ {B, E, R, L}N−1.

Figure 2 shows an example: the genus zero permutationα = 2 7 4 5 3 6 1∈ S7, the
noncrossing partition determined by its cycle decompositionα = (1 2 7)(3 4 5)(6), and the
wordw = RBRRLEwhich encodes the noncrossing partition and, hence, encodesα.

Next, toward the enumeration of the wordsw which correspond to alternating permuta-
tions of genus zero, we characterize it terms ofw the positionsi ∈ {1, 2, . . . , N− 1} which
are descents for the corresponding permutation.

Lemma 3.1 Let α ∈ SN be a permutation of genus zero encoded by the wordw =
w1w2 . . . wN−1∈ {B, E, R, L}∗. Then, for each1≤ i ≤ N − 1,

i 6∈ Des(α) iff wi = L ,

or wi ∈ {R, E} andwi+1∈ {B, R}.
Equivalently,

i ∈ Des(α) iff wi = B,

or wi ∈ {R, E} and either i= N − 1 or elsewi+1∈ {L , E}.

Proof: The proof involves a case-by-case analysis of the conditions onwi which charac-
terizei ∈Des(α).

Supposewi = B. Using Lemma 2.1, this implies thatα(i ) > i + 1. The noncrossing
condition on cycles forcesα(i + 1) < α(i ), soi ∈Des(α) wheneverwi = B.

If wi = R, then α(i ) = i + 1, and whetheri is a descent depends onwi+1. If
wi+1∈ {R, B}, thenα(i + 1) ≥ i + 2 and i is an ascent ofα. If wi+1∈ {L , E} or if
i = N − 1, thenα(i ) = i + 1 is the maximum andα(i + 1) is the minimum in their cycle
of α. Thusα(i + 1) ≤ i < α(i ), soi ∈Des(α). Similar arguments, which we omit, apply
in the caseswi = L or E, completing the proof. 2

We can now prove the relation between the entries in the table of figure 1 and Schr¨oder
numbers.

Theorem 3.2 The number of up-down and down-up alternating permutations of genus
zero satisfies

u(0)2n = u(0)2n−1 = Schn−1,

d(0)2n = d(0)2n+1 =
1

2
Schn,
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for n ≥ 1, and u(0)0 = 1, d(0)0 = d(0)1 = 0. Equivalently,

u(0)(x) = 1+ x(1+ x)Sch(x2),

d(0)(x) = 1

2
(1+ x)[Sch(x2)− 1].

Proof: Let us denote byUU the language formed by the wordsw ∈ {B, E, R, L}∗ corre-
sponding to the nonempty permutations of genus zero which alternate starting and ending
with an ascent; similarly, we will denote byU D, DU , andDD the languages for the other
three types of alternating permutations of genus zero. Letuu(x) = ∑

w ∈UU x|w|, and
ud(x), du(x), dd(x) be similarly defined as the enumerators according to length of the
words in the appropriate language.

Also, U = UU +U D andD = DU + DD denote the languages formed by the words
corresponding to the nonempty permutations inU (0) andD(0), respectively.

Using Lemma 3.1, we obtain the following grammar:

UU → ε+ L + L DU + R DU

U D → L DD+ R DD

DU → RL(ε+ DU )+ B(L + L DD L + R DD L) E(L + L DU )

+ B(ε+U D) E DU

DD → R+ RL DD+ B(L + L DD L + R DD L) E(ε+ L DD )

+ B(ε+U D) E DD.

The empty word is denoted byε and, of course,B, E, R, L do not commute. Each
of the four derivation rules follows from similar arguments. In the interest of brevity,
we include only a proof of the third rule (the first two rules are rather obvious, the
fourth is similar to the third). Letα ∈ DU (0) ∩ SN (with N necessarily odd), andw =
w1w2 . . . wN−1∈ {B, E, R, L}∗ be its associated word. By Lemma 3.1,w1∈ {R, B, E},
butw1 cannot beE since the number ofB’s must be at least equal to the number ofE’s in
every prefix ofw. Thusw1∈ {R, B}.

Supposew1 = R. Sinceα must end with an ascent, we haveN ≥ 3, and Lemma 3.1
implies thatw2 must beE or L. However,w2 cannot beE because noB precedes it,
sow2 = L. This is consistent withα having an ascent in the second position, and by
Lemma 3.1 imposes no restriction onw3. If N > 3, thenw3w4 . . . wN−1 must be in the
languageDU . This gives the first term in the derivation rule forDU .

Suppose now thatw1 = B and consider the factorizationw = BvEv′, whereBvE
is the shortest prefix ofw in which the number ofB’s equals the number ofE’s. Two
cases emerge, depending on the parity of the length ofv. If |v| is odd, say,|v| = 2i − 1,
thenv ∈UU is nonempty, 2i + 1∈Des(α), andv′ ∈UU . Moreover, Lemma 3.1 requires
w2∈ {L , R, E} so that 26∈ Des(α), butw2 = E is not possible here by the choice of the
factorizationw = BvEv′. Also, since 2i 6∈ Des(α) andw2i+1 = E, Lemma 3.1 forces
v to end inw2i = L. Finally, Lemma 3.1 shows that these requirements are consistent
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with w3 . . . w2i−1∈ DD when i ≥ 2. Concerningv′, Lemma 3.1 implies that it must be
either empty or begin withE or L. In fact,v′ is nonempty sinceα ends in an ascent, and
it must begin withL in order forw1 . . . w2i+1w2i+2 to contain no moreE’s thanB’s. Also,
w2i+2 = L does not impose additional conditions onv′. This gives the second term of the
derivation rule forDU . If |v| is even, say,|v| = 2i ≥ 0, then we must havev = ε or
v ∈U D, 2i + 2 6∈ Des(α), andv′ ∈ DU . Lemma 3.1 applied to 2i + 2 6∈ Des(α), implies
thatv′ must begin withB or R, which is consistent withv′ ∈ DU . Hence, the last term of
the derivation rule forDU .

Now, the replacement ofε with 1 and of each ofB, E, R, L with x, yields a system of
equations foruu(x), ud(x), du(x), dd(x), the enumerating series (by word-length) for the
four languages under consideration. The generating functions (by length) of the permutation
classesUU (0), U D(0), DU (0), DD(0) then follow immediately:uu(0)(x) = 1+ x uu(x),
ud(0)(x) = x ud(x), du(0)(x) = x du(x) anddd(0)(x)= xdd(x). The factors ofx account
for the fact that|α| = |w|+1 if w encodes the nonempty permutationα, and the additional
unit in uu(x) accounts for the empty permutation with no wordw associated with it.

Following calculations which we omit, we obtain

uu(0)(x) = 1+ x(1+ xSchD(x2)),

ud(0)(x) = x(SchD(x2)− 1),

du(0)(x) = x

2
(SchD(x2)− 1),

dd(0)(x) = 1

2
(SchD(x2)− 1).

Hence,u(0)(x)= uu(0)(x)+ ud(0)(x) andd(0)(x)= du(0)(x) + dd(0)(x) have the desired
expressions, and the values of the coefficients follow. 2

Before stating and proving our next result, which refines Theorem 3.2, we illustrate it
with an example. The statistic Diag(p), the number of diagonal steps of the pathp, leads
to aq-analogue of the numberSchn of Schröder paths with final point(n, n). For n = 2
we obtain Diag(EENN)=Diag(ENEN)= 0, Diag(DEN)=Diag(EDN)=Diag(END)= 1,
Diag(DD)= 2, hence theq-analogue 2+ 3q+q2 of the total numberSch2 = 6 of paths. On
the other hand, the statistiĉdes(α), the number of alternating descents, applied toU (0)∩S5,
the genus zero alternating permutations of{1, 2, 3, 4, 5} which begin with an ascent, gives:
d̂es(2 5 3 4 1)= d̂es(1 5 3 4 2) = 2, d̂es(2 3 1 5 4)= d̂es(2 4 3 5 1)= d̂es(1 4 3 5 2) =
1, d̂es(1 3 2 5 4) = 0. This produces theq-analogue 2q2 + 3q + 1 of u(0)5 = 6. The fact
that these twoq-analogues are reciprocal polynomials is not an accident. As Theorem 3.4
asserts, Diag and̂des have essentially the same distribution. In our proof, Lemma 3.3 plays a
role analogous to that of Lemma 3.1 relative to Theorem 3.2. It characterizes the alternating
descents of an alternating permutation of genus zero in terms of its word encoding, and is
the key to deriving the rules of aq-grammar, from which the relevant generating functions
follow.

Lemma 3.3 Let α ∈ SN be an alternating permutation of genus zero encoded by the
wordw = w1w2 . . . wN−1∈ {B, E, R, L}∗. Then i is an alternating descent ofα if and
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only if 1≤ i ≤ N − 2 andα(i ) is a peak andwiwi+1∈ {BL, B R}, or α(i ) is a valley and
wiwi+1∈ {L E, RR, E R}.

Proof: Clearly,i ≤ N−2 is necessary for an alternating descent. Supposeα(i ) is a peak.
Theni ∈Des(α) andi + 1 6∈ Des(α), and Lemma 3.1 implies thatwiwi+1∈ {BL, B R, BE,
RL, RE, E L, E E}. In the first two cases,i andi + 2 lie in different cycles ofα and the
noncrossing condition on these cycles forcesα(i ) > α(i + 2), hencei is an alternat-
ing descent. By Lemma 3.1, the casewiwi+1= BE requires in fact thati ≤ N− 3 and
wiwi+1wi+2∈ {BE B, BE R}. Consequently,α(i ) = i + 2, α(i + 2)> i + 2, soi is not an
alternating descent. Similar arguments show that the remaining cases forwiwi+1 imply thati
is not an alternating descent. The characterization of alternating descents among valleys fol-
lows similarly, from the consideration of the possibilitieswiwi+1∈ {L B, L R, L E, RB, RR,
E B, E R} and the additional constraints from Lemma 3.1. 2

Theorem 3.4 Let the Schr̈oder paths be enumerated according to their final point and
number of diagonal steps,

Sch D(x,q) =
∑

N

∑
p∈SchN

xNqDiag(p)

= 1+ (1+ q)x + (2+ 3q + q2)x2+ (5+ 10q + 6q2+ q3)x3+ · · · ,

and let the up-down and down-up alternating permutations of genus zero be enumerated
according to their length and alternating descents statistic,

u(0)(x,q) :=
∑
α ∈U (0)

x|α|qd̂es(α),

d(0)(x,q) :=
∑
α ∈ D(0)

x|α|qd̂es(α).

Then,

u(0)(x,q) = 1+ x(1+ x)Sch D(x2q,q−1)

= 1+ (x + x2)+ (1+ q)(x3+ x4)+ (1+ 3q + 2q2)(x5+ x6)+ · · ·

and

d(0)(x,q) = 1+ x

2− x2+ x2q
[Sch D(x2q,q−1)− 1+ x2− x2q]

= (x2+ x3)+ (1+ q + q2)(x4+ x5)

+ (1+ 3q + 5q2+ 2q3)(x6+ x7)+ · · · .

Proof: Using Lemma 3.3 we can refine the grammar rules used in the proof of Theorem 3.2:
in the factorization of the words, we introduce the parameterq to record the occurrence of an
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alternating descent. In doing so, it is useful to distinguish, for each languageX of words cor-
responding to the nonempty permutations in the classX(0) weighted byqd̂es, the sublanguage
of words beginning with a prescribed letter:XY :={qd̂es(α)w :α ∈ X(0)−{∅}, w=w(α),
w1=Y}. We obtain

UU L → L + L( DU R+ DU B)

UU R→ R(q DUR+ DU B)

U DL → L( DDR+ DDB)

U DR→ R(q DDR+ DDB)

DU R→ RL (ε + DU R+ DU B)

DU B → Bq[L + L( DDR+ DDB)L + R(q DDR+ DDB)L]

×q E (L + L (DU R+ DU B))

+ B(ε + qU DL + qU DR) E (q DUR+ DU B)

DDR→ R+ RL( DDR+ DDB)

DDB → Bq[L + L( DDR+ DDB)L + R(q DDR+ DDB)L]

×q E (ε + L( DDR+ DDB))

+ B(ε + qU DL + qU DR) E (q DDR+ DDB).

All the rules are obtained by applying Lemmas 3.1 and 3.3. We include only the treatment
of the rules forDU R andDU B which are refinements of the rule forDU in the proof of
Theorem 3.2.

Let w be the word encodingα ∈ DU (0). If w1 = R, thenw ∈ RL(ε + DU ), as in the
proof of Theorem 3.2, and by Lemma 3.1,DU → DU R + DU B. Lemma 3.3 applied to
the peakα(1) implies that 1 is not an alternating descent, and applied to the valleyα(2) it
implies that 2 is not an alternating descent (sincew1w2w3 cannot beRLE). Thus we get
the desired derivation rule forDU R. If w1 = B, we consider the factorizationw = BvEv′

as in the proof of Theorem 3.2. When|v| = 2i − 1 for somei ≥ 1, we know thatw2

must beR or B. In both cases, Lemma 3.3 implies that the peakα(1) gives an alternating
descent, hence the first factor ofq in the derivation rule forDU B. The valleyα(2) gives
an alternating descent only whenw2w3 = RR, hence the factor ofq inside the bracket.
We also havew2iw2i+1= L E as in the proof of Theorem 3.2, and Lemma 3.3 shows that
the valleyα(2i ) gives an alternating descent. Hence the factor ofq following the bracket.
Based on the discussion in the proof of Theorem 3.2, we havew2i+1w2i+2 = E L and, by
Lemma 3.3, the peakα(2i + 1) does not give an alternating descent. This establishes the
first term in the derivation rule forDU B. The second term refines the last term forDU
from the proof of Theorem 3.2, corresponding to the case|v| = 2i ≥ 0. By Lemma 3.3,
the peakα(1) gives an alternating descent ifv 6= ε, while the peakα(2i + 1) does not give
an alternating descent (sincew2i+2 = E), and the valleyα(2i + 2) gives an alternating
descent only whenw2i+3 = R.
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The solution of the system of equations, obtained with the aid of Maple, gives

uu(0)(x,q) = 1+ x(1+ uuL(x,q)+ uuR(x,q))

= 1+ x(1+ xSchD(x2q,q−1)),

ud(0)(x,q) = x(udL(x,q)+ udR(x,q))

= x(SchD(x2q,q−1)− 1),

du(0)(x,q) = x(duR(x,q)+ duB(x,q))

= x

2− x2+ x2q
[SchD(x2q,q−1)− 1+ x2− x2q],

dd(0)(x,q) = x( ddR(x,q)+ ddB(x,q))

= 1

2− x2+ x2q
[SchD(x2q,q−1)− 1+ x2− x2q],

with the same notational conventions as in the proof of Theorem 3.2. 2

Remark 3.5 The complete solution to the system of eight equations appearing in the
proof of Theorem 3.4 exhibits the following relations among the different subclasses of
alternating permuations of genus zero:

(i)

x

2− x2+ qx2
[SchD(x2q,q−1)− 1+ x2− qx2]

= 1

x

(
uu(0)L (x,q)− x2

) = ud(0)L (x,q) = 1

x2

(
du(0)R (x,q)− x3

) = du(0)(x,q)

= 1

x

(
dd(0)R (x,q)− x2

) = x dd(0)(x,q)

= x3+ (1+ q + q2)x5+ (1+ 3q + 5q2+ 2q3)x7

+ (1+ 6q + 16q2+ 16q3+ 6q4)x9+ · · · ,
(ii)

x

2− x2+ qx2
[(1− x2+ qx2)SchD(x2q,q−1)− 1]

= 1

x
uu(0)R (x,q) = ud(0)R (x,q)

=qx3+ (2q + q2)x5+ (3q + 5q2+ 3q3)x7

+ (4q + 14q2+ 19q3+ 8q4)x9+ · · · ,
(iii)

x[SchD(x2q,q−1)− 1]

= 1

x

(
uu(0)(x,q)− 1− x − x2

) = ud(0)(x,q)

= (1+ q)x3+ (1+ q)(1+ 2q)x5+ (1+ q)(1+ 5q + 5q2)x7

+ (1+ q)(1+ 9q + 21q2+ 14q3)x9+ · · · ,
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(iv)

x

2− x2+ qx2
[(1− x2)SchD(x2q,q−1)− (1+ qx2)]

= du(0)B (x,q) = x dd(0)B (x,q)

=q(1+ q)x5+ 2q(1+ q)2x7+ q(1+ q)(3+ 8q + 6q2)x9

+ 2q(1+ q)2(2+ 8q + 9q2)x11

+q(1+ q)(5+ 40q + 115q2+ 136q3+ 57q4)x13

+ 2q(1+ q)2(3+ 32q + 118q2+ 176q3+ 93q4)x15+ · · · .

Some of the relations are transparent, e.g., sinceα ∈U D(0)
L is equivalent toα(1) = 1 and

α′ ∈ DD(0), whereα′(i ) := α(i + 1) − 1, we haveud(0)L (x, 1) = x dd(0)(x, 1); and since
the valleyα(1) does not give an alternating descent, we haveud(0)L (x,q) = x dd(0)(x,q).
Other equalities (e.g.,du(0)B (x,q) = x dd(0)B (x,q) anddu(0)R (x,q) = x dd(0)R (x,q)) follow
alternatively from the grammar rules and induction.

Still other of these facts can be deduced from the encoding of the permutations, e.g., the
divisibility of ud(0)R (x,q) anduu(0)R (x,q) by q. Indeed, letα ∈U D(0)

R . If w1 = w2 = R,
then the valleyα(1) gives an alternating descent (hence a factor ofq), and ifw1w2 = RB
then it does not. In the latter case, we must havew3∈ {L , R} (in which case the peak
α(2) gives an alternating descent), orw3w4 = E R (in which case the valleyα(3) gives
an alternating descent), or yetw3w4 = E B. The last case leads tow= RBE BE BE. . . ,
and sinceα ends with a descent, the repetition ofBE terminates with one of the preceding
cases which gives an alternating descent.

The factors of(1+ q) and(1+ q)2 occurring in (iii) and (iv) are not obvious from the
grammar rules, and it is a calculus exercise to verify them from the formulae for the gener-
ating functions. It would be interesting to explain their presence combinatorially. We also
remark that additional observations can be proved through a combination of Lemmas 3.1,
3.3 and induction, e.g.:

If α ∈U (0)(2n) thenα(2n) = 2n, (7)

If α ∈U (0)(2n+ 1) thenα(2n)∈ {2n, 2n+ 1}, (8)

u(0)2n = u(0)2n−1 = dconn(0)2n = uconn(0)2n+1 = Schn−1, (9)

wheredconn(0)N = |{α ∈ D(0) ∩ SN : 1 andN in the same cycle}| (thus,dconn(0)N = 0 if N
is odd), anduconn(0)N = |{α ∈U (0) ∩ SN : 1 andN in the same cycle}| (thus,uconn(0)N = 0
if N is even), count “connected” alternating permutations of genus zero.

4. Alternating Baxter permutations

We begin this section with the relation between alternating permutations of genus zero and
Baxter permutations, which prompted our investigation of the distribution ofd̂es on the
class of alternating Baxter permutations.
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Proposition 4.1 If α ∈ SN is an alternating permutation of genus zero, thenα is a Baxter
permutation.

Proof: Since the Baxter condition is always valid fori = 1, N−1, assume 2≤ i ≤ N−2.
By Lemma 2.1, the cycle decomposition ofα gives a noncrossing partition and we let
w = w1w2 . . . wN−1∈ {B, E, R, L}∗ be the encoding ofα as in Section 3.

Supposewi = B. Sinceα is an alternating permutation, Lemma 3.1 implies that
i ∈Des(α) and thatwi−1∈ {R, E, L}. First supposewi−1∈ {R, E}. In this case,α−1(i ) < i
andα( j ) < i for all α−1(i ) < j < i . We also haveα−1(i + 1) ≥ i + 1, with equality
holding ifwi+1∈ {L , E}, and the noncrossing condition on cycles implies thatα(k) > i +1
for all i + 1 < k < α−1(i + 1), if this interval is nonempty. The Baxter condition also
holds fori whenwi−1 = L. This time the noncrossing property of the cycles implies that
α−1(i ) > α−1(i + 1) ≥ i + 1 and thatα(k) > i for all α−1(i + 1) < k < α−1(i ) if this
interval is nonempty.

The remaining cases,wi = E, R, L, have similar proofs which we omit. 2

It is easy to see that neither of the possible converse statements to Proposition 4.1 is true:
the identity permutation is Baxter of genus zero but not alternating;α = 5 6 1 3 2 4 is
alternating Baxter but of genus 2.

Our next result extends the combinatorial interpretation of squares and products of two
consecutive Catalan numbers from [9] to aq-analogue.

Theorem 4.2 Consider the q-analogue of the Catalan numbers

CN(q) :=
∑
α ∈ SN
g(α)=0

qz(α)−1 =
N∑

k=1

1

N

(
N
k

)(
N

k− 1

)
qk−1 (10)

and the distribution of the alternating descents statistic on alternating Baxter permutations,

u(B)N (q) :=
∑

α ∈U (B)
N

qd̂es(α),

d(B)N (q) :=
∑

α ∈ D(B)
N

qd̂es(α).

Then, for every n≥ 1,

u(B)2n+1(q) = d(B)2n+1(q) = Cn(q)Cn+1(q), (11)

u(B)2n (q) = d(B)2n (q) = [Cn(q)]
2. (12)

Proof: First note that it suffices to prove thatu(B)2n+1 = Cn(q)Cn+1(q)andu(B)2n = [Cn(q)]2.
Indeed, it is easy to check that the mappingSN → SN sending a permutationα toβ defined
byβ(i ) = N+1−α(i ), respects the Baxter condition, restricts to a bijection betweenD(B)

N
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Figure 3. Example of an alternating Baxter permutationα and its associated Baxter treeT(α).

andU (B)
N , and complements the value of̂des. Since the coefficients of the right-hand sides

of (11) and (12) are symmetric sequences, we haveu(B)N (q) = d(B)N (q).
Following [9], there is a bijection betweenU (B)

2n+1 andBaxter treeswith 2n+ 3 vertices.
These are complete plane binary trees, rooted, and increasingly labeled, generated through
an insertion process of the vertices which ensures the Baxter condition for the permutation
α ∈ S2n+1 arising from the in-order traversal of the tree (the leftmost and rightmost leaves
bear special symbols that are not part of the permutation (figure 3)).

In turn, the Baxter trees are in bijective correspondence with pairs (T ′, T ′′) of plane rooted
binary trees, havingn+ 1 andn vertices, respectively. In this correspondence (see [9]),T ′

is the plane rooted binary tree formed by the internal vertices of the original Baxter tree and
T ′′ is the plane rooted binary tree obtained after removing the labels of the decreasingly
labeled plane rooted binary tree whose in-order traversal gives the subword ofα formed by
the peaks. It is rather remarkable that the original Baxter treeT(α) can be reconstructed
from theunlabeledtrees(T ′, T ′′). In figure 4, the forced labels forT ′ andT ′′ are indicated
in parenthesis.

Figure 4. Example of the pair of trees (T ′, T ′′) for an alternating Baxter permutationα, and the corresponding
noncrossing partitions.



P1: JSN/PCY P2: JVS

Journal of Algebraic Combinatorics KL600-04-Dulucq June 30, 1998 10:14

184 DULUCQ AND SIMION

In [9], the insertion process for Baxter trees is encoded by a shuffle of two Dyck words,
with the end result that both sides of (2) are interpreted as the count of alternating Baxter
permutations of [2n+ 1]. Similarly, alternating Baxter permutations of [2n] are shown to
be in bijective correspondence with pairs(T ′, T ′′) of plane rooted binary trees, each having
n vertices. Thus, forq = 1, (11) and (12) are proved in [9].

These facts from [9] and a few simple observations will yield ourq-analogues of
Theorem 4.2. Clearly, the permutationα obtained from a Baxter tree is alternating be-
cause the tree is complete binary. Also, the internal vertices ofT(α) give the valleys ofα,
and left edges inT ′ correspond to alternating descents among valleys. More precisely, if
a is a vertex inT ′ which has a left child, thena is not the first valley, and an alternating
descent occurs at the valley preceding it.

On the other hand, a plane rooted binary tree onn + 1 (unabeled) vertices encodes a
noncrossing partition of [n + 1], by the following recursive procedure. The root (which
corresponds to the minimum element under consideration) and its successive right descen-
dants constitute the blockB1 of the partition. Ifv is one of these vertices and has a left child,
then the noncrossing partition corresponding to the left subtree atv is inserted (“nested”)
betweenv and its successor inB1. (Thus, the tree consisting of a root and two children
gives the partition 1 3/ 2.) By construction, the partition is noncrossing and, if the number
of vertices that have a left child iss, then the number of blocks of the resulting partition is
s+ 1.

Consequently,Cn+1(q), which enumerates noncrossing partitions of [n + 1] according
to the number of blocks diminished by one unit also gives the distribution of descents on
the valleys of up-down Baxter permutations of [2n+ 1].

In T ′′, right edges correspond with descents between peaks ofα, and the correspon-
dence with noncrossing partitions follows similarly (interchanging right and left). Thus,
Cn(q) gives the distribution of descents on the peaks of up-down Baxter permutations of
[2n+ 1].

Based on the validity of the bijective correspondenceα ↔ (T ′, T ′′) in [9], the proof of
(11) is completed. With suitable but minor modifications as in [9], one obtains (12).2

Remark 4.3 In Niven’s notation [19], alternating permutations are permutations with
monotonicity pattern+−+ · · · or−+− · · · (“+” for ascents and “−” for descents). Niven
proved that the up-down and down-up patterns are the most popular monotonicity patterns
over the entire symmetric group. What is the most popular monotonicity pattern over the
class of Baxter permutations?

Numerical evidence suggests that the two alternating patterns may still be the answer,
but, if this is true in general, it is due to reasons more subtle than in the case of the entire
symmetric group. For the symmetric group (see [19]), increasing the number of “sign
changes” in a monotonicity pattern leads to an increase in the number of permutations
realizing the pattern. However, for Baxter permutations it turns out for instance that the
pattern+++−−+ (with 2 sign changes) is represented by 30 permutations, while the
pattern−+−+++ (with 3 sign changes) is represented only by 28 permutations.
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5. Lattice paths and the associahedron

Just as theq-analogue (3) of the Catalan numbers gives the rank generating function of the
noncrossing partition lattice, aq-analogue of the Schr¨oder numbers gives its characteristic
polynomial.

Theorem 5.1 The q-analogue

Sch D(n;q) :=
∑

p∈Sch(n)

qDiag(p) (13)

of the Schr̈oder number obtained from counting Schröder paths according to their number
of diagonal steps and the characteristic polynomial of the noncrossing partition lattice

χNC(n)(q) :=
∑

π ∈NC(n)

µ(0̂, π)qn−1−rank(π) (14)

are related by

(−1)nSch D(n;q) = χNC(n+1)(−q). (15)

Proof: It is known that the noncrossing partition lattice is an EL-shellable poset. It admits,
for example, the following EL-labeling constructed by Gessel for the lattice of unrestricted
set partitions, and which Bj¨orner [3] observed works as well for NC: the covering fromπ
toρ is labeled by the larger of the minima of the two blocks ofπ which are merged in order
to obtainρ. Therefore, from the general theory of EL-shellable posets (see, e.g., [4]) it
follows that ifπ ∈NC(n+ 1), then(−1)rank(π)µ(0̂, π) is equal to the number of maximal
0̂-π chains in NC(n + 1) whose sequence of labels (starting at0̂) is decreasing. In turn,
the interval [̂0, π ] is isomorphic to the product of the noncrossing partition lattices NC(ni ),
whereni are the cardinalities of the blocks ofπ .

By [13] (Theorem 2.2), there is a bijection between the maximal chains of NC(m) with
prescribed label sequenceλ (a permutation of 2, 3, . . . ,m) and the noncrossing partitions
of {2, 3, . . . ,m} each of whose blocks constitutes a decreasing subsequence ofλ. (For ex-
ample, in NC(5) there are 7 maximal chains with label sequenceλ = 3 5 4 2,corresponding
to the following noncrossing partitions: 2/ 3 / 4 / 5, 2 3/ 4 / 5, 2 4/ 3 / 5, 2 5/ 3 / 4,
2 / 3 / 4 5, 2 4 5/ 3, 2 3/ 4 5.)

In particular, there is a bijection between the decreasingly labeled chains in NC(n j )

and the noncrossing partitions in NC(nj − 1). It is easy to see that this bijection can be
extended to a bijection between the decreasingly labeled chains in [0̂, π ] and the product∏

j NC(nj − 1).
Finally, there is a natural bijection between NC(m) and Schr¨oder paths from (0, 0) to

(m,m)with no diagonal steps (we may call such paths “Catalan paths”). Namely, in a Cata-
lan path, view East steps as left parentheses and North steps as right parentheses; number
the East steps 1, 2, . . . ,m in order, starting from the origin; number each North step with the
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number of its matching East step; the Catalan path then corresponds biuniquely with the non-
crossing partition whose blocks consist of the numbers assigned to contiguous North steps.
(For instance, the path EEENENNENN corresponds to the partition 1 5/ 2 4/ 3∈NC(5).)

Using these facts, we will construct a bijection between the Schr¨oder paths from (0, 0) to
(n+1, n+1)beginning with a diagonal step and havingk diagonal steps and the decreasingly
labeled chains in

⋃
π ∈NC(n+1,k)[0̂, π ]. A simple translation of the paths (moving (1, 1) to

the origin and deleting the initial diagonal step) yields then a bijection between the Schr¨oder
paths from (0, 0) to(n, n) and havingk − 1 diagonal steps and the decreasingly labeled
chains from0̂ to partitions in NC(n+1, k). Finally, (15) follows from a simple calculation:

χNC(n+1)(−q) = (−1)n
∑

π ∈NC(n+1)

|µ(0̂, π)|qbk(π)−1

= (−1)n
n+1∑
k=1

qk−1
∑

π ∈NC(n+1,k)

#{decreasingly labeled̂0-π chains}

= (−1)nSchD(n;q).
It remains to exhibit a bijection between the Schr¨oder paths from (0, 0) to(n+ 1, n+ 1)

beginning with a diagonal step and havingk diagonal steps total and the decreasingly
labeled maximal chains in

⋃
π ∈NC(n+1,k)[0̂, π ]. Let p be such a Schr¨oder path. We begin

by constructing a partitionπ = B1/B2 . . . /Bk ∈NC(n+1, k). Factor the Schr¨oder path as
p = p′(Dck)p′′, where D is the last diagonal step ofp andck is the longest Catalan path
which follows after D (having as its 45-degree barrier the line containing the step D). For
example, the pathp of figure 5, givesc5 = ENEENN, formed by the six steps following
the diagonal step markedm5. Let nk := 1+ |ck|/2, where|ck| is the number of steps ofck

(necessarily even), be the cardinality of thekth block ofπ . Replacing the pathp with p′p′′

and repeating the factorization process, we determine the cardinalities of all blocks ofπ . To

Figure 5. Illustration to the proof of Theorem 5.1.
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determineπ itself, we apply recursively the following method of establishing the elements
of Bk. If p′′ = ∅, then letBk = {n+ 2− nk, n+ 1− nk, . . . ,n+ 1}. If p′′ 6= ∅, thenp′′

begins with a North step which matches a unique East step ofp′ (these are denoted Nk and
Ek in figure 5, where they occur fork = 3, 4, 5). This East step eventually constitutes, say,
the hth horizontal step of a Catalan pathcj arising from the factorization process. Then
Bk is “nested” between the(h − 1)st and thehth element ofBj . For example, the blocks
B3 and B4 resulting from the Schr¨oder path of figure 5 will lie between the second and
third elements ofB2. Due to the noncrossing condition and the indexing of the blocks in
increasing order of their minima, we obtain a well-defined noncrossing partitionπ . The
path in figure 5, givesπ = 1 2/ 3 4 10 15 16/ 5 6 7/ 8 9/ 11 12 13 14.

Having obtained the partitionπ ∈NC(n + 1, k) in this manner, each Catalan pathcj

corresponds to a unique noncrossing partition of [nj−1], which we realize with the elements
of B−j := Bj − {mj }, wheremj is the minimum ofBj . For example, the Catalan path
c2 = EENEENNN from figure 5 gives the noncrossing partition 4 15 16/ 10 of B−2 , and
m2 = 3. It is easy to verify that the pathp can be reconstructed fromπ and the partitions
of B−j for j = 1, . . . , k.

In turn, by [13], each of thesek noncrossing partitions corresponds bijectively with a
decreasingly labeled̂0-Bj chain for the appropriatej , with label setB−j . For j = 2 in our
example, this chain is:̂0, 3 16/ 4 / 10/ 15, 3 15 16/ 4 / 10, 3 15 16/ 4 10,B2.

The proof is completed by simply interleaving thek chains in the unique way that gives
a decreasingly labeled̂0-π chain. 2

By combining Theorem 5.1 and results from [5] we recover a reciprocity relation between
the rank generating function and characteristic polynomial of noncrossing partition lattices
([14], Lemma 4.5).

Corollary 5.2 If χNC(m)(q) and RNC(m)(q) denote the characteristic polynomial and the
rank generating function, respectively, for the noncrossing partition lattice NC(m), then

χNC(n+1)(q) = (−1)n(1− q)RNC(n)(1− q), (16)

for all n ≥ 1.

Proof: For n ≥ 1, consider the boundary complex1n of the associahedronQn and
the simplicial complex1n ∗ p, the join of1n with a single vertex simplicial complex.
Obviously, f−1(1n ∗ p) = 1 and fi−1(1n ∗ p) = fi−2(1n) + fi−1(1n) for i ≥ 1. The
two terms in this relation can be interpreted in terms of Schr¨oder paths counted by their
number of diagonal steps, using Proposition 2.7 of [5]. Namely, the(i − 1)-dimensional
faces of1n ∗ p which containp correspond bijectively with the(i − 2)-dimensional faces
of 1n, and these are equinumerous with the Schr¨oder paths ending at(n, n) which have
n − i diagonal steps and the first non-East step is a North step. On the other hand, the
(i − 1)-dimensional faces of1n ∗ p which do not containp correspond bijectively with
the (i − 1)-dimensional faces of1n itself and are equinumerous with the Schr¨oder paths
ending at(n, n) which haven− 1− i diagonal steps and the first non-East step is a North
step; in turn, such paths correspond bijectively with the Schr¨oder paths ending at(n, n)
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which haven− i diagonal steps and in which the first step or else the first non-East step is
diagonal (simply replace the first EN corner with a diagonal step). Consequently,

n∑
i=0

fi−1(1n ∗ p)qn−i = SchD(n;q). (17)

Also, theh-vector of1n ∗ p is that of1n extended byhn(1n ∗ p) = 0, so,

n∑
i=0

hi (1n ∗ p)qn−i = qCn(q). (18)

Therefore, by the general relation (5) between thef - andh-vector of a simplicial complex
we have

SchD(n;q − 1) = qCn(q), (19)

for all n ≥ 1. Combining this with Theorem 5.1, we obtain

χNC(n+1)(q) = (−1)nSchD(n;−q) = (−1)n(1− q)Cn(1− q)

= (−1)n(1− q)RNC(n)(1− q).
2

6. Alternating Baxter permutations and polytopes

Let a(B)N,i denote the number of alternating Baxter permutations of [N] with i alternating
descents. Note that, by (11) and (12),a(B)N,i is well-defined without specifying whether the
permutations begin with an ascent or a descent. Also, (11) and (12) show that the sequence
(a(B)N,i )i≥0 is symmetric and unimodal since its generating polynomial is the product of two
symmetric and unimodal polynomials, see [1]. These are necessary (but not sufficient)
conditions for(a(B)N,i )i≥0 to be theh-vector of a simplicial convex polytope.

Theorem 6.1 For every N≥ 1, there exists an(N − 2)-dimensional simplicial polytope
Q(B)

N whose h-vector is given by the number of alternating Baxter permutations counted
according to thêdes statistic, that is, for 0≤ i ≤ N − 2,

hi
(
Q(B)

N

) = a(B)N,i . (20)

Proof: Using (11) and (12), a polytopeQ(B)
N as claimed exists if and only if the candidate

f -vector given by

N−2∑
i=0

fi−1
(
Q(B)

N

)
qN−2−i = Cd N−1

2 e(1+ q)Cb N+1
2 c(1+ q)

= 1

(1+ q)2
SchD

(⌈
N − 1

2

⌉
;q
)

SchD

(⌊
N + 1

2

⌋
;q
)

is indeed realizable by a simplicial polytope.
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Figure 6. Illustration to Theorem 6.1.

By [5], as discussed in Section 5, thef -vector of the associahedronQm is given by

m−1∑
i=0

fi−1(Qm)q
m−1−i = 1

1+ q
SchD(m;q). (21)

Hence, the desiredf -vector forQ(B)
N agrees with that of the simplicial complex1(B)

N :=
1d N−1

2 e ∗1b N+1
2 c, the join of the boundary complexes of the associahedraQd N−1

2 e andQb N+1
2 c.

We claim that1(B)
N is indeed polytopal. Letv be any of the vertices ofQN which represents

a diagonal dissecting a convex(N+2)-gon into a (d N−1
2 e+2)-gonP′ and a (b N+1

2 c+2)-gon
P′′. By the general theory of polytopes (see, e.g., [26]) a vertex figure ofQN at the vertex
v is a polytope whose face lattice is isomorphic to the interval [v, QN ] of the face lattice of
QN . More explicitly, ifH is a hyperplane which intersectsQN and separatesv from all other
vertices ofQN , thenQN ∩H is an(N − 2)-dimensional polytope whosej -dimensional
faces are in bijective and inclusion-preserving correspondence with the( j +1)-dimensional
faces ofQN which containv. In turn, the latter are precisely the faces with vertex set
{v} ∪V ′ ∪V ′′, whereV ′ andV ′′ are independent dissections of the two polygonsP′ and
P′′, respectively. Thus,1(B)

N is polytopal, being relizable as the boundary complex of a
vertex figureQN/v of the associahedron. 2

Figure 6 illustrates the construction ofQ(B)
4 . As another example,Q(B)

5 is a convex
bipyramid over a pentagon.

Corollary 6.2 Let i1, i2, . . . , i k be integers, i j ≥ 1 for each j= 1, . . . , k, and let i1 +
i2+ · · · + i k = N. For i ≥ 0, define hi and fi−1 by

N−k∑
i=0

hi q
N−k−i := Ci1(q)Ci2(q) · · ·Cik(q) (22)

and

N−k∑
i=0

fi−1q
N−k−i := 1

(1+ q)k
Sch D(i1;q)Sch D(i2;q) · · ·Sch D(i k;q). (23)
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Then there exists an(N − k)-dimensional simplicial polytope with h-vector(h0, h1, . . . ,

hN−k) and f -vector( f−1, f0, . . . , fN−k−1).

Proof: By the previous discussion, the associahedron satisfies the conclusion whenk = 1.
Let k ≥ 2 and consider a convex(N + 2)-gon. Choosek− 1 noncrossing diagonals which
dissect it intok polygons havingi1 + 2, i2 + 2, . . . , i k + 2 vertices, respectively. Denote
by F = Fi1,i2,...,i k the face ofQN representing this set of noncrossing diagonals. Then (see
[26]), the interval [F, QN ] in the face lattice ofQN is isomorphic to the face lattice of a
face-figure,QN/F , of the polytopeQN with respect toF . Hence, thej -dimensional faces
of QN/F are in inclusion-preserving bijection with the( j + k − 1)-dimensional faces of
QN which containF . The desiredf - andh-vector for the polytopeQN/F follow from
arguments similar to those in the proof of Theorem 6.1. 2

Remark 6.3 In the casesk = 1, 2 of Corollary 6.2, the polytopes haveh-vectors which
enumerate some class of permutations according to a combinatorial statistic: genus zero
permutations according to the number of cycles diminished by one unit, and alternating
Baxter permutations according to the number of alternating descents, respectively. We are
not aware of such interpretations fork ≥ 3.
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France, 1975.
9. R. Cori, S. Dulucq, and X. Viennot, “Shuffle of parenthesis systems and Baxter permutations,”J. Combin.

Theory Series A43 (1986), 1–22.
10. R. Cori and A. Machi, “Maps, hypermaps and their automorphisms: A survey, I, II, III,”Exposition. Math.

10 (1992), 403–427, 429–447, 449–467.



P1: JSN/PCY P2: JVS

Journal of Algebraic Combinatorics KL600-04-Dulucq June 30, 1998 10:14

COMBINATORIAL STATISTICS ON PERMUTATIONS 191

11. M. Delest, “Algebraic languages: A bridge between combinatorics and computer science,” inAlgebraic
Combinatorics—Formal Power Series and Algebraic Combinatorics/Śeries Formelles et Combinatoire
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