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Abstract. A variant of the chip-firing game on a graph is defined. It is shown that the set of configurations that
are stable and recurrent for this game can be given the structure of an abelian group, and that the order of the group
is equal to the tree number of the graph. In certain cases the game can be used to illuminate the structure of the
group.
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1. Introduction

A chip-firing gameon a graphG starts with a pile of tokens (chips) at each vertex. At each
step of the game a vertexv is ‘fired’, that is, chips move fromv to the adjacent vertices,
one chip going along each edge incident withv. A vertexv can be fired if and only if the
number of chips currently held atv is at leastdeg(v), the degree ofv.

Let s be aconfigurationof the game. By this we mean thats is a function defined on the
vertices such thats(v) is the number of chips at vertexv. Suppose thatS is a non-empty
finite sequence of (not necessarily distinct) vertices ofG, such that starting froms, the
vertices can be fired in the order ofS. If v occursx(v) times, we shall refer tox as the
representative vectorfor S. The configurations′ after the sequence of firingsS is given by

s′(v) = s(v)− x(v) deg(v)+
∑
w 6=v

x(w)ν(v,w).

This is because each timev is fired it losesdeg(v) chips, and each time a vertexw 6= v is
fired v gainsν(v,w) chips, whereν(v,w) is the number of edges joiningv andw. The
relationship betweens ands′ can be written more concisely if we define theLaplacian
matrix Q as follows:

(Q)vw =
{
−ν(v,w), if v 6=w;
deg(v), if v=w.

In terms ofQ the relationship betweens ands′ is

s′ = s− Qx.
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In this paper we shall study a variant of the chip-firing game in which just one vertexq
is allowed to go into debt—indeed we shall require that it is always in debt. It may help to
think of the game as being played withdollars, rather than chips, andq as the government,
which will issue more dollars if and only if the ‘economy’ gets stuck. In other words,q
is fired if and only if no other firing is possible. There is no loss in assuming that, taking
into account the debt atq, the total number of dollars is zero. Thus, in this variant, a
configurations is an integer-valued function satisfying

s(v) ≥ 0 (v 6= q), s(q) = −
∑
v 6=q

s(v) ≤ 0.

We define astableconfiguration to be one for which

0≤ s(v) < deg(v) (v 6= q),

and we say that a sequence of firing isq-legal if and only if each occurrence of a vertex
v 6=q follows a configurationt with t (v)≥ deg(v) and each occurrence ofq follows a
stable configuration. In the literature this game is often described in terms of ‘snowfall’
and ‘avalanches’, but we shall call it thedollar game.

A configurationr for the dollar game on a graph is said to berecurrentif there is aq-legal
sequence forr which leads to the same configuration. We define acritical configuration
to be one which is both stable and recurrent. Note that not all stable configurations are
critical—for example, the configuration with zero dollars at every vertex is stable but not
recurrent (except in a few special cases).

The first result of this paper is that the set of critical configurations onG can be given
the structure of an abelian groupK (G). Then it is shown that the order of theK (G) is κ,
the number of spanning trees ofG. These results are implicit in some earlier papers on the
subject; see, for example, Gabrielov [10, 11], and the outline of his approach in [12].

The general theory of finite abelian groups tells us that there is a direct sum decomposition
of K (G), and that the associatedinvariant factorsare indeed invariants ofG. Using a quite
different approach it has been shown [1, 9] that the invariant factors are finer invariants than
κ, and so there is some interest in computing them. We shall show that the dollar game
provides a calculus for analysing the structure ofK (G), and that it can be used effectively
to compute the invariant factors in certain cases. For example, we shall prove that for a
wheel graphWn, with n odd, K (Wn) is the direct sum of two cyclic groups of orderln,
whereln is nth Lucas number. We shall also prove that, whenG is a strongly regular graph,
the groupK (G) has a subgroup of a specific kind.

2. The incidence matrix and the Laplacian

The most appropriate setting for this theory is a finitemultigraph without loops, with an
arbitraryorientation. A multigraph without loopsG consists of a setV of vertices, a setE
of edges, and an incidence functioni : E→V (2), whereV (2) is the set of unordered pairs of
vertices. An orientation ofG = (V, E, i ) is a functionh : E→V such thath(e)∈ i (e), for
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all edgese. In other wordsh(e) is one of the vertices incident withe, which we shall refer to
as itshead. Thetail of e, denoted byt (e), is defined by the condition thati (e)={h(e), t (e)}.
When we speak of a ‘graph’ we shall mean a finite multigraph without loops which has been
given a fixed, but arbitrary, orientation. All the important results turn out to be independent
of the orientation—it is a technical device used in the construction of some of the matrices
needed in the proofs. We shall usually pass over this point without comment. We shall also
assume thatG is connected.

Let n= |V | andm= |E|, and define ann×m matrix D= (dve), theincidence matrixof
G, as follows:

dve =


1, if v= h(e);
−1, if v= t (e);
0, if v 6∈ i (e).

Denote byDt the transpose ofD. A simple calculation shows thatDDt is the Laplacian
matrix Q defined in Section 1.

Suppose thatα is a numerical function defined onV , regarded as a column vector. Ifα
is such thatDtα= 0 then, since(Dtα)(e)=α(h(e))−α(t (e)), it follows thatα takes the
same value of the head and tail of any edge. If (as we assume throughout)G is connected,
then for any two verticesv andw there is a walk starting atv and ending atw. It follows that
α(v) = α(w). In other words,α is constant. Conversely, ifα is constant then it satisfies
Dtα = 0. In other words, the kernel of the matrixDt consists of scalar multiples of the
functionu given byu(v) = 1 for all u ∈ V .

Consider now the kernel ofQ. Clearly, if Dtα= 0 thenQα= DDtα= 0. Conversely,
if Qα = 0 thenαt Qα = ‖Dtα‖2 = 0, and soDtα = 0. Thus, the kernel ofQ is also
consists of the constant functions, that is, the multiples ofu.

3. Theory of the dollar game

The theory of chip-firing games [6, 7] is based on a ‘confluence’ property: if we start with
a given configurations then there may be many different sequences which are possible
starting froms, but it turns out that (in a sense) they all lead to the same ‘outcome’. We
shall outline the theory as it applies to the dollar game, using direct counting arguments
instead of the more abstract ones given in earlier papers.

Let us say that a sequenceS is proper if it does not containq.

Lemma 3.1 Given a configuration s, there is an upper bound on the length of a proper
sequenceS which is q-legal for s.

Proof: Throughout the firing ofS the total number of dollars held at verticesv 6= q
cannot exceed its initial value, and in particular there is an upper bound on the number of
dollars held at any one of these vertices.

SupposeS can be arbitrarily long, so that, since the number of vertices is finite, there is a
vertexw which can be fired as often as we please. SinceG is connected there is a path from
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q tow, and we may suppose that it is a geodesic: in particular, the penultimate vertexw′ is
closer toq thanw is. Sincew can be fired as often as we please,w′ (as a neighbour ofw)
can receive an unbounded number of extra dollars. However, the number of dollars held at
w′ is bounded, sow′must be fired as often as we please. Repeating this argument we obtain
a sequence of verticesw,w′, w′′, . . . , each of which is closer toq than its predecessor, and
each of which can be fired as often as we please. This contradicts the assumption thatq
does not occur, and so there must be a bound on the length ofS. 2

Lemma 3.2 Let s be a configuration of the dollar-firing game on a connected graph G.
Then there is a critical configuration c which can be reached by a q-legal sequence of firings
starting from s.

Proof: By Lemma 3.1, if we start froms and fire the vertices other thanq in anyq-legal
sequence, then we must eventually reach a configuration where no vertex exceptq can be
fired—that is, a stable configuration. If we then fireq and repeat the process, we reach
another stable configuration. This procedure can be repeated as often as we please, whereas
the number of stable configurations is finite. So at least one of them must recur, and this is
a critical configuration. 2

We shall prove that there is only one critical configuration satisfying Lemma 3.2. The
following construction is central to the argument.

Let X be a sequence of vertices andy be a vector such thaty(v) ≥ 0 for everyv ∈ V .
Construct a sequenceX y as follows: delete an occurrence of any vertexv from X if it is
not preceded by at leasty(v) occurrences ofv in X . In other words, if there are more than
y(v) occurrences ofv the first y(v) of them are deleted, and if there are fewer thany(v)
occurrences, all of them are deleted.

The following results, Lemma 3.3, Theorem 3.4, and Corollary 3.5, deal with proper
sequences (that is, the firing ofq is not involved). Sinceq plays no part, we shall use the
word legal rather thanq-legal throughout this discussion.

Lemma 3.3 LetX andY be proper sequences, with representative vectors x and y, which
are legal for the configuration s. Then the sequenceZ = (Y,X y) is also legal for s, and
its representative vector z is given by

z(v) = max{x(v), y(v)}.

Proof: Clearly, it is enough to show that thatX y is legal for the configurations2 = s−Qy.
Assume thatX y is legal fors2 up to the point where a vertexv 6= q is about to be fired for
the i th time inX y, and that the configuration at that point isky. Let k be the configuration
which occurs immediately before the corresponding occurrence ofv in X , which is the
(y(v) + i )th. Let x0 andxy

0 be the representative vectors of the initial segments ofX and
X y up to these points, so that

k = s− Qx0, ky = (s− Qy)− Qxy
0 = s− Qz0
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wherez0 = y+ xy
0 . Evaluating atv we have

k(v) = s(v)− x0(v) deg(v)+
∑
w 6=v

x0(w)ν(w, v),

ky(v) = s(v)− z0(v) deg(v)+
∑
w 6=v

z0(w)ν(w, v).

Sincev is about to be fired for thei th time inX y we havez0(v) = y(v) + (i − 1) and
similarly x0(v) = (y(v)+ i )− 1. Hencex0(v) = z0(v).

More generally, ifw does occur inX y, suppose that it has occurredj times inX y up to
this point, so thatz0(w) = y(w)+ j . If j = 0 thenx0(w) ≤ y(w), andz0(w) = y(w), so
x0(w) ≤ z0(w). If j > 0 thenx0(w) = y(w)+ j = z0(w). In both casesx0(w) ≤ z0(w).
The same result holds ifw does not occur inX y, because in that case the definitions imply
thatz0(w) = y(w) ≥ x(w) ≥ x0(w).

Sincex0(v) = z0(v) andz0(w) ≥ x0(w)(w 6= v), the expressions forky(v) andk(v)
show thatky(v) ≥ k(v). But we are given that the firing ofv in X is legal, that is,
k(v) ≥ deg(v). Henceky(v) ≥ deg(v) and the corresponding firing ofv inX y is also legal.

It remains to check the formula forz. If x(v) > y(v) then the firsty(v) occurrences ofv
are deleted fromX to formX y. Sov occursx(v)− y(v) times inX y, and the number of
times it occurs inZ = (Y,X y) is

y(v)+ (x(v)− y(v)) = x(v).

On the other hand, ifx(v) ≤ y(v) thenv does not occur inX y, and hence it occursy(v)
times inZ. 2

Theorem 3.4 Suppose thatX andY are proper sequences as in Lemma3.3, and that
they produce configurations s1 and s2, respectively. Then there is a configuration s3 which
can be derived from both s1 and s2 by legal sequences.

Proof: Lemma 3.3 tells us thatX y is legal fors2 = s− Qy, and similarlyYx is legal for
s1 = s−Qx. Furthermore, the sequences(Y,X y)and(X ,Yx)have the same representative
vectorz, and hence they lead to the same configurations3. 2

Corollary 3.5 LetX andY be as in Theorem3.4 Then:
(i) if s1 is stable,Z = (Y,X y) also leads to s1;

(ii) if s1 and s2 are both stable then s1 = s2.

Proof:

(i) Lemma 3.3 shows thatYx is legal fors1 = s− Qx. But if s1 is stable, no vertexv 6= q
can be fired. Hence,Yx must be empty, and its construction implies thatx(v) ≥ y(v)
for all v. In this caseZ = (Y,X y) has representative vectorz= x, and so it produces
s1 also.
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(ii) If s2 is also stable, a parallel argument shows thaty(v) ≥ x(v) for all v. Sox = y and
s1 = s2. 2

Theorem 3.4 is the confluence property of the dollar game for proper sequences. Using
Corollary 3.5 the result can be extended to generalq-legal sequences, as follows.

Consider the structure of a general sequenceX which isq-legal fors. It begins with a
(possibly empty) sequenceQ0 of firings ofq followed by a proper sequenceX1, after which
q must fired again, and so on. The sequence can therefore be split into segments

Q0,X1,Q1, . . . ,Qa−1,Xa,

where eachXi is proper, and eachQi is a sequence ofq’s. LetY be anotherq-legal sequence
for s, with decomposition

Q′0,Y1,Q′1, . . . ,Q′b−1,Yb.

The q-legality condition means that the initial segmentsQ0 andQ′0 are the same. If
a = b = 1 there are no other firings ofq, and Lemma 3.3 establishes the confluence
property. If a > b = 1, Corollary 3.5(i) shows that followingY1 by X y1

1 leads to the
same (stable) configuration as the one which followsX1. Hence the outcome ofX can be
obtained by starting withY. If a ≥ b > 1, it follows from Corollary 3.5(ii) that the two
sequences produce the same stable configurationsti on the completion ofXi andYi , for
i ≤ b. Starting fromtb and applying the previous argument gives the required result.

Lemma 3.6 If the configuration c is recurrent then there is a q-legal sequenceU for c
which has representative vector u, the all-1 vector.

Proof: Sincec is recurrent there is aq-legal sequenceR for c which producesc. Its
representative vectorr satisfiesc− Qr = c. In Section 2 we observed that the kernel ofQ
consists of the constant functions, sor is a multipleλu of the all-1 vectoru. By the proof
of Lemma 3.3 the sequenceRu is q-legal for c− Qu = c; and its representative vector
is (λ − 1)u. Repeating this processλ − 1 times in all we obtain a sequenceU with the
required properties. 2

Lemma 3.7 Suppose that c is a critical configuration and that there is a q-legal sequence
S for c which produces a critical configuration d. Then d= c.

Proof: LetU be as in Lemma 3.6. By Corollary 3.5(i)(U,Su) producesd, which means
thatSu is also aq-legal sequence leading fromc tod. Thus, ifx andxu are the representative
vectors forS andSu, we haved = c− Qx = c− Qxu. It follows thatx − xu is in the
kernel ofQ, sox − xu is a multiple ofu which, by the construction ofSu, must beu. In
other words, we can replaceS by Su, and in this process one occurrence of each vertex is
deleted. Repeating the argument we can reduceS to the empty sequence, soS must contain
every vertex the same number of times, which implies thatd = c. 2



CHIP-FIRING AND THE CRITICAL GROUP OF A GRAPH 31

Theorem 3.8 Let s be a configuration of the dollar game on a connected graph G. Then
there is a unique critical configuration which can be reached by a q-legal sequence of firings
starting from s.

Proof: We have already shown (Lemma 3.2) that at least one such critical configuration
exists. Supposec1 andc2 are two of them. By confluence there is a configuration which can
be reached from bothc1 andc2. Using Lemma 3.2 again, there is a critical configuration
d with this property. But Lemma 3.7 implies thatc1 = d andc2 = d, hencec1 = c2 as
required. 2

4. The group of critical configurations

Let C0(G;Z) andC1(G;Z) denote the abelian groups of integer-valued functions defined
on V andE, respectively. Interpreting the elements of these spaces as column vectors, the
incidence matrixD and its transposeDt can be regarded as homomorphisms

D : C1(G;Z)→ C0(G;Z), and Dt : C0(G;Z)→ C1(G;Z).
We can also regardQ = DDt as a homomorphismC0(G;Z) → C0(G;Z). Denote by
σ : C0(G;Z)→ Z the homomorphism defined byσ( f ) =∑v f (v).

Lemma 4.1 The image of Q is a normal subgroup of the kernel ofσ .

Proof: We observe first thatσD = 0, which follows directly from the fact that the
matrix D has just two non-zero entries in each column, 1 and−1. Suppose thatx ∈ Im Q,
sayx = Qy = DDt y. Thenσ(x) = σDDt y = σD(Dt y) = 0, that is,x ∈Kerσ . Thus
the image ofQ is a subgroup of Kerσ , and since the groups are abelian, it is a normal
subgroup. 2

Denote byK (G) the set of critical configurations on a graphG, and for each configuration
s let γ (s) ∈ K (G) be the unique critical configuration determined by Theorem 3.8.

Theorem 4.2 The set K(G) of critical configurations on a connected graph G is in
bijective correspondence with the abelian groupKer σ/Im Q.

Proof: We show first that every coset [f ] in Ker σ/Im Q contains a configuration. Given
f ∈ Kerσ let l be the configuration defined on verticesu 6= q by

l (u) =
{

deg(u)− 1 if f (u) ≥ 0,

deg(u)− 1− f (u) if f (u) < 0,

and such thatl (q) = −∑u6=q l (u). It follows from Lemma 3.1 that there is a finite sequence
of firings which reducesl to a stable configurationsk. If this sequence has representative
vectorx, we havek = l − Qx. Let z= f + l − k; thenz= f + Qx so [z] = [ f ], and

z(u) = f (u)+ l (u)− k(u) ≥ deg(u)− 1− k(u) ≥ 0.
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Hencez is a configuration representing the given coset [f ].
Next, we show that there is a well-defined function

h : Kerσ/Im Q→ K (G),

given byh(α) = γ (s), wheres is any configuration in the cosetα. Suppose thats1 ands2

are configurations such that [s1] = [s2] = α. In that cases1 − s2 = Qφ, φ ∈ C0(G,Z).
We can writeφ = f1 − f2 where f1(v) and f2(v) are non-negative for allv. Let s0 =
s1− Q f1 = s2− Q f2.

Suppose thatγ (s1) = c1, and thatS1 is a q-legal sequence fors1 which producesc1.
Sincec1 is recurrent we can chooseS1 so that any vertexv occurs at leastf1(v) times. Now
the proof of Lemma 3.3 shows that the sequenceS f1

1 is q-legal fors0, and by construction
it is obtained fromS1 by deleting exactlyf1(v) occurrences ofv, for each vertexv. Hence
S f1

1 applied tos0 producesc1. It follows thatγ (s0) = c1 = γ (s1). The same argument
shows thatγ (s0) = γ (s2). Henceh is well-defined.

To show thath is a surjection, we simply observe that givenc ∈ K (G), we haveh[c] =
γ (c) = c. To showh is an injection, suppose thath[s1] = h[s2]. Thenγ (s1) = γ (s2) = c,
say, where the configurationc can be reached starting froms1 and froms2. Thus, there are
vectorsx1 andx2 such thats1− Qx1 = c ands2− Qx2 = c. Hences1− s2 = Q(x1− x2),
and so [s1] = [s2]. 2

There is an abelian group structure on Kerσ/Im Q, defined by [s1]+ [s2]= [s1+ s2].
It follows that K (G) is an abelian group under the operation•, whereh[s1] • h[s2] =
h[s1+ s2], that is,γ (s1) • γ (s2) = γ (s1+ s2). Equivalently, for any two critical configura-
tionsc1 andc2, we have

c1 • c2 = γ (c1+ c2).

We shall refer toK (G) as thecritical groupof G.
For example, consider the complete graphK4. A configuration is determined by a vector

(s(a), s(b), s(c)) denoting the numbers of dollars at the verticesa, b, c other thanq. A
configuration is stable if and only if 0≤ s(v) ≤ 2 for v = a, b, c, and so there are 33 = 27
stable configurations. However, only 16 of them are recurrent. The zero element is (2, 2, 2)
and the critical group is the direct sum of two cyclic groups of order 4, whose generators
may be taken as (1, 1, 2) and (2, 1, 1). (These results are a special case of the analysis given
in Section 9 for the family of wheel graphs, sinceK4 is the wheel graphW3.)

5. Flows, cuts, and the orthogonal projection

The aim of the next three sections is to prove that the critical groupK (G) is isomorphic
to several other groups associated withG, and that its order isκ, the number of spanning
trees ofG. It will be necessary to outline parts of the algebraic theory of graphs, some of
which is ‘classical’ and some of which is recent. More details can be found in [3].

The dollar game naturally involves the set of integer-valued functions defined on the
vertices of a graph, but, as we shall see in Section 6, it is convenient to regard this set as
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being imbedded in the vector space ofreal-valuedfunctions. We shall denote the vector
spaces of real-valued functions defined on the vertices and edges of a graph byC0(G;R)
andC1(G;R), respectively.

In this context the matricesD andDt define linear mappings between the vector spaces.
A function f in the subspaceZ = Ker D is called aflow on G. There is a standard
inner product〈x, y〉 = ∑

e x(e)y(e) on C1(G;R), and we defineB to be the orthogonal
complement ofZ with respect to this inner product. According to the general theory of
vector spaces, there is a direct-sum decomposition

C1(G;R) = Z ⊕ B = Ker D ⊕ (Ker D)⊥.

The dimensions of the summands are determined by theorems of elementary linear algebra,
given the fact (Section 2), that the kernel ofDt is one-dimensional. It turns out that

dim Z = m− n+ 1, dim B = n− 1.

Let U be a non-empty proper subset ofV . Define a functionbU in C1(G;R) by the rule

bU (e) =


1, if the intersection ofi (e) andU is h(e) only;
−1, if the intersection ofi (e) andU is t (e) only;
0, otherwise.

The set of edges which have exactly one vertex inU is called acut in G, andbU (e) 6= 0
precisely whene belongs to this cut. ThusbU is the ‘characteristic function’ of the cut
defined byU , except that there are± signs according to the orientation.

Note that the cut corresponding to a single vertexv consists of the edges incident withv,
andbv (considered as column vector) is simply the transpose of rowv of D. The equation

bU =
∑
v∈U

bv

expresesbU as a linear combination of rows ofD. If z ∈ Z we haveDz = 0, that is,
〈bv, z〉 = 0 for all v ∈ V . Consequently〈bU , z〉 = 0, sobU is in B.

Let T be a spanning tree inG, that is, a subsetT of E which forms a connected acyclic
subgraph containing every vertex ofG. We know that|T | = n−1. If f ∈ T the removal of
f from T leaves two components, one containingh( f ) and the othert ( f ). We shall denote
these components byT+f andT−f , respectively. LetU (T, f ) denote the set of vertices of
T+f , so that the associated cut containsf and some other edges which are not inT ; we
call this thefundamental cutdetermined byT and f . The number of fundamental cuts
associated withT is n− 1, and for each one of them we have an element

b = bU (T, f )

of the cut space. Iff ′ ∈ T thenb( f ′) = 1 when f ′ = f andb( f ′) = 0 when f ′ 6= f . It
follows that the set of functionsbU (T, f ) ( f ∈ T) is linearly independent. Since dimB =
n− 1 we immediately deduce:
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Lemma 5.1 For a given spanning tree T, the setBT of functions bU (T, f ) ( f ∈ T) is a
basis for B.

Let q be a given vertex and letDq denote the set of functionsbv determined by the rows
of D, excepting the one for whichv = q. ThenDq is also a basis forB.

Lemma 5.2 Let q and T be a given vertex and spanning tree of G.
(i) The change of basis matrix which expressesDq in terms ofBT is D(q, T), the submatrix

of D formed by the intersection of the rows corresponding to all vertices except q and
the columns corresponding to edges in T .

(ii) The inverse of D(q, T) is the matrix Y= (yev) given by

yev =


1, if v ∈ T+e andq ∈ T−e ;
−1, if v ∈ T−e andq ∈ T+e ;
0, otherwise.

(iii) det D(q, T)=±1.

Proof:

(i) Suppose that

bv =
∑
f ∈T

αv f bU (T, f ) (v 6= q).

Evaluating both sides on an edgee∈ T we have

bv(e) =
∑
f ∈T

αv f bU (T, f )(e) = αve.

It follows thatαve = bv(e) = dve, as claimed.
(ii) The definition ofU (T, e) implies that

bU (T,e) =
∑
v∈T+e

bv.

The equation
∑

v∈V bv = 0 allows us to rewrite the displayed equation as a sum over
v 6= q, in which the coefficients turn out to beyev as given.

(iii) It follows from (ii) that detY detD(q, T) = 1. Both matrices have integer entries, so
their determinants are integers and the result follows. 2

The orthogonal decompositionC1(G;R) = Z ⊕ B implies that anyc ∈ C1(G;R) can
be uniquely expressed in the formc = z+ b, with z ∈ Z, b ∈ B, so that〈z, b〉 = 0. There
is an explicit formula for the uniqueb corresponding to a givenc, or (equivalently) the
orthogonal projectionP : C1→ B.
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Given a spanning treeT , define anm×m matrix NT as follows: if f is not in T then
column f of NT is zero, while if f is in T , it is bU (T, f ). Explicitly, the entriesnef of NT

are given by:

nef =
{

0, if f 6∈ T;
bU (T, f )(e), if f ∈ T.

Theorem 5.3 Let κ be the number of spanning trees of G(sometimes called the tree-
number). Then[3, Proposition6.3]

P = (1/κ)
∑

T

NT

is the orthogonal projection C1→ B. That is, Pz= 0 (z ∈ Z) and Pb= b (b ∈ B).

6. Lattices, determinants, and the tree number

For brevity, we shall use the subscriptI to denote a set of integer-valued functions defined
on the edges of a graph. Thus, we denoteC1(G;Z), the abelian group of all integer-valued
functions defined on the edges, byCI . SinceCI is naturally imbedded in the vector space
C1(G;R), we shall often speak of it as alattice. Similarly, we define

ZI = Z ∩ CI , BI = B ∩ CI ,

so thatZI andBI are lattices (abelian groups) naturally imbedded in the vector spacesZ
andB.

A fundamental observation is that the direct sumZI ⊕ BI is a proper sublattice ofCI ;
that is, not every integer-valued function on the edges can be decomposed into an integer
flow and an integer cut. Specifically:

Theorem 6.1 A function c∈ CI is in ZI ⊕ BI if and only if Pc is in BI , where P is the
orthogonal projection C1(G;R)→ B. Equivalently, if we let PI denote the restriction to
CI of P, then the function

CI

ZI ⊕ BI
→ Im PI

BI
,

which takes the coset[c] (with respect to ZI ⊕ BI ) to the coset[ Pc] (with respect to BI ),
is an isomorphism.

Proof: The first statement follows from the identityc = (c− Pc)+ Pc.
The only non-trivial part of the second statement is to show that the function is an

injection. This is simply another way of saying that if [Pc] is the zero coset, then [c] is the
zero coset, which follows directly from the first statement. 2
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Thedualof the latticeBI in the vector spaceB is the lattice(BI )
] defined by

(BI )
] = {x ∈ B | 〈x, b〉 ∈ Z for all b ∈ BI }.

A fundamental result of Bacher et al. [1] is that the dual lattice(BI )
] is the image of

PI . Together with Theorem 6.1 this implies that the map [c] 7→ [ Pc] defines a group
isomorphism

CI /(ZI ⊕ BI )→ B]

I /BI .

A parallel argument establishes the existence of an isomorphism betweenCI /(ZI ⊕ BI )

andZ]

I /ZI , a finite abelian group which, in other contexts, is known as theJacobiangroup.
In the theory of integer lattices thedeterminantof a lattice3, written as det3, is defined
to be the index of3 in its dual3]. Thus the index ofZI ⊕ BI in CI is given by∣∣∣∣ CI

ZI ⊕ BI

∣∣∣∣ = detBI = detZI .

In order to compute the determinant of the latticesZI and BI we need a standard result.
Let3 be any lattice in a euclidean space, and letB = {e1, e2, . . . ,eκ} be aZ-basis for3.
Then the determinant of3 is equal to the determinant of theGram matrix Hof 3, that is,

detH, where(H)i j = 〈ei , ej 〉.

It can be shown that this is independent of the chosenZ-basis.

Theorem 6.2 If G is a connected graph, the common value ofdetZI anddetBI is κ, the
number of spanning trees of G.

Proof: In Section 5 we noted that bothBT andDq are bases for the vector spaceB. It is
easy to see thatBT is also aZ-basis forBI , as follows. Givenb ∈ BI , we can use the fact
thatBT is a vector space basis forB to write

b =
∑
f ∈T

β f bU (T, f ) whereβ f ∈ R.

Evaluating both sides on any edgee ∈ T , we getb(e) = βe, sincee is in the cutU (T, e)
but not inU (T, f ) when f 6= e. Sinceb(e) is an integer, so isβe.

We also showed (Lemma 5.2) that the change of basis fromBT toDq is unimodular. It
follows thatDq is also aZ-basis forBI .

The Gram matrix forDq is DDt with the row and column corresponding toq deleted,
which is justQq, the Laplacian matrixQ with that row and column deleted. It is a classic
result (see, for example, [2, p. 39]), that the determinant ofQq is the tree numberκ. 2
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7. The Picard group

Recall thatσ : C0(G;Z)→ Z is defined byσ( f ) = ∑v f (v). The following result is a
strengthening of Lemma 4.1.

Lemma 7.1 If G is a connected graph, the image of D: CI → C0(G;Z) is equal to the
kernel ofσ .

Proof: We have already noted thatσD = 0, so that ImD⊆Kerσ .
Conversely, suppose thatf ∈ Kerσ , that is,

∑
v f (v) = 0. Forv ∈ V let δv ∈ C0(G;Z)

be the function defined byδv(w) = 0 if w 6= v, andδv(v) = 1, and fore ∈ E define
δe ∈ CI similarly. Clearly, ife is an edge whose vertices area andb, δa − δb = D(±δe),
where the sign depends on the orientation.

Choosing any vertexx, and remembering thatσ( f ) = 0, we have

f =
∑
v∈V

f (v)δv =
∑
v 6=x

f (v)(δv − δx).

There is a path inG fromx tov, consisting (say) of the vertices and edgesx = v0, e1, v1, . . . ,

vr−1, er , vr = v. Consequently,

δv − δx =
(
δvr − δvr−1

)+ · · · + (δv1 − δv0

) = D
(±δer

)+ · · · + D
(±δe1

)
.

This equations shows thatδv − δx is in the image ofD, and it follows thatf ∈ Im D. 2

Lemma 7.2 If G is a connected graph, the image of Dt : C0(G;Z)→ CI is BI .

Proof: Supposey = Dt x, wherex ∈ C0(G;Z). For anyz ∈ Z we haveDz= 0 and so

〈y, z〉 = 〈Dt x, z〉 = 〈x, Dz〉 = 〈x, 0〉 = 0.

Hencey is in B, and clearly it takes integer values, soy is in BI .
Conversely, recall from the proof of Theorem 6.2 thatDq is a Z-basis forBI . Conse-

quently, giveny ∈ BI we havey = ∑αvbv, whereαv ∈ Z. If we defineα ∈ C0(G;Z)
in the obvious way (withαq = 0), the equation is equivalent toy = Dtα, from which it
follows thaty is in Im Dt . 2

In Algebraic Geometry the image groupD(CI ) is known as the group ofdivisors of
degree0 of G. Its subgroupD(BI ) is known as the group ofprincipal divisorsof G, and
thePicard group, Pic(G) is defined to be the quotientD(CI )/D(BI ).

The preceding Lemmas provide a more familiar interpretation ofPic(G). According to
Lemma 7.1,D(CI ) is the kernel ofσ . According to Lemma 7.2,BI is the image ofDt , so
D(BI ) is the image ofDDt = Q. Thus

Pic(G) = D(CI )

D(BI )
= Kerσ

Im Q
,
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and Theorem 4.2 asserts thatPic(G) is naturally isomorphic to the critical groupK (G). On
the other hand, it can be shown [1, 3] that the function which takes a coset [Dc] in Pic(G)
to the coset [Pc] in (BI )

]/BI is an isomorphism. (Recall the result, mentioned above, that
Im PI = (B]

I ).) ThusPic(G) is a group of orderκ. Putting all this together we have:

Theorem 7.3 If G is a connected graph the critical group K(G) has orderκ, the tree
number of G.

8. Structure of the critical group

In the preceding sections it has been shown that the critical groupK (G) associated with a
connected graphG is isomorphic to a number of ‘classical’ abelian groups of orderκ, the
tree number ofG. These groups are associated with the group of ‘indecomposable’ integral
cochainsCI /(ZI ⊕ BI ), and one of them, the Picard groupPic(G) = D(CI )/D(BI ), is
precisely the group we used in Section 4 to define a group structure on the set of critical
configurations.

The classification theorem for finite abelian groups asserts thatK (G) has a direct sum
decomposition

K (G) = (Z/n1Z)⊕ (Z/n2Z)⊕ · · · ⊕ (Z/nr Z),

where the integersni are known asinvariant factors, and they satisfyni | ni+1, (1≤ i < r ).
Since|K (G)| = κ, it follows that

n1n2 · · ·nr = κ.

The invariant factors can be used to distinguish pairs of non-isomorphic graphs which have
the sameκ (see Section 10), and so there is considerable interest in their properties. The
standard method of computing them is to use a presentation of the group, and the definition
of the Picard groupPic(G) asD(CI )/D(BI ) provides just that.

Theorem 8.1 Given a connected graph G, generators and relations for Pic(G) can be
chosen so that the matrix of relations is the reduced Laplacian matrix Qq.

Proof: Choose a vertexq in G. The proof of Lemma 7.1 shows that the set of functions
ζv = δv − δq(v 6= q) is aZ-basis forD(CI ).

On the other hand, in the proof of Theorem 6.2 we observed that aZ-basis forBI isDq,
the set of rowsbv = Dtδv of D for which v 6= q. Sincebq is aZ-linear combination of
the members ofDq, it follows trivially that the set of functionsbv − bq = Dt (δv − δq) =
Dtζv(v 6= q) is aZ-basis forBI .

The quotient groupD(CI )/D(BI ) is generated by the imagesζ̄v of theζv. SinceBI is
generated by the functionsDtζv, the ‘relations group’D(BI ) is generated by the functions
D(Dtζv). In other words, in the quotient group the following relations hold:

D(Dt ζ̄v) = 0, that is,Qζ̄v = 0 (v 6= q).
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Since the rank ofQ is n− 1, one relation is redundant, let us say the one given by rowq of
Q. Also since there is no generatorζ̄q we may omit columnq of Q. ThusQq is a relations
matrix for the Picard group. 2

The standard technique for obtaining the invariant factors of a finitely-generated abelian
group from a presentation is to reduce the matrix of relationsM to Smith normal form
Sm(M). Algorithmically, this is done by applying row and column operations to obtain
a diagonal matrix, whose diagonal entries are the invariant factors. Formally, we require
matricesR1 andR2 in GL(r,Z) such that

R1M R2 = Sm(M) = diag(n1, n2, . . . ,nr ).

For example, the reduced LaplacianQq for Kn is the(n − 1)× (n − 1) matrix nI − J
(whereJ is the all-1 matrix). PartitionQq as follows:

(
n− 1 −ut

−u nI − J

)
,

whereu is the all-1 column vector andI , J are now(n− 2)× (n− 2) matrices. Let

R1 =
(

1 ut

u I + J

)
, R2 =

(
1 −ut

0 I

)
.

Then detR1= detR2= 1 soR1 andR2 are inGL(n− 1,Z). Furthermore,

R1Qq R2 =
(

1 0

0 nI

)
.

It follows that the invariant factors ofQq are 1 andn (n−2 times), and so the critical group
K (Kn) is the direct product ofn−2 copies ofZ/nZ. Sinceκ is the product of the invariant
factors, this is a refinement of Cayley’s formulaκ(Kn) = nn−2.

One feature of the dollar game is that it provides an alternative calculus of determining
the invariant factors. Calculations with critical configurations can be regarded as the basic
algorithmic steps underlying the matrix operations required to find the Smith normal form.
We shall give some examples of this alternative calculus in the following sections.

9. Analysis of the wheel graphs

The wheel graph Wn hasn + 1 vertices, which we shall denote byq and the integers
modulon. The vertexq is adjacent to all other vertices, and those vertices form therim of
the wheel, a cycle in whichi is adjacent toi − 1 andi + 1. Note thatW3 = K4.

The wheel graphs form what has been called [5] arecursive family. This means that, in
particular, the tree-numbers of the family are determined by a linear recursion. In this case
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κn = κ(Wn) = |K (Wn)| satisfies

κn+3 = 4κn+2− 4κn+1+ κn,

with the initial conditionsκ2 = 5, κ3 = 16, κ4 = 45, and the resulting formula is:

κn =
(

3+√5

2

)n

+
(

3−√5

2

)n

− 2.

The first few values ofκn are as follows.

2 3 4 5 6 7 8 9 10 11

5 16 45 121 320 841 2205 5776 15125 39602

Let ( fn) and(ln) be the sequences of Fibonacci numbers and Lucas numbers, respectively.
These sequences are defined by the initial conditionsf0 = 1, f1 = 1 andl0 = 2, l1 = 1,
respectively, and the recursionxn = xn−1 + xn−2. There are many relationships between
these numbers, the basic one beingln = fn + fn−2.

For our purposes the significant fact is that the numbersκn are given in terms of the
Fibonacci and Lucas numbers by

κn =
{

ln × ln, if n is odd;
5× fn−1× fn−1, if n is even.

We shall show that these factorisations ofκn are closely related to the structure of the critical
groupK (Wn).

We begin with the case whenn is odd. Letn = 2r +1 and denote the vertices on the rim
of Wn by the residue classes−r,−(r − 1), . . . ,−1, 0,+1,+2, . . . ,+r (modn). Define a
configurationb on Wn as follows:

b(v) =
{

1, if v=±r ;
2, otherwise.

Lemma 9.1 The configuration b is critical and has order ln in the abelian group K(Wn).

Proof: Clearlyb is stable. It is easy to check that the sequence of vertices

q, 0,−1,+1,−2,+2, . . . ,−r,+r,

isq-legal forb, and since each vertex is fired once the resulting configuration isb−Qu= b.
Sob is recurrent, and therefore critical.

For any positive integert let t · b denoteb • b • · · · • b, the•-sum of t copies ofb in
K (Wn). Equivalently,t · b is the unique critical configurationγ (b+ b+ · · · + b), where
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the+ sign represents vector addition. We shall obtain explicit expressions fort · b whent
is a Fibonacci number; specifically we shall show that, fori = 1, 2, . . . , r ,

( f2i−2 · b)(v) =
{

1, if v=±(r − i + 1);
2, otherwise.

( f2i−1 · b)(v) =
{

1, if v=±(r − j ) and j = 0, 1, . . . , i − 1;
2, otherwise.

Wheni = 1 the expressions forf0 · b and f1 · b both reduce to that forb, which is correct
since f0 = f1 = 1. Assume that the formulae hold wheni = k, and suppose that
2≤ k+ 1≤ r . Then f2(k+1)−2 = f2k = f2k−1+ f2k−2. Hence

f2k · b = ( f2k−1 · b) • ( f2k−2 · b) = γ ( f2k−1 · b+ f2k−2 · b).

Using the induction hypothesis we have

( f2k−1 · b+ f2k−2 · b) =


2, if v=±(r − k+ 1);
3, if v=±(r − j ) and j = 0, 1, . . . , k− 2;
2, otherwise.

It can be checked that the following sequence isq-legal for this configuration and results
in the stated formula forf2k · b.

0,−1,+1,−2,+2, . . . ,−r,+r, 0,−1,+1,−2,+2, . . . ,−(r − k), r − k.

Similarly, the expression forf2k+1 · b can be verified. Hence we have verified the formulae
for f j · b when j = 0, 1, . . . ,2r − 1.

Using the same methods, the following expressions forf2r · b and f2r+1 · b can be ob-
tained.

( f2r · b)(v) =
{

0, if v = 0;
2, otherwise.

( f2r+1 · b)(v) =
{

1, if v = 0;
2, otherwise.

Sincen = 2r + 1, we haveln = fn + fn−2 = f2r+1+ f2r−1. Using the formulae obtained
above, the configurations= f2r+1 ·b+ f2r−1 ·b hass(v) = 3 for each vertexv 6= q. Firing
each vertex exceptq once, we get the configurationγ (s) = o, whereo(v) = 2 (v 6= q).
Clearlyo is the zero element ofK (Wn), and so

ln · b = f2r+1 · b • f2r−1 · b = γ ( f2r+1 · b+ f2r−1 · b) = γ (s) = o. 2

For any vertexw 6= q let bw be the configuration defined bybw(v) = b(v − w). In
other words,bw is obtained fromb by rotating the rim of the wheel throughw steps. We
haveb0 = b, and for convenience we writeb+1 = b1. Eachbw is an element of orderln in
K (Wn).
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Theorem 9.2 When n is odd the group K(Wn) is the direct sum

K (Wn) = (Z/ lnZ)⊕ (Z/ lnZ),

where the cyclic groups of order ln are generated by b0 and b1.

Proof: Let π0 andπ1 denote the permutations of the rim vertices defined as follows:

π0(0) = 0, π0(+i ) = −i, π0(−i ) = +i (i = 1, 2, . . . , r );
π1(1) = 1, π1(−r ) = −(r − 1), π1(−(r − 1)) = −r,

π1(+i ) = −(i − 2), π1(−(i − 2)) = +i, (i = 1, 2, . . . , r ).

Every multiple ofb0 is symmetrical with respect toπ0, that is,(α · b0)(v) = (α · b0)(π0v).
On the other hand, every multiple ofb1 is symmetrical with respect toπ1. Sinceπ0 and
π1 generate a group which acts transitively on the rim, the only configurations which are
symmetrical with respect to both permutations are those in which every rim vertex has the
same number of dollars. So, ifα · b0 = β · b1, both configurations are in fact the critical
configuration in which each rim vertex has two dollars, which is the zero element ofK (Wn).
It follows that the subgroup generated byb0 andb1 is the direct sum of the cyclic groups
generated byb0 andb1. This has orderl 2

n, which we know to be the order ofK (Wn), and
so the result follows. 2

It is easy to express the configurationsbw (w 6= 0,+1) in terms ofb0 andb1. A simple
computation shows thatb−1 • b1 = γ (b−1+ b1) = 3 · b0, and in general for anyw we have

bw−1 • bw+1 = 3 · bw.

This observation is relevant to the observation made at the end of Section 8, that calculations
with critical configurations are in effect equivalent to finding the Smith normal form of the
reduced Laplacian. The reduced LaplacianQq of a wheel graph consists of a main diagonal
of 3’s, with−1’s in adjacent positions, and by Theorem 8.1 this is a matrix of relations for
K (Wn).

We now turn to the case whenn is even. Define configurations

b( j ) =
{

1, if j = 0;
2, otherwise.

c( j ) =
{

1, if j = 0, 2, 4, . . . ,n− 2;
2, otherwise.

By methods like those used for the odd case, we can verify thatK (Wn) is generated by
configurationsb0 and b1, whereb0 = b and b1 is obtained fromb by a unit rotation.
However, in this caseb0 andb1 are not independent generators. It can be checked that
fn−1 · b0 = c and fn−1 · b1 = −c, where−c is obtained fromc by switching the values
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1 and 2. Furthermore 5· c = o. Hence both generators have order 5fn−1, but the cyclic
groups they generate intersect in a group of order 5, generated byc.

The direct sum decomposition and invariant factors ofK (Wn) in the even case can be
determined from the foregoing observations. It should be noted that the Fibonacci number
fn−1 is divisible by 5 if and only ifn is a multiple of 5, and this affects the form of the
invariant factorisation whenn is multiple of 10.

10. Strongly regular graphs

A connected graph isstrongly regularwith parameters (k,a, c) if: (i) it is regular, with
degreek ≥ 2; (ii) any two adjacent vertices have the same numbera ≥ 0 of common
neighbours; (iii) any two non-adjacent vertices have the same numberc ≥ 1 of common
neighbours.

Strongly regular graphs are a subset of the class ofdistance-regulargraphs. The general
case will be studied in another paper [4], but it is convenient to emphasise the relationship
by using a more general form of parametrisation. Denote byd(v,w) the distance between
two verticesv andw, and letb1 be the number of verticesx such thatd(x, v) = 1 and
d(x, w) = 2, given thatd(v,w) = 1. Similarly, denote byc2 the number of verticesx
such thatd(x, p) = 1 andd(x,q) = 1, given thatd(p,q) = 2. Thenb1 = k− a− 1 and
c2 = c. Theintersection arrayof a strongly regular graph is defined to be{k, b1; 1, c2}.

It is known that the tree numberκ of a strongly regular graph is determined by its
intersection array. This follows from the fact that for any connected graph, we have the
formula [2, p. 40]

κ = n−1µ1µ2 · · ·µn−1,

whereµ1, µ2, . . . , µn−1 are the non-zero eigenvalues of the Laplacian matrixQ. For a
regular graph of degreek, Q = k I − A, whereA is the adjacency matrix. If, in addition,
the graph is strongly regular the spectrum ofA is completely determined by the intersection
array [2, 8].

However, the invariant factors are not determined by the intersection array. For example,
there are two strongly regular graphs with intersection array{6, 3; 1, 2}, the lattice graph
L(4) and the Shrikhande graphShr. For both graphsκ = 235, but the invariant factorisations
of κ are different [1]:

κ(L(4)) = 85 · 324, κ(Shr) = 2 · 82 · 162 · 324.

(The Smith normal forms for the Laplacian matrices ofL(4) andShr are also given in
[9].) This observation shows that the structure of the critical groupK (G) can be used to
distinguish graphs in cases where other algebraic invariants, such as those derived from the
spectrum, fail. In the case of a strongly regular graph, the parameters do not determine the
structure ofK (G) but, as we shall now explain, they do determine a subgroup of it. Given
a strongly regular graphG and a specified vertexq, let us say that a configurations of the
dollar game onG is layeredif s(v) depends only ond(q, v). Thus, a layered configuration
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is defined by an ordered pair(s1, s2), wheresj is the value ofs(v) for any vertexv at
distancej fromq. LetF j ( j = 0, 1, 2) denote the operation of firing all vertices at distance
j from q once (in any order). Note thatF0 denotes the firing ofq only, and clearlyF1 or
F2 can be applied to a layered configurations if and only if s1 ≥ k or s2 ≥ k, respectively.
The application of these operations to a layered configuration results in another layered
configuration, and the following rules are easily verified:

(s1, s2)
F07→ (s1+ 1, s2);

(s1, s2)
F17→ (s1− b1− 1, s2+ c2);

(s1, s2)
F27→ (s1+ b1, s2− c2).

Lemma 10.1 The layered configuration s= (s1, s2) is critical if and only if

s1 = k− 1 and k− c2 ≤ s2 ≤ k− 1.

Proof: Suppose thats satisfies the conditions. Then clearlys is stable. Consider what
happens when we attempt to fire the vertices in the sequenceF0,F1,F2.

Sinces is stable the condition for firingq (that is,F0) holds. AfterF0 the new confi-
gurations′ hass′1 = k, so thatF1 can be applied. AfterF1 we have a configurations′′ with
s′′2 = s2 + c2, and the given conditions imply thats2 + c2 ≥ k, soF2 can be applied. So
the sequence isq-legal, and the final result iss again. This shows thats is recurrent, and
consequently critical.

Conversely, supposes is critical. Sinces is stable the conditionsj ≤ k − 1 certainly
holds for j = 1, 2. Thus, it is sufficient to prove that ifs1 < k− 1 ors2 < k− c2 thens is
not recurrent.

If s1 < k− 1 then we can useF0 k− 1− s1 times to obtain a configuration(k− 1, s2).
If s2 ≥ k − c2 then this configuration is critical and we stop. Ifs2 < k − c2 the sequence
F0,F1 is q-legal and results in the configuration(k−1−b1, s2+ c2). By firingF0b1 times
again we obtain(k − 1, s2 + c2). If s2 + c2 is in the critical range then we stop. If not,
by repeating this process we can increase the second component, sayf times in all, until
s2+ fc2 is in the critical range, and then restore the valuek−1 of the first component. This
is a configurations∗ which, by the first part, is critical and which can be reached froms by
aq-legal sequence of firings. It follows from Theorem 3.8 thats is not critical. 2

We now investigate the effect of the•operation on the set ofc2 basic critical configurations
specified in Lemma 10.1, which we denote by

〈i 〉 = (k− 1, i ) i = k− c2, . . . , k− 1.

We can calculate〈i 〉 • 〈 j 〉 as follows. Consider〈i 〉 + 〈 j 〉 = (2k− 2, i + j ). The operation
F1 can be applied to this configuration and results in(2k − 3− b1, i + j + c2); now the
operationF2 can be applied and results in(2k − 3, i + j ). LetR denoteF1 followed by
F2. Repeating the foregoing argument, we can applyR(k− 1) times in all, until we reach
(k− 1, i + j ). If i + j ≤ k− 1, this is the critical configuration〈i + j 〉. If i + j ≥ k, then
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F2 is legal and results in the configuration(k − 1+ b1, i + j − c2). Now we can apply
R b1 times, which yields(k − 1, i + j − c2). Either this is critical, orF2 is legal and we
can repeat the process.

The conclusion is that the critical configuration〈i 〉 • 〈 j 〉 = γ (〈i 〉 + 〈 j 〉) is 〈h〉, whereh
is the (unique) integer in the rangek− c2 ≤ h ≤ k− 1 which is congruent toi + j modc2.
This rule also shows that the zero element ofK (G) is 〈o2〉, whereo2 is the unique multiple
of c2 in the rangek− c2 ≤ o2 ≤ k− 1.

We can express these results algebraically as follows. Given a congruence classr in
Z/c2Z, let r2 denote the unique representative ofr which satisfiesk − c2 ≤ r2 ≤ k − 1.
Then the map fromZ/c2Z to K (G) defined byr 7→ 〈r2〉 is a monomorphism. Thus we
have proved the following result.

Theorem 10.2 Let G be strongly regular graph with intersection array{k, b1; 1, c2}. Then
the layered critical configurations form a cyclic subgroup of K(G), of order c2.

For the vast majority of strongly regular graphsc2 > 1, and the subgroup of orderc2,
although relatively small, is nevertheless significant. Consider thePaley graphof orderq
whereq is a prime power of the form 4c+ 1. This is strongly regular with intersection
array

{2c, c; 1, c}, and |K (G)| = κ = q2c−1c2c.

Sinceq andc are coprime, the arithmetical facts imply a direct summand of orderc2c, but
they do not force a subgroup of orderc. For example, whenq= 49 andc= 12 the summand
of order 1224 must, in the light of Theorem 10.2, contain elements of order 12, although
this is not forced by the numerical information.
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