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Abstract

In this paper inequalities between univariate moments are obtained when the
random variate, discrete or continuous, takes values on a finite interval. Further
some inequalities are given for the moments of bivariate distributions.
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1. Introduction
Therth order momentµ′r of a continuous random variate which takes values on
the interval[a, b] with pdf φ(x) is defined as

(1.1) µ′r =

∫ b

a

xrφ(x)dx.

For a random variate which takes a discrete set of finite valuesxi (i = 1, 2,. . ., n)
with corresponding probabilitiespi (i = 1, 2,. . ., n), we define

(1.2) µ′r =
n∑

i=1

pix
r
i .

The power mean of orderr is defined as

(1.3) Mr = (µ′r)
1/r for r 6= 0,

and

(1.4) Mr = lim
r→0

(µ′r)
1/r for r = 0.

It may be noted here thatM−1, M0 andM1 respectively define harmonic mean,
geometric mean and arithmetic mean.

Kapur [1] has reported the following bound forµ′r whenµ′s is prescribed,r >
s, and the random variate, discrete or continuous, takes values in the interval
[a, b] with a ≥ 0,

(1.5) (µ′s)
r/s ≤ µ′r ≤

(br − ar) µ′s + arbs − asbr

bs − as
.
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Inequality (1.5) gives the condition which the given moment values must
necessarily satisfy in order to be the moments of a probability distribution in the
given range[a, b]. Kapur [1] was motivated by the consideration of maximizing
the entropy function subject to certain constraints. But before maximizing the
entropy function one has to see whether the given moment values are consistent
or not i.e whether there is any probability distribution which corresponds to
the given values of moments. If there is no such distribution then the efforts
of finding out the maximum entropy probability distribution will not produce
any result and hence we should not proceed to apply Lagrange’s or any other
method to find the maximum entropy probability distribution, [2].

Here we try to obtain a generalization of inequality (1.5) for the case wherer
ands can assume any real value. This shall help us in deducing bounds between
power means. This will also provide us with an alternate proof of inequality
(1.5) and enable us to tighten it when the random variate takes a finite set of
discrete valuesx1, x2,. . ., xn.

In addition some inequalities between the moments of bivariate distributions
are also obtained.
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2. Some Elementary Inequalities
We prove the following theorems:

Theorem 2.1. If r is a positive real number ands is any non zero real number
with r > s then fora ≤ x ≤ b; with a > 0, we have

(2.1) xr ≤ (br − ar) xs + arbs − asbr

bs − as
,

and forx lying outside(a, b) we have

(2.2) xr ≥ (br − ar) xs + arbs − asbr

bs − as
.

If r is a negative real number withr > s then inequality (2.1) holds forx lying
outside(a, b) and inequality (2.2) holds fora ≤ x ≤ b.

Proof. Consider the following functionf(x) for positive real values ofx:

(2.3) f(x) = xr − br − ar

bs − as
xs +

asbr − arbs

bs − as
,

wherer ands are real numbers such thatr > s ands 6= 0. The functionf(x) is
continuous in the interval[a, b] with a > 0. Thenf ′(x) is given by

(2.4) f ′(x) = xs−1

[
rxr−s − s

(
br − ar

bs − as

)]
.
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f ′(x) vanishes atx = 0 andc, where

(2.5) c =

[
s

r

(
br − ar

bs − as

)] 1
r−s

.

By Rolle’s theorem we have thatc lies in the interval(a, b).
If r is a positive real number ands is a negative real number withr > s then

f ′(x) ≤ 0 iff x ≤ c. This means thatf(x) decreases in the interval(0, c) and
increases in the interval(c,∞). Further, sincec lies in the interval(a, b) and
f(a) = f(b) = 0, it follows that

(2.6) f(x) ≤ 0 for a ≤ x ≤ b,

and forx lying outside(a, b)

(2.7) f(x) ≥ 0.

On substituting the value off(x) from equation (2.3) in inequalities (2.6) and
(2.7), we obtain inequalities (2.1) and (2.2) respectively.

If r is a negative real number withr > s thenf ′(x) ≤ 0 iff x ≥ c. This
means thatf(x) increases in the interval(0, c) and decreases in the interval
(c,∞). Sincec lies in the interval(a, b) andf(a) = f(b) = 0 it follows that
inequality (2.7) holds fora ≤ x ≤ b while inequality (2.6) holds forx lying
outside(a, b) and thus we get inequalities for the case whenr is negative real
number.

Theorem 2.2.For a ≤ x ≤ b with a > 0, we have

(2.8) xr ≤ (br − ar) log x + ar log b− br log a

log b− log a
,
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and forx lying outside(a, b), we have

(2.9) xr ≥ (br − ar) log x + ar log b− br log a

log b− log a
,

wherer is a real number.

Proof. Consider the following functionf(x) defined for positive real values of
x,

(2.10) f(x) = xr − (br − ar)

log b− log a
log x +

br log a− ar log b

log b− log a
.

The functionf(x) is continuous in the interval[a, b] wherea > 0. Thenf ′(x)
is given by

(2.11) f ′(x) =
1

x

[
rxr − br − ar

log b− log a

]
,

and we havef ′(x) = 0 atx = c where

(2.12) c =

[
br − ar

r (log b− log a)

] 1
r

.

By Rolle’s Theorem we have thatc lies in the interval(a, b). Also f ′(x) ≤ 0 iff
x ≤ c. This means thatf(x) decreases in the interval(0, c) and increases in the
interval(c,∞). Further, sincec lies in the interval(a, b) andf(a) = f(b) = 0
it follows that

(2.13) f(x) ≤ 0 for a ≤ x ≤ b,
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and forx lying outside(a, b) we have

(2.14) f(x) ≥ 0.

On substituting the value off(x) from equation (2.10) in inequalities (2.13) and
(2.14), we obtain inequalities (2.8) and (2.9) respectively.
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3. Inequalities Between Moments
Theorem 3.1.Let r be a positive real number ands be any non zero real num-
ber withr > s. If a positive random variate takes valuesxi (i = 1, 2,. . ., n) in
the interval[a, b], with a > 0, then we have

(3.1) µ′r ≤
(br − ar) µ′s + arbs − asbr

bs − as
,

and

(3.2) µ′r ≥
(
xr

j − xr
j−1

)
µ′s + xr

j−1x
s
j − xs

j−1x
r
j

xs
j − xs

j−1

,

wherej = 2, 3,. . ., n.

If a continuous random variate takes values in the interval[a, b], with a > 0,
then the upper bound forµ′r is given by the inequality (3.1) whereas the lower
bound is given by following inequality

(3.3) µ′r ≥ (µ′s)
r/s

.

Proof. It is seen thatµ′r can be expressed in terms ofµ′s in the following form :

(3.4) µ′r =

(
xr

β − xr
α

xs
β − xs

α

)
µ′s +

xs
βxr

α − xs
αxr

β

xs
β − xs

α

+
n∑

i=1

pi

[
xr

i −
xr

β − xr
α

xs
β − xs

α

xs
i +

xr
βxs

α − xr
αxs

β

xs
β − xs

α

]
,
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whereα andβ take one of the values among1, 2,. . ., n with α 6= β. Without
loss of generality we can arrange values of the variate such thata = x1 ≤
x2 ≤ · · · ≤ xn = b. If we takeα = 1 and β = n then x1 ≤ xi ≤ xn

for i = 1, 2, ,. . ., n. It follows from (2.1) that the last term in equation (3.4)
is negative and we conclude that the upper bound forµ′r is given by inequality
(3.1). Further ifxα = xj−1 andxβ = xj, j = 2, 3,. . ., n then eachxi lies outside
(xj−1, xj) and it follows from (2.2) that the last term in equation (3.4) is positive
and we conclude that the lower bound forµ′r is given by inequality (3.2). It is
also clear that equality in the inequalities (3.1) and (3.2) holds iff n = 2.

If the value ofµ′s coincides with one ofxs
j−1 or xs

j , then from inequality (3.2)
we have

(3.5) µ′r ≥ (µ′s)
r/s

.

Also if xj−1 approachesxjwe get inequality (3.5) and we conclude that for a
continuous random variate the lower bound forµ′r is given by inequality (3.5).
The upper bound forµ′r can be deduced from Theorem2.1. Multiplying both
sides of inequality (2.1) by pdf φ(x) we get, on using the properties of definite
integrals, inequality (3.1).

Theorem 3.2. Let r ands be negative real numbers withr > s. If a positive
random variate takes valuesxi (i = 1, 2,. . ., n) in the interval[a, b], witha > 0,
we have

(3.6) µ′r ≥
(br − ar) µ′s + arbs − asbr

bs − as
,
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and

(3.7) µ′r ≤
(
xr

j − xr
j−1

)
µ′s + xr

j−1x
s
j − xs

j−1x
r
j

xs
j − xs

j−1

,

wherej = 2, 3,. . ., n.

If a continuous random variate takes values in the interval[a, b], witha > 0,
the lower bound forµ′r is given by inequality (3.6) whereas the upper bound for
µ′r is given by following inequality:

(3.8) µ′r ≤ (µ′s)
r/s

.

Proof. We again consider equation (3.4). If we takeα = 1 andβ = n then
x1 ≤ xi ≤ xn for i = 1, 2,. . ., n. It follows from Theorem2.1 that the last
term in equation (3.4) is positive and we conclude that the lower bound forµ′r
is given by inequality (3.6). Also if xα = xj−1 andxβ = xj, j = 2, 3,. . ., n
then eachxi lies outside(xj−1, xj). It follows from Theorem2.1 that the last
term in equation (3.4) is negative and we conclude that the upper bound forµ′r
is given by inequality (3.7). Also if xj−1 approachesxj we get inequality (3.8).
The lower bound forµ′rcan be deduced from Theorem2.1. Multiplying both
sides of inequality (2.2) by pdf φ(x) we get, on using the properties of definite
integrals, inequality (3.6).

Theorem 3.3. For a random variate which takes valuesxi (i = 1, 2,. . ., n) in
the interval[a, b], with a > 0, we have

(3.9) µ′r ≤
(br − ar) log M0 + ar log b− br log a

log b− log a
,
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and

(3.10) µ′r ≥
(
xr

j − xr
j−1

)
log M0 + xr

j−1 log xj − xr
j log xj−1

log xj − log xj−1

,

wherej = 2, 3,. . .n, r is a real number and

(3.11) M0 = xP1
1 xP2

2 · · ·xPn
n .

For a continuous random variate which takes values in the interval[a, b] with
a > 0 the upper bound forµ′r is given by inequality (3.9) whereas the lower
bound forµ′r is given by the following inequality

(3.12) µ′r ≥ (M0)
r.

Proof. It is seen thatµ′rcan be expressed in terms oflog M0 in the following
form:

(3.13) µ′r =
xr

β − xr
α

log xβ − log xα

log M0 +
xr

α log xβ − xr
β log xα

log xβ − log xα

+
n∑

i=1

Pi

[
xr

i −
xr

β − xr
α

log xβ − log xα

log xi +
xr

β log xα − xr
α log xβ

log xβ − log xα

]
.

Without loss of generality we can arrange values of the variate such thata =
x1 < x2 < · · · < xn = b. If we takeα = 1andβ = n thenx1 ≤ xi ≤ xn

for i = 1, 2,. . ., n. It follows from Theorem2.2that last term in equation (3.13)
is negative and we conclude that the upper bound forµ′r is given by inequality
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(3.9). Also if xα = xj−1 andxβ = xj, j = 2, 3,. . ., n then eachxi lies outside
(xj−1, xj). It follows from Theorem2.2 that the last term in equation (3.13)
is positive and we conclude that the lower bound forµ′r is given by inequality
(3.10).

If the value ofM0 coincides with one ofxj−1 or xj then from inequality
(3.10) we have

(3.14) µ′r ≥ (M0)
r.

Also if xj−1 approachesxj we get inequality (3.14) and we conclude that for the
continuous random variate the lower bound forµ′r is given by inequality (3.14).
The upper bound forµ′r can be deduced from Theorem2.2. Multiplying both
sides of inequality (2.8) by pdf φ(x) we get, on using the properties of definite
integrals, inequality (3.9).
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4. Inequalities Between Moments of Bivariate
Distributions

The moments of a bivariate probability distribution are the generalizations of
those of univariate one and are equally important in the theory of mathematical
statistics. For a discrete probability distribution, ifpi is the probability of the
occurrence of the pair of values(xi, yi) i = 1, 2,. . ., n, the momentµ′rs about
the origin is given by

(4.1) µ′rs =
n∑

i=1

Pix
r
i y

s
i .

We obtain a bound onµ′rs in the following theorem:

Theorem 4.1. Letµ′rs be the moment of orderr in x and of orders in y, about
the origin (0, 0), of a discrete bivariate probability distribution. The random
variatesx and y vary respectively over the finite positive real intervals[a, b]
and [c, d]. If µ′k m is the corresponding moment of orderk in x andm in y such
that r ≥ k, s ≥ m andrm = ks then we must have by necessity,

(4.2) (µ′k m)
r+s
k+m ≤ µ′r s ≤

(brds − arcs) µ′k m + arcsbkdm − akcmbrds

bkdm − akcm
.

Proof. If u, v, α andβ are positive real numbers withα + β = 1 then from
Hölder’s inequality [3],

(4.3)
n∑

i=1

uα
i vβ

i ≤

(
n∑

i=1

ui

)α( n∑
i=1

vi

)β

.
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We make the following substitutions,

(4.4) ui = pix
r
i y

s
i , vi = pi and α =

k + m

r + s
.

This gives,

(4.5) uα
i vβ

i = pix
k
i y

m
i .

Also,

(4.6)

(
n∑

i=1

ui

)α

=

(
n∑

i=1

pix
r
i y

s
i

) k+m
r+s

,

and

(4.7)

(
n∑

i=1

vi

)β

= 1.

From (4.3), (4.5), (4.6) and (4.7), we get

(4.8) µ′r s ≥ (µ′k m)
r+s
k+m .

For a ≤ x ≤ b, c ≤ y ≤ d, r ≥ k, s ≥ m andrm = ks, inequality (4.3)
will remain valid if we substituten = 2, u1 = p1a

rcs, u2 = p2b
rds, v1 = p1,

v2 = p2, α = k+m
r+s

,

p1 =
bkdm − xkym

bkdm − akcm
,
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and

p2 =
xkym − akcm

bkdm − akcm
.

These substitutions give

(4.9) xrys ≤ (brds − arcs) xkym + arcsbkdm − akcmbrds

bkdm − akcm
.

Without loss of generality we can have that the random variate take valuesa =
x1 < x2 < · · · < xn = b andc = y1 < y2 < · · · < yn = d thereforea ≤ xi ≤ b
andc ≤ yi ≤ d, i = 1, 2,. . ., n. From inequality (4.9), it follows that

xr
i y

s
i ≤

(brds − arcs) xk
i y

m
i + arcsbkdm − akcmbrds

bkdm − akcm
,

or
n∑

i=1

Pix
r
i y

s
i ≤

(brds − arcs)
∑n

i=1 Pix
k
i y

m
i +

(
arcsbkdm − akcmbrds

)∑n
i=1 Pi

bkdm − akcm
,

or

µ′r s ≤
(brds − arcs) µ′k m + arcsbkdm − akcmbrds

bkdm − akcm
.

Inequality (4.2) also holds for the continuous bivariate distributions. The up-
per bound in inequality (4.2) is a consequence of inequality (4.9). Multiplying
both sides of inequality (4.9) by joint pdf φ(x, y) and integrating over the cor-
responding limits, we get the maximum value ofµ′rs where

µ′rs =

∫ b

a

∫ d

c

xrysφ(x, y)dxdy and
∫ b

a

∫ d

c

φ(x, y)dxdy = 1.
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Now consider, ∫ b

a

∫ d

c
fαgβdxdy(∫ b

a

∫ d

c
f dxdy

)α (∫ b

a

∫ d

c
g dxdy

)β

=

∫ b

a

∫ d

c

(
f∫ b

a

∫ d

c
f dxdy

)α(
g∫ b

a

∫ d

c
g dxdy

)β

dxdy

≤
∫ b

a

∫ d

c

[
αf∫ b

a

∫ d

c
f dxdy

+
βg∫ b

a

∫ d

c
g dxdy

]
dx dy

= 1,

whereα + β = 1 andf andg are positive functions. We therefore have

(4.10)
∫ b

a

∫ d

c

fαgβdx dy ≤
(∫ b

a

∫ d

c

f dxdy

)α(∫ b

a

∫ d

c

g dxdy

)β

,

and make the following substitutions,

f = xrys φ(x, y), g = φ(x, y) and α =
k + m

r + s
.

Inequality (4.10) then yields the minimum value ofµ′rs.
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5. Applications of Results
On using the results derived in Section3 and giving particular values tor and
s it is possible to derive a host of results connecting the Harmonic mean (H),
Geometric mean (G), Arithmetic mean (A) and Root mean square (R) when one
of the means is given and the random variate takes the prescribed set of positive
valuesx1, x2, . . . , xn.

If we put r = +1 ands = −1 we get inequalities betweenA andH, if we
put r = 0 ands = −1 we get inequalities betweenG andH, and so on. Root
mean squareR corresponds tor = 2. In particular the following inequalities
are obtained from the general result,

(5.1) [(xj−1 + xj) A− xj−1xj]
1
2 ≤ R ≤ [(a + b) A− ab]

1
2 ,

(5.2)
ab

a + b− A
≤ H ≤ xj−1xj

xj−1 + xj − A
,

(5.3)
(
bA−aab−A

) 1
b−a ≤ G ≤

(
x

A−xj−1

j x
xj−A
j−1

) 1
xj−xj−1 ,

(5.4)

[
x2

j−1 + xj−1xj + x2
j −

xj−1xj (xj−1 + xj)

H

] 1
2

≤ R ≤
[
a2 + ab + b2 − ab (a + b)

H

] 1
2

,
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(5.5) (xj−1 + xj)−
xj−1xj

H
≤ A ≤ a + b− ab

H
,

(5.6)
[
x

xj(H−xj−1)
j x

xj−1(xj−H)
j−1

] 1
H(xj−xj−1) ≤ G ≤

[
bb(H−a)aa(b−H)

] 1
H(b−a) ,

(5.7)
log
(

G
xj−1

)x2
j (xj

G

)x2
j−1

log
xj

xj−1

≤ R2 ≤
log
(

G
a

)b2 ( b
G

)a2

log b
a

,

(5.8)
log
(

b
a

)ab

log
(

G
a

)a ( b
G

)b ≤ H ≤
log
(

xj

xj−1

)xj−1xj

log
(

G
xj−1

)xj−1 (xj

G

)xj
,

(5.9)
log
(

G
xj−1

)xj (xj

G

)xj−1

log
xj

xj−1

≤ A ≤
log
(

G
a

)b ( b
G

)a
log b

a

,

(5.10)
R2 + ab

a + b
≤ A ≤ R2 + xj−1xj

xj−1 + xj

,
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(5.11)
ab (a + b)

a2 + ab + b2 −R2
≤ H ≤ xj−1xj (xj−1 + xj)

x2
j−1 + xj−1xj + x2

j −R2
,

and

(5.12) b
R2−a2

b2−a2 a
b2−R2

b2−a2 ≤ G ≤ x

R2−x2
j−1

x2
j
−x2

j−1

j x

x2
j−R2

x2
j
−x2

j−1

j−1 ,

wherej = 2, 3,. . ., n.

We now deduce the result that the power meanMr is an increasing function
of r. If r is positive ands is any real number withr > s then from inequality
(3.3) we have

(5.13) (µ′r)
1
r ≥ (µ′s)

1
s ,

or Mr ≥ Ms.

If r is a negative real number withr > s we again get inequality (5.13) from
inequality (3.8). From inequality (3.12) we haveMr ≥ M0 for r > 0, and
Mr ≤ M0 for r < 0. Hence we conclude that the power mean of orderr is an
increasing function ofr. In particular, we get that

M−1 ≤ M0 ≤ M1 ≤ M2.
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