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PERIODICITY AND STABILITY IN NONLINEAR NEUTRAL
DYNAMIC EQUATIONS WITH INFINITE DELAY ON A TIME

SCALE

ABDELOUAHEB ARDJOUNI1∗ AND AHCENE DJOUDI2

Communicated by F.H. Ghane

Abstract. Let T be a periodic time scale. We use a fixed point theorem
due to Krasnoselskii to show that the nonlinear neutral dynamic equation with
infinite delay

x∆(t) = −a(t)xσ(t) + (Q(t, x(t− g(t)))))
∆

+

∫ t

−∞
D (t, u) f (x(u)) ∆u, t ∈ T,

has a periodic solution. Under a slightly more stringent inequality we show
that the periodic solution is unique using the contraction mapping principle.
Also, by the aid of the contraction mapping principle we study the asymptotic
stability of the zero solution provided that Q(t, 0) = f(0) = 0. The results
obtained here extend the work of Althubiti, Makhzoum and Raffoul [1].

1. Introduction

Delay dynamic equations arise from a variety of applications including in various
fields of science and engineering. In particular, problems concerning qualitative
analysis of delay dynamic equations have received the attention of many authors,
see [1]–[6], [9], [10] and the references therein.

Recently, Althubiti, Makhzoum and Raffoul [1] discussed the periodicity and
the stability for the neutral differential equation with infinite delay

d

dt
x(t) = −a(t)x(t) +

d

dt
Q (t, x (t− g(t))) +

∫ t

−∞
D (t, u) f (x(u)) du. (1.1)

By employing the Krasnoselskii’s fixed point theorem, the authors obtained ex-
istence of periodic solutions of (1.1). Also, the authors used the contraction
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mapping principle to show the existence of a unique periodic solution and the
asymptotic stability of the zero solution of (1.1).

The neutral dynamic equation

x∆(t) = −a(t)xσ(t) + (Q(t, x(t− g(t))))∆ +G (t, x(t), x(t− g(t))) , t ∈ T, (1.2)

has been investigated in [9]. By using the fixed point theorems, the existence,
uniqueness and stability results have been established.

In this paper, we are interested in the analysis of qualitative theory of period-
icity and stability in dynamic equations. Inspired and motivated by the works
mentioned above and the papers [1]–[6], [9], [10] and the references therein, we
consider the following nonlinear neutral dynamic equations with infinite delay

x∆(t) = −a(t)xσ(t) + ((Q(t, x(t− g(t)))))∆ +

∫ t

−∞
D (t, u) f (x(u)) ∆u, t ∈ T, (1.3)

where T is a periodic time scale such that 0 ∈ T. In order for the function
x(t − g(t)) to be well-defined over T, we assume that g : T → R and that
id− g : T→ T is strictly increasing.

Our purpose here is to use the Krasnoselskii’s fixed point theorem to show the
existence of positive periodic solutions on time scales for equation (1.3). To reach
our desired end we have to transform (1.3) into integral equation written as a sum
of two mapping; one is a contraction and the other is compact. After that, we use
Krasnoselskii’s fixed point theorem, to show the existence of a positive periodic
solution for equation (1.3). Also, we use the contraction mapping principle to
show the existence of a unique periodic solution and the asymptotic stability of
the zero solution provided that Q (t, 0) = f (0) = 0.

The organization of this paper is as follows. In Section 2, we present some
preliminary material that we will need through the remainder of the paper. We
will state some facts about the exponential function on a time scale as well as
the Krasnoselskii fixed point theorem. For details on Krasnoselskii theorem we
refer the reader to [11]. We present our main results on periodicity in Section 3.
In Section 4 we state and prove a theorem concerning the stability of the zero
solution of (1.3) for a general time scale. The results presented in this paper
extend the main results in [1].

2. Preliminaries

The study of dynamic equations on time scales is a fairly new subject, and
research in this area is rapidly growing (see [2], [3], [5]–[10] and references therein).
The theory of dynamic equations unifies the theories of differential equations
and difference equations. We suppose that the reader is familiar with the basic
concepts concerning the calculus on time scales for dynamic equations. Most
of the following definitions, lemmas and theorems can be found in Bohner and
Peterson books [7, 8].

A time scale T is a closed nonempty subset of R. For t ∈ T the forward
jump operator σ, and the backward jump operator ρ, respectively, are defined as
σ (t) = inf {s ∈ T : s > t} and ρ (t) = sup {s ∈ T : s < t}. These operators allow
elements in the time scale to be classified as follows. We say t is right scattered
if σ (t) > t and right dense if σ (t) = t. We say t is left scattered if ρ (t) < t
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and left dense if ρ (t) = t. The graininess function µ : T → [0,∞), is defined by
µ (t) = σ (t)− t and gives the distance between an element and its successor. We
set inf ∅ = supT and sup ∅ = inf T. If T has a left scattered maximum M , we
define Tk = T\ {M}. Otherwise, we define Tk = T. If T has a right scattered
minimum m, we define Tk = T\ {m}. Otherwise, we define Tk = T.

Let t ∈ Tk and let f : T→ R. The delta derivative of f (t), denoted by f4 (t),
is defined to be the number (when it exists), with the property that, for each
ε > 0, there is a neighborhood U of t such that∣∣f (σ (t))− f (s)− f4 (t) [σ (t)− s]

∣∣ ≤ ε |σ (t)− s| ,
for all s ∈ U . If T = R then f4 (t) = f ′ (t) is the usual derivative. If T = Z then
f4 (t) = 4f (t) = f (t+ 1)− f (t) is the forward difference of f at t.

A function f is right dense continuous (rd-continuous), f ∈ Crd = Crd (T,R),
if it is continuous at every right dense point t ∈ T and its left-hand limits exist
at each left dense point t ∈ T. The function f : T→ R is differentiable on Tk
provided f4 (t) exists for all t ∈ Tk.

We are now ready to state some properties of the delta-derivative of f . Note
that fσ (t) = f (σ (t)).

Theorem 2.1 ([7]). Assume f, g : T→ R are differentiable at t ∈ Tk and let α
be a scalar.

(i) (f + g)4 (t) = f4 (t) + g4 (t).

(ii) (αf)4 (t) = αf4 (t).
(iii) The product rules

(fg)4 (t) = f4 (t) g (t) + fσ (t) g4 (t) ,

(fg)4 (t) = f (t) g4 (t) + f4 (t) gσ (t) .

(iv) If g (t) gσ (t) 6= 0 then(
f

g

)4
(t) =

f4 (t) g (t)− f (t) g4 (t)

g (t) gσ (t)
.

Our first two theorems concern the composition of two functions. The first
theorem is the chain rule on time scales [7, Theorem 1.93].

Theorem 2.2 (Chain Rule). Assume ν : T → R is strictly increasing and T̃ :=

ν(T) is a time scale. Let w : T̃→ R. If ν∆(t) and w∆̃(ν(t)) exist for t ∈ Tκ, then

(w ◦ ν)∆ = (w∆̃ ◦ ν)ν∆.

In the sequel we will need to differentiate and integrate functions of the form
f(t − g(t)) = f(ν(t)) where, ν(t) := t − g(t). Our second theorem is the substi-
tution rule [7, Theorem 1.98].

Theorem 2.3 (Substitution). Assume ν : T → R is strictly increasing and

T̃ := ν(T) is a time scale. If f : T → R is an rd-continuous function and ν is
differentiable with rd-continuous derivative, then for a, b ∈ T,∫ b

a

f(t)ν∆(t) ∆t =

∫ ν(b)

ν(a)

(f ◦ ν−1)(s)∆̃s.
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A function p : T→ R is said to be regressive provided 1 + µ(t)p(t) 6= 0 for all
t ∈ Tκ. The set of all regressive rd-continuous functions f : T→ R is denoted by
R while the set R+ is given by R+ = {f ∈ R : 1 + µ(t)f(t) > 0 for all t ∈ T}.

Let p ∈ R and µ(t) 6= 0 for all t ∈ T. The exponential function on T is defined
by

ep(t, s) = exp

(∫ t

s

1

µ(z)
log(1 + µ(z)p(z))∆z

)
, (2.1)

It is well known that if p ∈ R+, then ep(t, s) > 0 for all t ∈ T. Also, the
exponential function y(t) = ep(t, s) is the solution to the initial value problem
y∆ = p(t)y, y(s) = 1. Other properties of the exponential function are given in
the following lemma, [7, Theorem 2.36].

Lemma 2.4. Let p, q ∈ R. Then

(i) e0(t, s) ≡ 1 and ep(t, t) ≡ 1,
(ii) ep(σ(t), s) = (1 + µ(t)p(t))ep(t, s),

(iii) 1
ep(t,s)

= e	p(t, s) where, 	p(t) = − p(t)
1+µ(t)p(t)

,

(iv) ep(t, s) = 1
ep(s,t)

= e	p(s, t),

(v) ep(t, s)ep(s, r) = ep(t, r),

(vi)
(

1
ep(·,s)

)∆

= − p(t)
eσp (·,s) .

The notion of periodic time scales is introduced in Atici et al. [6] and Kaufmann
and Raffoul [10]. The following two definitions are borrowed from [6] and [10].

Definition 2.5. We say that a time scale T is periodic if there exists a p > 0
such that if t ∈ T then t ± p ∈ T. For T 6= R, the smallest positive p with this
property is called the period of the time scale.

Example 2.6. The following time scales are periodic.

(1) T =
⋃∞
i=−∞[2(i− 1)h, 2ih], h > 0 has period p = 2h.

(2) T = hZ has period p = h.
(3) T = R.
(4) T = {t = k − qm : k ∈ Z, m ∈ N0} where, 0 < q < 1 has period p = 1.

Remark 2.7 ([10]). All periodic time scales are unbounded above and below.

Definition 2.8. Let T 6= R be a periodic time scale with period p. We say that
the function f : T→ R is periodic with period T if there exists a natural number
n such that T = np, f(t ± T ) = f(t) for all t ∈ T and T is the smallest number
such that f(t± T ) = f(t).

If T = R, we say that f is periodic with period T > 0 if T is the smallest
positive number such that f(t± T ) = f(t) for all t ∈ T.

Remark 2.9 ([10]). If T is a periodic time scale with period p, then σ(t ± np) =
σ(t) ± np. Consequently, the graininess function µ satisfies µ(t ± np) =

σ(t± np)− (t± np) = σ(t)− t = µ(t) and so, is a periodic function with period p.

Lastly in this section, we state Krasnoselskii’s fixed point theorem which en-
ables us to prove the existence of a periodic solution. For its proof we refer the
reader to [11].
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Theorem 2.10 (Krasnoselskii). Let M be a closed convex nonempty subset of a
Banach space (B, ‖ · ‖). Suppose that A and B map M into B such that

(i) x, y ∈M, implies Ax+By ∈M,
(ii) A is compact and continuous,

(iii) B is a contraction mapping.

Then there exists z ∈M with z = Az +Bz.

3. Existence of periodic solutions

We will state and prove our main result in this section as well as provide an
example. Let T > 0, T ∈ T be fixed and if T 6= R, T = np for some n ∈ N. By
the notation [a, b] we mean

[a, b] = {t ∈ T : a ≤ t ≤ b}
unless otherwise specified. The intervals [a, b), (a, b], and (a, b) are defined simi-
larly. Define PT = {ϕ ∈ C(T,R) : ϕ(t + T ) = ϕ(t)} where, C(T,R) is the space
of all real valued continuous functions on T. Then PT is a Banach space when it
is endowed with the supremum norm

‖x‖ = sup
t∈[0,T ]

|x(t)|.

We will need the following lemma whose proof can be found in [10].

Lemma 3.1. Let x ∈ PT . Then ‖xσ‖ exists and ‖xσ‖ = ‖x‖.

In this paper we assume that a ∈ R+ is continuous, a(t) > 0 for all t ∈ T and

a(t+ T ) = a(t), D (t+ T, u+ T ) = D (t, u) , (id− g) (t+ T ) = (id− g) (t), (3.1)

where, id is the identity function on T. We also require that Q(t, x) and f(x)
are continuous and periodic in t and Lipschitz continuous in x. That is,

Q(t+ T, x) = Q(t, x), (3.2)

and there are positive constants E1 and E2 such that

|Q(t, x)−Q(t, y)| ≤ E1‖x− y‖, (3.3)

and
|f(x)− f(y)| ≤ E2‖x− y‖. (3.4)

Also, there is positive constant E3 such that∫ t

−∞
|D (t, u)|∆u ≤ E3. (3.5)

Lemma 3.2. Suppose (3.1), (3.2) hold. If x ∈ PT , then x is a solution of equation
(1.3) if and only if

x(t) = Q (t, x(t− g(t))) + (1− e	a(t, t− T ))−1

×
∫ t

t−T

[
−a(s)Qσ (s, x(s− g(s))) +

∫ s

−∞
D (s, u) f (x (u)) ∆u

]
e	a(t, s)∆s. (3.6)
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Proof. Let x ∈ PT be a solution of (1.3). First we write (1.3) as

{x(t)−Q (t, x(t− g(t)))}∆ = −a(t){xσ(t)−Qσ (t, x(t− g(t)))}

− a(t)Qσ (t, x(t− g(t))) +

∫ t

−∞
D (t, u) f (x (u)) ∆u.

Multiply both sides by ea(t, 0) and then integrate from t− T to t to obtain∫ t

t−T
[ea(s, 0){x(s)−Q (s, x(s− g(s)))}]∆ ∆s

=

∫ t

t−T

[
−a(s)Qσ (s, x(s− g(s))) +

∫ s

−∞
D (s, u) f (x (u)) ∆u

]
ea(s, 0)∆s.

Consequently, we have

ea(t, 0) (x(t)− a(t)Q (t, x(t− g(t))))

− ea(t− T, 0) (x(t− T )− a(t− T )Q (t− T, x(t− T − g(t− T ))))

=

∫ t

t−T

[
−a(s)Qσ (s, x(s− g(s))) +

∫ s

−∞
D (s, u) f (x (u)) ∆u

]
ea(s, 0)∆s.

After making use of (3.1), (3.2) and x ∈ PT , we divide both sides of the above
equation by ea(t, 0) to obtain

x(t) = Q (t, x(t− g(t))) + (1− e	a(t, t− T ))−1

×
∫ t

t−T

[
−a(s)Qσ (s, x(s− g(s))) +

∫ s

−∞
D (s, u) f (x (u)) ∆u

]
e	a(t, s)∆s

where, we have used Lemma 2.4 to simplify the exponentials. Since each step is
reversible, the converse follows. This completes the proof. �

Define the mapping H : PT → PT by

(Hϕ)(t)

= Q (t, ϕ(t− g(t))) + (1− e	a(t, t− T ))−1

×
∫ t

t−T

[
−a(s)Qσ (s, ϕ(s− g(s))) +

∫ s

−∞
D (s, u) f (x (u)) ∆u

]
e	a(t, s)∆s. (3.7)

To apply Theorem 2.10 we need to construct two mappings; one map is a con-
traction and the other map is compact. We express equation (3.7) as

(Hϕ)(t) = (Bϕ)(t) + (Aϕ)(t),

where, A and B are given by

(Bϕ)(t) = Q (t, ϕ(t− g(t))) , (3.8)

and

(Aϕ)(t) = (1− e	a(t, t− T ))−1

×
∫ t

t−T

[
−a(s)Qσ (s, ϕ(s− g(s))) +

∫ s

−∞
D (s, u) f (ϕ (u)) ∆u

]
e	a(t, s)∆s.

(3.9)
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Lemma 3.3. Suppose (3.1)–(3.5) hold. Then A : PT → PT , as defined by (3.9),
is compact.

Proof. We first show that A : PT → PT . Evaluate (3.9) at t+ T .

(Aϕ)(t+ T ) = (1− e	a(t+ T, t))−1
∫ t+T

t
[−a(s)Qσ (s, ϕ(s− g(s)))

+

∫ s

−∞
D (s, u) f (ϕ (u)) ∆u

]
e	a(t+ T, s)∆s. (3.10)

Use Theorem 2.3 with v = s− T and conditions (3.1)–(3.2) to get

(Aϕ)(t+ T ) = (1− e	a(t+ T, t))−1

×
∫ t

t−T
[−a(v + T )Qσ (v + T, ϕ(v + T − g(v + T )))

+

∫ v+T

−∞
D (v + T, u) f (ϕ (u)) ∆u

]
e	a(t+ T, v + T )∆v.

From (2.1) and Theorem 2.3, we have e	a(t + T, v + T ) = e	a(t, v) and
e	a(t+ T, t) = e	a(t, t− T ). Thus (3.10) becomes

(Aϕ)(t+ T ) = (1− e	a(t, t− T ))−1

∫ t

t−T
[−a(v)Qσ (v, ϕ(v − g(v)))

+

∫ v

−∞
D (v, u) f (ϕ (u)) ∆u

]
e	a(t, v)∆v

= (Aϕ)(t).

That is, A : PT → PT .
To see that A is continuous, we let ϕ, ψ ∈ PT with ‖ϕ‖ ≤ C and ‖ψ‖ ≤ C and

define

η := max
t∈[0,T ]

∣∣∣(1− e	a(t, t− T ))−1
∣∣∣ , ρ := max

t∈[0,T ]
|a(t)|, γ := max

u∈[t−T,t]
e	a(t, u). (3.11)

Given ε > 0, take δ = ε/M with M = ηγT (ρE1 + E2E3) where, E1, E2 and E3

are given by (3.3)–(3.5) such that ‖ϕ− ψ‖ < δ. Using (3.9) we get

‖Aϕ− Aψ‖ ≤ ηγ

∫ T

0

[ρE1‖ϕ− ψ‖+ E2E3‖ϕ− ψ‖] ∆u

≤M‖ϕ− ψ‖ < ε.

This proves that A is continuous.
We need to show that A is compact. Consider the sequence of periodic functions

{ϕn} ⊂ PT and assume that the sequence is uniformly bounded. Let R > 0 be
such that ‖ϕn‖ ≤ R, for all n ∈ N. In view of (3.3) and (3.4) we arrive at

|Q(t, x)| = |Q(t, x)−Q(t, 0) +Q(t, 0)|
≤ |Q(t, x)−Q(t, 0)|+ |Q(t, 0)|
≤ E1‖x‖+ α.
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Similarly,

|f(x)| = |f(x)− f(0) + f(0)|
≤ |f(x)− f(0)|+ |f(0)|
≤ E2‖x‖+ β,

where, α = supt∈[0,T ] |Q(t, 0)| and β = |f(0)|.

|(Aϕn)(t)|

=

∣∣∣∣(1− e	a(t, t− T ))−1

∫ t

t−T

[
− a(s)Qσ (s, ϕn(s− g(s)))

+

∫ s

−∞
D (s, u) f (ϕn (u)) ∆u

]
e	a(t, s)∆s

∣∣∣∣
≤ ηγ

∫ t

t−T

[
|a(s)| |Qσ (s, ϕn(s− g(s)))|+

∫ s

−∞
|D (s, u)| |f (ϕn (u))|∆u

]
∆s

≤ ηγT [ρ(E1R + α) + E2E3R + β] ≡ D.

Thus the sequence {Aϕn} is uniformly bounded. Now, it can be easily checked
that

(Aϕn)∆(t) = −a(t)(Aϕn)σ(t)−a(t)Qσ (t, ϕ(t− g(t)))+

∫ t

−∞
D (t, u) f (ϕn (u)) ∆u.

Consequently,

|(Aϕn)∆(t)| ≤ Dρ+ ρ(E1R + α) + E2E3R + β,

for all n. That is
∥∥(Aϕn)∆

∥∥ ≤ F , for some positive constant F . Thus the
sequence {Aϕn} is uniformly bounded and equi-continuous. The Arzelà-Ascoli
theorem implies that there is a subsequence {Aϕnk} which converges uniformly
to a continuous T -periodic function ϕ∗. Thus A is compact. �

Lemma 3.4. Let B be defined by (3.8) and

E1 ≤ ζ < 1. (3.12)

Then B : PT → PT is a contraction.

Proof. Trivially, B : PT → PT . For ϕ, ψ ∈ PT , we have

‖Bϕ−Bψ‖ = sup
t∈[0,T ]

|Bϕ(t)−Bψ(t)|

≤ E1 sup
t∈[0,T ]

|ϕ(t− g(t))− ψ(t− g(t))|

≤ ζ‖ϕ− ψ‖.
Hence B defines a contraction mapping with contraction constant ζ. �

Theorem 3.5. Suppose the hypothesis of Lemma 3.2 holds. Suppose (3.1)–(3.5)
hold. Let α = supt∈[0,T ] |Q(t, 0)| and β = |f(0)|. Let J be a positive constant
satisfying the inequality

α + E1J + ηTγ [ρ(E1J + α) + E2E3J + β] ≤ J. (3.13)
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Let M = {ϕ ∈ PT : ‖ϕ‖ ≤ J}. Then (1.3) has a solution in M .

Proof. Define M = {ϕ ∈ PT : ‖ϕ‖ ≤ J}. By Lemma 3.3, A is continuous and
AM is contained in a compact set. Also, from Lemma 3.4, the mapping B is a
contraction and it is clear that B : PT → PT . Next, we show that if ϕ, ψ ∈ M,
we have ‖Aϕ+Bψ‖ ≤ J . Let ϕ, ψ ∈M with ‖ϕ‖ , ‖ψ‖ ≤ J . Then

‖Aϕ+Bψ‖

≤ E1‖ψ‖+ α + ηγ

∫ T

0

[
|a(u)|(α + E1‖ϕ‖) + E2E3‖ϕ‖+ β

]
∆u

≤ α + E1J + ηTγ [ρ(E1J + α) + E2E3J + β] ≤ J.

We now see that all the conditions of Krasnoselskii’s theorem are satisfied. Thus
there exists a fixed point z in M such that z = Az + Bz. By Lemma 3.2, this
fixed point is a solution of (1.3). Hence (1.3) has a T -periodic solution. �

Theorem 3.6. Suppose (3.1)–(3.5) hold. If

E1 + ηγT (ρE1 + E2E3) < 1,

then (1.3) has a unique T -periodic solution.

Proof. Let the mapping H be given by (3.7). For ϕ, ψ ∈ PT , we have

‖Hϕ−Hψ‖ ≤ (E1 + ηγT (ρE1 + E2E3)) ‖ϕ− ψ‖.
This completes the proof by invoking the contraction mapping principle. �

4. Stability

This section is mainly concerned with the asymptotic stability of the zero
solution of (1.3). We assume that the functions Q and f are continuous, as
before. Also, we assume that g is continuous and g(t) ≥ g∗ > 0, for all t ∈ T
such that t ≥ t0 for some t0 ∈ T and that Q(t, 0) = f(0) = 0 and Q and f obey
the Lipschitz conditions (3.3) and (3.4). The techniques used in this section are
adapted from the paper [9].

As before, we assume a time scale T, that is unbounded above and below and
that 0 ∈ T. Also, we assume that g : T → R and that id− g : T → T is strictly
increasing.

To arrive at the correct mapping, we rewrite (1.3) as in the proof of Lemma
3.2, multiply both sides by ea(t, 0) and then integrate from 0 to t to obtain

x(t) = Q(t, x(t− g(t))) + [x(0)−Q (0, x(−g(0)))] e	a(t, 0)

+

∫ t

0

[
−a(s)Qσ (s, x(s− g(s))) +

∫ s

−∞
D (s, u) f (ϕ (u)) ∆u

]
e	a(t, s)∆s. (4.1)

Thus, we see that x is a solution of (1.3) if and only if it satisfies (4.1).
Let ψ : (−∞, 0]T → R be a given ∆-differentiable bounded initial function. We

say x(t) := x(t, 0, ψ) is a solution of (1.3) if x(t) = ψ(t) for t ≤ 0 and satisfies
(1.3) for t ≥ 0. We say the zero solution of (1.3) is stable at t0 if for each ε > 0,
there is a δ = δ(ε) > 0 such that [ψ : (−∞, t0]T → R with ‖ψ‖ < δ] implies
|x(t, t0, ψ)| < ε.
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Let Crd = Crd(T,R) be the space of all rd-continuous functions from T → R
and define the set S by

S = {ϕ ∈ Crd : ϕ(t) = ψ(t) if t ≤ 0, ϕ(t)→ 0 as t→∞, and ϕ is bounded} .

Then, (S, ‖ · ‖) is a complete metric space where, ‖ · ‖ is the supremum norm.
For the next theorem we impose the following conditions.

e	a(t, 0)→ 0, as t→∞, (4.2)

there is an α > 0 such that

E1 +

∫ t

0

[
|a(s)|E1 + E2E3

]
e	a(t, s)∆s ≤ α < 1, t ≥ 0, (4.3)

t− g(t)→∞, as t→∞, (4.4)

Theorem 4.1. If (3.3)–(3.5) and (4.2)–(4.4) hold, then every solution x(t, 0, ψ)
of (1.3) with small continuous initial function ψ, is bounded and goes to zero as
t→∞. Moreover, the zero solution is stable at t0 = 0.

Proof. Define the mapping P : S → S by

(Pϕ) (t) = ψ(t) if t ≤ 0,

and

(Pϕ) (t) = Q(t, ϕ(t− g(t))) + (ψ(0)−Q(0, ψ(−g(0)))) e	a(t, 0)

+

∫ t

0

[
−a(s)Qσ(s, ϕ(s− g(s))) +

∫ s

−∞
D (s, u) f (ϕ (u)) ∆u

]
e	a(t, s)∆s,

if t ≥ 0. It is clear that for ϕ ∈ S, Pϕ is continuous. Let ϕ ∈ S with ‖ϕ‖ ≤ K,
for some positive constant K. Let ψ be a small given continuous initial function
with ‖ψ‖ < δ, δ > 0. Then,

‖Pϕ‖ ≤ E1K + |ψ(0)−Q (0, ψ(−g(0)))| e	a(t, 0)

+

∫ t

0

[
|a(u)|E1 + E2E3

]
e	a(t, s)∆sK

≤ (1 + E1) δ + E1K +

∫ t

0

[
|a(s)|E1 + E2E3

]
e	a(t, s)∆uK

≤ (1 + E1) δ + αK, (4.5)

which implies that, ‖Pϕ‖ ≤ K, for the right δ. Thus, (4.5) implies that (Pϕ)(t)
is bounded. Next, we show that (Pϕ) (t) → 0 as t → ∞. The second term on
the right side of (Pϕ) (t) tends to zero, by condition (4.2). Also, the first term
on the right side tends to zero, because of (4.4) and the fact that ϕ ∈ S. It is
left to show that the integral term goes to zero as t→∞.

Let ε > 0 be given and ϕ ∈ S with ‖ϕ‖ ≤ K, K > 0. Then, there exists a
t1 > 0 so that for t > t1, |ϕ(t− g(t))| < ε. Due to condition (4.2), there exists a
t2 > t1 such that t > t2 implies that e	a(t, t1) < ε

αK
.
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Thus for t > t2, we have∣∣∣∣∫ t

0

[
−a(s)Qσ (s, ϕ(s− g(s))) +

∫ s

−∞
D (s, u) f (ϕ (u)) ∆u

]
e	a(t, u)∆u

∣∣∣∣
≤ K

∫ t1

0

[
|a(s)|E1 + E2E3

]
e	a(t, s)∆s

+ ε

∫ t

t1

[
|a(s)|E1 + E2E3

]
e	a(t, u)∆s

≤ Ke	a(t, t1)

∫ t1

0

[
|a(s)|E1 + E2E3

]
e	a(t1, s)∆s+ αε

≤ αKe	a(t, t1) + αε

≤ ε+ αε.

Hence, (Pϕ) (t)→ 0 as t→∞. It remains to show that P is a contraction under
the supremum norm. Let ζ, η ∈ S. Then

|(Pζ)(t)− (Pη)(t)| ≤
{
E1 +

∫ t

0

[
|a(s)|E1 + E2E3

]
e	a(t, s)∆s

}
‖ζ − η‖

≤ α‖ζ − η‖.
Thus, by the contraction mapping principle, P has a unique fixed point in S which
solves (1.3), is bounded and tends to zero as t tends to infinity. The stability of
the zero solution at t0 = 0 follows from the above work by simply replacing K by
ε. This completes the proof. �
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Boston, 2003.



62 A. ARDJOUNI, A. DJOUDI

[9] E.R. Kaufmann and Y.N. Raffoul, Stability in neutral nonlinear dynamic equations on a
time scale with functional delay, Dynam. systems Appl. 16 (2007) 561–570.

[10] E.R. Kaufmann and Y.N. Raffoul, Periodic solutions for a neutral nonlinear dynamical
equation on a time scale, J. Math. Anal. Appl. 319 (2006), no. 1, 315–325.

[11] D.R. Smart, Fixed Point Theorems, Cambridge Univ. Press, Cambridge, 1980.

1 Department of Mathematics and Informatics, University of Souk Ahras, P.O.
Box 1553, Souk Ahras, 41000, Algeria.

E-mail address: abd ardjouni@yahoo.fr

2 Department of Mathematics, University of Annaba, P.O. Box 12, Annaba
23000, Algeria.

E-mail address: adjoudi@yahoo.com


	1. Introduction
	2. Preliminaries
	3. Existence of periodic solutions
	4. Stability
	References

