THE P-LAPLACIAN AND CONNECTED PAIRS OF FUNCTIONS
Abstract. The present investigation is stimulated by the works [1], [2] and [3] in which the authors study oscillatory properties of half-linear ordinary differential equations, of the so-called $P$-Laplacian. Here we consider its two-dimensional version. Moreover, it turns out that the fundamentals of the $P$-Laplacian theory can be successfully involved in a more general scheme which we call the theory of connected pairs. We will see that it contains, on the one hand, the notion of analyticity and, on the other hand, it allows one to apply a very important transformation of the analysis, the Legendre transformation to the investigation of the $P$-Laplacian.
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1. General Statements

Let $G$ be a connected domain in $\mathbb{R}^n$. In what follows, we will consider a pair $(u, v)$ of twice differentiable real functions defined on $G$ and also a continuous and almost everywhere differentiable function $T$ which maps $\mathbb{R}^n$ into $\mathbb{R}^n$.

**Definition 1.1.** A pair of functions $(u, v)$ is said to be $T$-connected or, simply, connected if in the domain $G$ the condition

$$u' = T(v')$$

is fulfilled. The latter means that the diagram

$$\begin{array}{ccc}
\mathbb{R}^n & \xrightarrow{T} & \mathbb{R}^n \\
\downarrow{v'} & & \downarrow{u'} \\
G & & \end{array}$$

is commutative.

Sometimes we will say that the pair $(u, v)$ is $T$-subordinate. For such a pair the following relations are valid:

$$u'' = T'(v'),$$
$$D_u = J_T(v') D_v,$$

where $J_T$ is the Jacobian of the mapping $T$, and $D_u$ and $D_v$ are the determinants of the matrices $u''$ and $v''$, respectively.

We will consider the $T$-connected pairs such that on the whole domain $G$

$$D_u \neq 0$$

and $J_T$ is defined everywhere. Then in the entire domain $G$ we will have

$$J_T \neq 0, \quad D_u \neq 0.$$  \hspace{1cm} (#)

Let now $\xi = u'(x)$. Since $D_u \neq 0$ on $G$, by virtue of the well-known theorem on the local isomorphism, on some neighborhood $\Theta$ of the point $x$ there exists an inverse to $\xi = u'(x)$ mapping $x = F(\xi)$. Define on the set $u'(\Theta)$ the function

$$\omega(\xi) = (x|\xi) - u(x),$$

where $(\cdot)$ is the inner product in $\mathbb{R}^n$. Since $x = F(\xi)$, the function $\omega(\xi)$ is, in fact, a function of $\xi$ only. Further we have

$$\frac{\partial \omega(\xi)}{\partial \xi_i} = \sum_{k=1}^{n} \frac{\partial x_k}{\partial \xi_i} \xi_k + x_i \sum_{k=1}^{n} \frac{\partial u(x)}{\partial x_k} \frac{\partial x_k}{\partial \xi_i}.$$
Since \( \frac{\partial \omega(\xi)}{\partial \xi} = \xi_k \), we obtain \( \frac{\partial \omega(\xi)}{\partial \xi} = x_i \), i.e., \( x = \omega'(\xi) \), and it follows from (\#) that \( u(x) + \omega(\xi) = (x|\xi) \).

Consequently, every point of the domain \( G \) has a neighborhood \( \Theta \) such that one can define on \( u'(\Theta) \) a real function \( \omega \) such that

\[
\begin{align*}
\xi &= u'(x) \\
x &= \omega'(\xi),
\end{align*}
\]

for every \( x \in \Theta \) and \( \xi \in u'(\Theta) \). The triplet of relations (1.5) is called the Legendre transformation.

According to (1.4), since \( D_x \neq 0 \) on \( G \), just the same can be said about the function \( v \) and its Legendre transformation

\[
\begin{align*}
\lambda &= v'(x), \\
x &= \Psi'(\lambda), \\
v(x) + \Psi(\lambda) &= (x|\lambda)
\end{align*}
\]

for every \( x \in \Theta \) and \( \lambda \in v'(\Theta) \). Determine now a new function \( w \) by

\( w = \omega \circ T \).

Hence for every point \( \lambda \in v'(\Theta) \) we have

\( w(\lambda) = \omega(T(\lambda)) \).

In this connection it is useful to comprehend the commutative diagrams

\[
\begin{array}{ccc}
v'(\Theta) & \xrightarrow{T} & u'(\Theta) \\
\downarrow v' & & \downarrow u' \\
\Theta & & \Theta \\
\end{array}
\]

According to (1.7), for the derivative of the function \( w \) we have \( w' = \omega'(T)T' \), on the one hand, and according to (1.1), (1.2) and (1.6) we get on the other hand

\( \xi = T(\lambda) \)

for every

\( x = \omega'(\xi) = \Psi'(\lambda) \)

which finally gives for the derivative of \( w \) a very significant linear system: for every point \( \lambda \in v'(\Theta) \),

\( w'(\lambda) = \Psi'(\lambda)T'(\lambda) \).
Let us throw the light on the meaning of the relation (1.11). On the left there is a linear functional defined by the vector \( w'(\lambda) \) and on the right the composition of the operator \( T'\circ(\lambda) \) and the vector \( \Psi'(\lambda) \). Write this equality at an arbitrary point \( x \) as follows:

\[
(w'(\lambda))x = (\Psi'(\lambda))(T'(\lambda))x = (T'^*(\lambda))\Psi'(\lambda)|x|
\]

where \( T'^* \) is the operator conjugate to \( T' \). Since the above equality is valid at every point \( x \), we obtain the linear equation

\[
w'(\lambda) = T'^*(\lambda))\Psi'(\lambda).
\]

This is the main idea of the local linearization of an equation.

All the above-said we formulate in the following

**Proposition 1.1.** Let for a \( T \)-connected pair \((u, v)\) the condition (1.3) be fulfilled on \( G \). Then each point of \( G \) has a neighborhood \( \Theta \) such that the conditions (1.4), (1.5), (1.6), (1.9), (1.10) and (1.11) are fulfilled.

Now let us make sure that Proposition 1.1 is reversible. Namely, the proposition below is valid:

**Proposition 1.2.** In the domain \( \Omega \) of the space \( \mathbb{R}^n \) let the pair of functions \((u, \Psi)\) satisfy the condition (1.11) and let there be given a mapping \( T \) of the space \( \mathbb{R}^n \) into \( \mathbb{R}^n \) such that in the entire domain \( \Omega \) we have \( J_T \neq 0 \) and \( D_\Psi \neq 0 \). Then every point of the domain \( \Omega \) possesses a neighborhood \( \Lambda \) in which the diagrams

\[
\begin{array}{ccc}
\Lambda & \xrightarrow{T^{-1}} & T(\Lambda) \\
\Psi' & \downarrow & \omega' \\
\Phi'(\lambda) & & \Psi'(\lambda)
\end{array}
\]

are commutative.

The function \( \omega \) appearing in one of the diagrams is defined on \( T(\Lambda) \) by the formula

\[
\omega(\xi) = w(T^{-1}(\xi))
\]

and the functions \( u \) and \( v \) being the Legendre transformation of the functions \( \omega \) and \( \Psi \), respectively, compose a \( T \)-connected pair in the domain \( \Psi'(\Lambda) \).

**Proof.** From (1.13) we have that \( w(\lambda) = \omega(\xi) = \omega(T(\lambda)) \) for \( \lambda = T^{-1}(\xi) \), \( \xi = T(\lambda) \), where respectively \( \lambda \in \Lambda, \xi \in T(\Lambda) \). Differentiating the function \( w \), we obtain \( w'(\lambda) = \omega'(T(\lambda)) T'(\lambda) \). Now from (1.11) it follows that \( (\Psi'(\lambda) - \omega'(T(\lambda)) T'(\lambda) = 0 \). By the condition of the theorem, since \( \det J_T \neq 0 \) on \( G \), for every \( \lambda \in \Lambda \) we have \( \Psi'(\lambda) = \omega'(\xi) \). This means that
for the pair \((u, v)\), which is the Legendre transformation of the pair \((\omega, \Psi)\), the relation \(u' = T(v')\) is valid, i.e., the pair \((u, v)\) is \(T\)-connected.

**Remark 1.1.** Thus, if the \(T\)-connectedness of the pair \((u, v)\) is defined by the nonlinear relation \(u' = T(v')\), then the pair of its Legendre transformations \((\omega; \Psi)\), or more exactly \((\omega, \Psi)\), is linearly connected and \(u' = \Psi' \lambda)T'(\lambda)\). This property of \(T\)-connected pairs in the case where \(D_\omega \neq 0\), is the most remarkable and basic property.

**Remark 1.2.** If in the first proposition the mapping \(u'\) is a homeomorphism, then the functions \(\omega\) and \(\Psi\) will be defined on the entire \(u'(\Theta)\) and \(v'(\Theta)\), respectively. The same can be said about the second proposition: if \(\Psi\) and \(T\) are homeomorphisms, then the Legendre transformations will be defined on the entire domain.

In the sequel, we will be engaged with the special type of connectedness, namely

\[ T = OF, \]

where \(F\) is a defined on \(R^n\) twice continuously differentiable function with values from \(R\), and \(O\) is an orthogonal operator in \(R^n\).

### 2. Connected Pairs in \(R^2\)

Consider the case \(n = 2\), \(T = OF'\), where

\[ O = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \]

Consequently,

\[ T = \begin{pmatrix} F_\mu \\ -F_\lambda \end{pmatrix}. \]

In what follows, \(F_\lambda\) and \(F_\mu\) will denote partial derivatives in the first and second arguments, respectively. For the sake of convenience, these functions will be often denoted by corresponding subscripts. To denote vectors from \(R^2\), the use will be made of the conventional notation \((x, y)\), \((\xi, \eta)\), \(\lambda, \mu\) and so on.

Let \((u, v)\) be a \(T\)-connected pair defined in the domain \(G\). Taking into account the above-said and the relations (2.1) and (2.2), the equation (1.1) takes the form

\[
\begin{align*}
  u_x &= F_\mu(v_x, v_y), \\
  u_y &= -F_\lambda(v_x, v_y).
\end{align*}
\]

For the function \(v\) defined in the domain \(G\) the equivalent condition must be the one which would satisfy the equation

\[
\frac{\partial}{\partial x} F_\lambda(v_x, v_y) + \frac{\partial}{\partial y} F_\mu(v_x, v_y) = 0
\]
and be represented in the form of the curvilinear integral

\[ u(x, y) = \int F_{\nu}(v_x, v_y)dx - F_\lambda(v_x, v_y)dy + C. \]  \hfill (2.5)

Let a defined in the domain \( G \) twice continuously differentiable function \( v \) be continuous on the closure of the domain \( \overline{G} \), on its boundary \( \Gamma = G \cup \partial G \) coincide with the preassigned continuous function \( f \) and minimize the functional

\[ I(v) = \int_{\overline{G}} F(v_x, v_y)dxdy. \]  \hfill (2.6)

Then it satisfies the equation (2.4) and hence together with the function \( u \) defined by the formula (2.5) forms the \( T \)-connected pair \((u, v)\). The equation (2.4) is the well-known Euler equation for the functional (2.6).

The equation (2.4) can be expressed in the form

\[ F_{\lambda\lambda}(v_x, v_y)v_{xx} + 2F_{\lambda\mu}(v_x, v_y)v_{xy} + F_{\mu\mu}(v_x, v_y)v_{yy} = 0, \]  \hfill (2.7)

or more precisely

\[ Tr F''(v')v'' = 0. \]  \hfill (2.8)

It represents the so-called quasi-linear partial differential equation.

Now, just as in Section 1, the function \( w \) is required to satisfy the condition (1.3) on the entire plane domain \( G \). Then, as it has been shown, every point from \( G \) has a neighborhood \( \Theta \) such that the conditions (1.5) and (1.6) are fulfilled. It is advantageous here to write them in conventional notation, i.e., to express them in the form

\[ \xi = u_x(x, y), \quad \lambda = v_x(x, y), \]
\[ \eta = u_y(x, y), \quad \mu = v_y(x, y), \]
\[ x = \omega_\xi(\xi, \eta), \quad x = \Psi_\lambda(\lambda, \mu), \]
\[ y = \omega_\eta(\xi, \eta), \quad y = \Psi_\mu(\lambda, \mu), \]
\[ u(x, y) + \omega(\xi, \eta) = x\xi + y\eta, \quad v(x, y) + \Psi(\lambda, \mu) = x\lambda + y\mu \]

for every point \((x, y) \in \Theta, (\xi, \eta) \in \psi'(\psi)\) and \((\lambda, \mu) \in \psi'(\psi)).\) According to (1.7), the function \( w \) must be of the form

\[ w(\lambda, \mu) = \omega(F_\mu(\lambda, \mu) - F_\lambda(\lambda, \mu)). \]  \hfill (2.10)

Clearly, the diagrams (1.8) will have the same form and therefore we do not draw them here. As for (1.9), in the just accepted notation we will have

\[ \xi = F_\mu(\lambda, \mu), \]
\[ \mu = -F_\lambda(\lambda, \mu) \]  \hfill (2.11)
for every point \((\lambda, \mu) \in v'(\Theta)\). Similarly, for (1.10) we get

\[
\begin{align*}
  x &= \omega_\epsilon(\xi, \eta) = \Psi_\lambda(\lambda, \mu), \\
  y &= \omega_\delta(\xi, \eta) = \Psi_\mu(\lambda, \mu).
\end{align*}
\]  

Finally, the basic equation (1.11) will take the form

\[
\begin{align*}
  w_\lambda(\lambda, \mu) &= F_\lambda(\lambda, \mu)\Psi_\lambda(\lambda, \mu) - F_{\lambda\mu}(\lambda, \mu)\Psi_\mu(\lambda, \mu), \\
  w_\mu(\lambda, \mu) &= F_\mu(\lambda, \mu)\Psi_\lambda(\lambda, \mu) - F_{\mu\lambda}(\lambda, \mu)\Psi_\mu(\lambda, \mu).
\end{align*}
\]  

Suppose first that the function \(F\) is thrice differentiable. Then from (2.13) and due to the fact that \(w_{\lambda\mu} = w_{\lambda\mu}\), we obtain that \(\Psi\) satisfies the linear second order differential equation:

\[
F_{\lambda\mu}(\lambda, \mu)\Psi_{\lambda\lambda}(\lambda, \mu) - 2F_{\lambda\mu}(\lambda, \mu)\Psi_{\lambda\mu}(\lambda, \mu) + F_{\mu\lambda}(\lambda, \mu)\Psi_{\mu\mu}(\lambda, \mu) = 0. \tag{2.14}
\]

The fact that the same equation can be obtained directly from (2.7) by applying the Legendre transformation is worth mentioning. Indeed, according to (2.9), \(\Psi'(v') = id\) which implies

\[
\Psi''(\lambda, \mu)v''(x, y) = I,
\]

or

\[
v''(x, y) = \left[\Psi''(\lambda, \mu)\right]^{-1}.
\]

Thus we obtain

\[
\begin{align*}
  v_{xx} &= [D\Psi]^{-1}\Psi_{\mu\mu}, \\
  v_{yy} &= [D\Psi]^{-1}\Psi_{\lambda\lambda}, \\
  v_{xy} &= -[D\Psi]^{-1}\Psi_{\lambda\mu}.
\end{align*}
\]  

If we take into consideration that by our assumption \(D\Psi \neq 0\), then applying to (2.7) the Legendre transformation, we obtain exactly (2.14) which will be valid on the entire \(v'(\Theta)\).

Before elucidating the meaning of linear equations (2.13) we briefly recall the following: let in some domain \(\Omega \subset R^2\) a positive definite matrix

\[
A = \begin{pmatrix} a & b \\ b & c \end{pmatrix}, \tag{2.16}
\]

\[
D = ac - b^2 > 0. \tag{2.17}
\]

be given. The elements of the matrix are continuously differentiable in the domain \(\Omega\), and \(D > 0\) in the same domain. The differential operator

\[
ad(\lambda, \mu)\frac{\partial^2}{\partial\lambda^2} + 2bd(\lambda, \mu)\frac{\partial^2}{\partial\lambda\partial\mu} + cd(\lambda, \mu)\frac{\partial^2}{\partial\mu^2} \tag{2.18}
\]

defined in \(\Omega\) is naturally connected with the quadratic form of the matrix \(A\)

\[
aX^2 + 2bXY + cY^2. \tag{2.19}
\]
The problem is to find a \((w, \Psi)\) transformation of the variable and to reduce the operator \((2.19)\) to the normal type
\[
\tilde{\Lambda} = \begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix}.
\]

The fact that for \((2.19)\) we have \(D > 0\) means its ellipticity. Moreover, it is well-known that the problem of finding an unknown pair of functions \((w, \Psi)\) is reduced to the investigation of the so-called system of Beltrami equations in the domain \(\Omega\):
\[
w_{\lambda} = D^{-1}(-b\Psi_\lambda - c\Psi_\mu),
w_{\mu} = D^{-1}(a\Psi_\lambda + b\Psi_\mu),
\] (2.20)

which in its turn is equivalent to the study of the second order equation with respect to \(\Psi\) in the domain \(\Omega\):
\[
\partial_\lambda \left[ D^{-1}(a\Psi_\lambda + b\Psi_\mu) \right] + \partial_\mu \left[ D^{-1}(b\Psi_\lambda + c\Psi_\mu) \right] = 0.
\] (2.21)

Take now as \(A\) the matrix of the type
\[
A = \frac{1}{\sqrt{DF}} \begin{pmatrix} F_{\mu\mu} & -F_{\lambda\mu} \\ -F_{\lambda\mu} & F_{\lambda\lambda} \end{pmatrix}.
\] (2.22)

Obviously, for every point \((\lambda, \mu) \in \Omega\)
\[
DF = F_{\mu\mu}(\lambda, \mu)F_{\lambda\lambda}(\lambda, \mu) - F_{\lambda\mu}^2(\lambda, \mu) > 0
\] (2.23)

and the corresponding Beltrami’s system has the form \((2.13)\), while the equivalent second order equation takes the form \((2.14)\).

Consequently, with the twice continuously differentiable function \(F\) from \(R^2\) in \(R\) are associated: on the one hand, the functional \(I(v)\) from \((2.6)\) defined in the domain \(G\); and on the other hand, the matrix \(A\) from \((2.22)\) defined in the domain \(\Omega\) and satisfying \((2.23)\). The investigation of the former is reduced directly to that of the \(T\)-connected pair \((u, v)\) with \(T = OF\), while to study the latter we use the pair of functions \((\omega, \Psi)\) which is obtained by the Legendre transformation of the pair \((u, v)\). If in the first case we deal with a second order elliptic quasi-linear equation \((2.7)\), in the second case we are concerned with a second order elliptic quasi-linear partial differential equation (equation \((2.14)\)). Thus the investigation of the functional \(I(v)\) is reduced to that of the matrix \(A\), and vice versa. The basic problem in both cases consists in finding a function \(v\) (respectively \(\Psi\)) defined in \(G\) (respectively in \(\Omega\)) such that \(v'\) and \(\Psi'\) realize homeomorphic embeddings of the domains \(G\) and \(\Omega\), respectively.
3. The $P$-Laplacian

Again, we will deal with the $T$-connected pair $(u, v)$ with $T = OF'$ defined in the two-dimensional domain $G$. Consider the function of the type

$$F(\lambda, \mu) = (p+1)^{-1}(\lambda^2 + \mu^2)^{(p+1)/2}, \quad (\lambda, \mu) \in \mathbb{R}^2,$$

and the parameter $p > 0$. We have

$$F_\lambda(\lambda, \mu) = (\lambda^2 + \mu^2)^{(p-1)/2} \lambda,$$
$$F_\mu(\lambda, \mu) = (\lambda^2 + \mu^2)^{(p-1)/2} \mu,$$
$$F_{\lambda\mu}(\lambda, \mu) = (p-1)(\lambda^2 + \mu^2)^{(p-3)/2} \lambda \mu,$$
$$F_{\mu\lambda}(\lambda, \mu) = (\lambda^2 + \mu^2)^{(p-3)/2}(p\lambda^2 + \mu^2),$$
$$F_{\mu\mu}(\lambda, \mu) = (\lambda^2 + \mu^2)^{(p-3)/2}(\lambda^2 + p\mu^2),$$
$$D_F = p(\lambda^2 + \mu^2)^{(p-1)/2}.$$

The matrix (2.2) considered in the previous section has the form

$$A_p = [p^{1/2}(\lambda^2 + \mu^2)]^{-1} \begin{pmatrix} \lambda^2 + \mu^2 & (1-p)\lambda \mu \\ (1-p)\mu \lambda & \mu^2 + p\lambda^2 \end{pmatrix}. \quad (3.3)$$

Since $p > 0$, $F$ is continuous everywhere in $\mathbb{R}^2$, and the mapping $F' = (F_\lambda, F_\mu)$ from $\mathbb{R}^2 \setminus \{0\}$ into $\mathbb{R}^2$ for $p > 0$ can be continuously extended to the entire domain, and $F''$ (except at zero) is infinitely differentiable. $D_F$ is just the same. Moreover, according to (3.2), since $D_F > 0$, the considered in Section 2 equations in $\mathbb{R}^2 \setminus \{0\}$ belong to the elliptic type. Introduce the notation $\vec{x} = (x, y)$, $\vec{\xi} = (\xi, \eta)$, $\vec{\lambda} = (\lambda, \mu)$, $(x^2 + y^2)^{0.5} = \|\vec{x}\|$ and $F' = \Psi_p$. Thus for every $\vec{\lambda} \in \mathbb{R}^2$ we have

$$F(\vec{\lambda}) = (p+1)^{-1}\|\vec{\lambda}\|^{(p+1)}, \quad (3.4)$$
$$F'(\vec{\lambda}) = \Psi_p(\vec{\lambda}) = \|\vec{\lambda}\|^{(p-1)}\vec{\lambda}. \quad (3.5)$$

**Proposition 3.1.** For the mapping $\Psi_p : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ the following is valid: for every $p > 0$, $q > 0$,

$$\Psi_p \Psi_q = \Psi_{pq}. \quad (3.6)$$

the mapping $\Psi_p$ is a homeomorphism and its inverse is given by the formula

$$\Psi_p^{-1}(\vec{\lambda}) = \Psi_{1/p}(\vec{\lambda}) = \Phi'(\vec{\lambda}). \quad (3.7)$$

where

$$\Phi(\vec{\lambda}) = \frac{p}{p+1}\|\vec{\lambda}\|^{p+1}. \quad (3.8)$$
The mapping $\Psi_p$ is permutable with any orthogonal operator $O$.

$$O\Psi_p = \Psi_p O.$$ \hfill (3.9)

**Proof.** We have

$$\Psi_p \Psi_q(\lambda) = \Psi_p (\Psi_q(\lambda)) = |\Psi_q(\lambda)|^{q-1} \Psi_q(\lambda) = |\lambda|^{(q-1)} |\lambda|^{(q-1)} \lambda = |\lambda|^{(q-1)} |\lambda|^{(q-1)} \lambda = \Psi_p (\lambda).$$

It is clear that $\Psi_i = id$. Therefore $\Psi_p^{-1} = \Psi_{1/p}$. Since $\Psi_{1/p}(\lambda) = |\lambda|^{(1-p)/p} \lambda$ and $p > 0$, the mapping $\Psi_p^{-1} = \Psi_{1/p}$, just as $\Psi_p$, can be continuously extended to the entire $R^2$, and hence $\Psi_p$ is the homeomorphism, and its inverse is $\Psi_{1/p}$.

Consider now the function $\Phi(\lambda) = p(p+1)^{-1} |\lambda|^{(p+1)/p}$. We can easily see that $\Phi'(\lambda) = \Psi_{1/p}(\lambda)$. Finally we prove that $\Psi_p$ is permutable with any orthogonal operator. Indeed,

$$\Psi_p O(\lambda) = \Psi_p(O \lambda) = |O \lambda|^{(p-1)} O \lambda = |\lambda|^{(p-1)} O \lambda = O|\lambda|^{(p-1)} \lambda = O \Psi_p(\lambda). \quad \square$$

Consequently we have that if the functions $F$ and $\Phi$ are defined as

$$F(\lambda) = (p+1)^{-1} |\lambda|^{(p+1)} \text{ and } \Phi(\lambda) = p(p+1)^{-1} |\lambda|^{(p+1)/p},$$

then the mappings

$$F'(\lambda) = \Psi_p(\lambda) = |\lambda|^{(p-1)} \lambda \text{ and } \Phi'(\lambda) = \Psi_{1/p}(\lambda) = |\lambda|^{(p-1)/p} \lambda \quad (3.11)$$

are inverse to each other homeomorphisms. It should be noted that $p' = p+1$ and $q' = (p+1)/p$ are the conjugate parameters

$$1/p' + 1/q' = 1. \quad (3.12)$$

Owing to certain reasons, for the pair $(u, v)$ instead of speaking about their $T = OF'$ connectedness, connectedness or subordination, we will speak about their $P$-connectedness, connectedness and subordination. Hence, in accordance with Sections 1 and 2, the pair of functions $(u, v)$ is called $P$-connected if for every point $(x, y) \in G$ there take place the equalities

$$u_x = (v_x^2 + v_y^2)^{(p-1)/2} v_y, \quad u_y = -(v_x^2 + v_y^2)^{(p-1)/2} v_x, \quad (3.13)$$

the functional (2.6) has the form

$$I(v) = (p+1)^{-1} \oint_G (u_x^2 + u_y^2)^{(p+1)/2} dx dy \quad (3.14)$$
and the corresponding second order quasi-linear equation (2.7) is written as
\[
(v_x^2 + v_y^2)^{(p-3)/2} \left[ (v_x^2 + pv_x^2)v_{xx} + (v_y^2 + pv_y^2)v_{yy} + 2(p-1)v_x v_y v_{xy} + (v_x^2 + pv_x^2)v_{xx} + (v_y^2 + pv_y^2)v_{yy} \right] = 0. \quad (3.15)
\]

Let us now consider such \(P\)-connected pairs \((u, v)\) for which in the entire domain \(G\) we have \(D_u \neq 0\). For such a pair \((u, v)\), in the corresponding domain \(\Theta\) under the corresponding Legendre transformations of \((\omega, \Psi)\) and hence of \((u, \Psi)\) the basic equations (2.13) and (2.14) will take the form

\[
w_{\lambda}(\lambda, \mu) = (\lambda^2 + \mu^2)^{(p-3)/2} \left[ (p-1)\lambda_r \Psi_{\lambda}(\lambda, \mu) - (\mu^2 + p\mu^2)\Psi_{\mu}(\lambda, \mu) \right],
\]

\[
w_{\mu}(\lambda, \mu) = (\lambda^2 + \mu^2)^{(p-3)/2} \left[ (\lambda^2 + p\mu^2)\Psi_{\lambda}(\lambda, \mu) - (p-1)\lambda\mu \Psi_{\mu}(\lambda, \mu) \right] \quad (3.16)
\]

and

\[
(\lambda^2 + \mu^2)^{(p-3)/2} \left[ \lambda_r \Psi_{\lambda\lambda} - 2(p-1)\lambda_r \Psi_{\lambda\mu} + (\mu^2 + p\lambda^2)\Psi_{\mu\mu} \right] = 0. \quad (3.17)
\]

and the corresponding matrix \(A\), as is noted above, is of the form (3.3).

It is notable that \(I\)-connectedness of the pair \((u, v)\) means that

\[
u_x = v_y,
\]

\[
u_y = -v_x,
\]

i.e., the pair \((u, v)\) in the domain \(G\) is analytic. In other words, \(I\)-connectedness is equivalent to the Cauchy-Riemann conditions, and the functional \(I(v)\) for \(P = 1\) coincides with the well-known Dirichlet integral

\[
I(v) = 1/2 \int_G (v_x^2 + v_y^2) \, dx \, dy,
\]

while the above-given quasi-linear partial differential equation of the second order is none other than the Laplace equation

\[
\Delta v = v_{xx} + v_{yy} = 0.
\]

For the case \(p = 1\), the same can be said about the formulas (3.16) and (3.17); the former coincides again with the Cauchy-Riemann conditions and the latter with the Laplace equation. As for the matrix \(A_p\) for \(p = 1\), it is easy to see that it is unique.

Get again back to the quasi-linear differential equation written in the form (2.4):

\[
\frac{\partial}{\partial x} \left( (v_x^2 + v_y^2)^{(p-1)/2} v_x \right) + \frac{\partial}{\partial y} \left( (v_x^2 + v_y^2)^{(p-1)/2} v_y \right) = 0 \quad (3.18)
\]

or, what comes to the same thing

\[
Tr ((v_x^2 + v_y^2)^{(p-1)/2})' = 0 \quad (3.19)
\]
and moreover,
\[
\Delta_p v = \text{div} \left( |\text{grad} v|^{p-1} \text{grad} v \right) = 0. \tag{3.20}
\]

This equation is known as the $P$-Laplace equation and the corresponding operator $\Delta_p$ is called the $P$-Laplacian.

**Proposition 3.2.** Let $(u, v)$ be a $P$-connected pair in the domain $G$. Then the pair $(u, v)$ is $1/p$-connected. Hence along with $\Delta_p v = 0$ we have also $\Delta_{1/p} u = 0$.

**Proof.** Since the pair $(u, v)$ is $P$-subordinated, we have $u' = O_{\Psi_p}(v')$. By Proposition 3.1, $\Psi_{1/p}(u') = \Psi_{1/p}(O_{\Psi_p}(v')) = O_{\Psi_{1/p}}(\Psi_p(v')) = \Psi_p(v') = Ov'$, i.e., $v' = O^{-1}\Psi_{1/p}(u')$. This yields
\[
\begin{align*}
v_x &= -(u_x^2 + u_y^2)^{(1-p)/p} v_y, \\
v_y &= -(u_x^2 + u_y^2)^{(1-p)/p} u_x.
\end{align*} \tag{3.21}
\]

This in its turn means that the pair $(−v, u)$ is already $1/p$-subordinated, the corresponding functional and the differential equation will have the form
\[
I(u) = p(p+1)^{-1} \int_G (u_x^2 + u_y^2)^{(p+1)/2} dxdy, \tag{3.22}
\]
\[
\begin{align*}
(u_x^2 + u_y^2)^{(p-1)/2} &\left[ (u_x^2 + 1/p u_y^2) u_{xx} + \\
+ p(1-p) u_y^n u_{xy} + (u_x^2 + 1/p u_y^2) \right] = 0
\end{align*} \tag{3.23}
\]
and this in fact means that $\Delta_{1/p} u = 0$.

It is not difficult to note that when considering the $P$-connected pair $(u, v)$ and the $1/p$-connected pair $(−v, u)$, there appear by Proposition 3.2 the following functions:
\[
F(\lambda, \mu) = (p+1)^{-1}(\lambda^2 + \mu^2)^{(p+1)/2}, \quad \Phi(\lambda, \mu) = p(p+1)^{-1}(\lambda^2 + \mu^2)^{(p+1)/2p}
\]
with the corresponding functionals $I(u)$ and $I(v)$
\[
I(u) = p(p+1)^{-1} \int_G |u'|^{p+1)/2p} dxdy, \quad I(v) = (p+1) \int_G |v'|^{q+1)/2q} dxdy,
\]
where the parameters $p = p+1$ and $q = q+1$ are conjugate: $1/p' + 1/q' = 1$, $F$ and $\Phi$ are the Legendre transformations of each other. Indeed, since $F' = \Psi_p$, $\Phi' = \psi_{1/p}$ and $\Psi_{1/p} = \psi_{1/p}$, it remains only to show that
\[
F(\overline{x}) + \Phi(\overline{\lambda}) = (\overline{x} | \overline{\lambda}) \tag{3.24}
\]
or that
\[
(p+1)^{-1} |\overline{x}|^{p+1} + p(p+1)^{-1} |\overline{\lambda}|^{p+1)/p} = (\overline{x} | \overline{\lambda}).
\]
But since $\overline{\lambda} = F'(\overline{x}) = \int |\overline{x}|^{p-1} \overline{x}$, this yields
\[
(p+1)^{-1} |\overline{x}|^{p+1} + p(p+1)^{-1} |\overline{x}|^{(p+1)/p} |\overline{x}|^{p+1)/p} = (\overline{x} | \overline{x}) (\overline{x} | |\overline{x}|^{p-1})
i.e., $|\bar{x}|^{p+1} = |\bar{x}|^{q+1}$.

Turn now to the matrix $A_p$ defined by the formula (3.3). The relation (3.6) points to the fact that for such matrices the multiplicative law

$$A_p A_q = A_{pq} \quad (3.25)$$

should be fulfilled. Indeed,

$$p^{-1/2}(x^2 + y^2) \left( \begin{array}{cc} x^2 + py^2 & (1-p)xy \\ (1-p)xy & y^2 + px^2 \end{array} \right) q^{-1/2}(x^2 + y^2)^{-1} \times$$

$$\times \left( \begin{array}{cc} x^2 + qy^2 & (1-q)xy \\ (1-q)xy & y^2 + qx^2 \end{array} \right) = (pq)^{-1/2}(x^2 + y^2)^{-1} \left( \begin{array}{cc} x^2 + pqy^2 & (1-pq)xy \\ (1-pq)xy & y^2 + pqx^2 \end{array} \right)$$

which proves (3.25). \hfill \square
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