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Abstract. For one class of symmetric hyperbolic systems of first order
we study some boundary value problems in a dihedral angle none of whose
faces meets an exterior cone of rays. To this class of systems belong Maxwell
and Dirac equations, equations of crystal optics and also some other systems
of equations of the mathematical physics.
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1. Introduction

For hyperbolic systems of first order with two independent variables the
boundary value problems, analogous to the Goursat problem, have been
investigated in [1]–[4]. As is known, the Goursat problem or the character-
istic problem for a hyperbolic equation of second order admits when passing
from two-dimensional to multi-dimensional case different statements. For
example, the characteristic problem for a multi-dimensional wave equation
can be formulated both in a conic domain, whose boundary is a character-
istic conoid, and in a dihedral angle, whose faces are characteristic planes
[5]–[10]. The situation is similar for the Darboux problems [11]–[14]. Things
become more complicated for a correct statement of the characteristic prob-
lem, when in a multi-dimensional case we pass from one equation to a system
of equations of hyperbolic type. For example, despite the fact that for a
hyperbolic system of second order, split in the principal part, the Goursat
problem with the Dirichlet boundary condition on the characteristic conoid
is posed correctly [15], in [16] we can find an example of a hyperbolic system
of second order which is non-split in the principal part and for which the
corresponding characteristic problem has an infinite set of linearly indepen-
dent solutions. The complexity is that even for a non-split in the principal
part strictly hyperbolic system whose cone of normals consists of infinitely
smooth sheets, the cones of rays corresponding to these sheets may have
strong singularities [17, p. 586]. Therefore difficulties arise already upon
formulating the characteristic problem when we have to point out a car-
rier of boundary data. In this direction the works [18] and [19] are worth
mentioning.

In our previous paper [20] we suggested an approach allowing one to
formulate for one class of symmetric hyperbolic systems of first order the
correct characteristic problems in dihedral angles. For these problems we
proved the theorem on the uniqueness of a solution. As regards the question
of the solvability of the problems, it was solved only in the case in which
the faces, being the carriers of the data, meet the exterior cone of rays of
the system of equations under consideration. This class of systems involves,
for example, the well-known in the mathematical physics systems of differ-
ential equations of Maxwell, Dirac and crystal optics. At the end of the
above-mentioned paper [20], for each of these systems we presented correct
statements of characteristic problems in dihedral angles.

In the present work, for the same class of symmetric hyperbolic systems
of first order as in [20], along with the uniqueness of the solution we have
proved the existence of the solution of the boundary value problem in the
case, in which the faces do not meet the exterior cone of rays of the system.

Note also that the Cauchy problem and mixed problems for symmetric
hyperbolic systems of first order have been studied in [21]–[24].
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2. Statement of the Boundary Value Problem. A Priori
Estimate

In a space Rn+1 of variables x1, . . . , xn and t we consider a system of
differential equations of first order of the type

Lu ≡ Eut +
n∑

i=1

Aiuxi
+Bu = F, (1)

where Ai and B are the given real (m×m)-matrices, E is the unit (m×m)-
matrix, F is the given and u is the unknown m-dimensional real vectors,
n > 1, m > 1.

Below, matrices Ai are assumed to be symmetric and constant. In this
case system (1) is hyperbolic [17, p. 587].

Denote by D =

{
(x1, . . . , xn, t) ∈ Rn+1 : αi

0t+
∑n

j=1 α
i
jxj < 0, i = 1, 2

}

a dihedral angle bounded by hyperplanes S̃1 : α1
0t +

∑n
j=1 α

1
jxj = 0 and

S̃2 : α2
0t +

∑n
j=1 α

2
jxj = 0, where αi = (αi

1, . . . , α
i
n, α

i
0) is the unit vector

of the outer normal to ∂D at a point of the side Si = S̃i ∩ ∂D, j = 1, 2,
α1 6= α2.

For the sake of simplicity we assume that αi
0 < 0, i = 1, 2.

Let us consider the boundary value problem formulated as follows: find
in the domain D a solution u of system (1) by the boundary conditions

Γiu|Si
= f i, i = 1, 2, (2)

where Γi are the given real constants of the (κi × m)-matrix, and f i =
(f i

1, . . . , f
i
κi

) are the given κi-dimensional real vectors, i = 1, 2.

Remark 1. Depending on the geometric orientation of the dihedral angle
D, below we will indicate the method of constructing the matrices Γi, i =
1, 2, for which boundary value problem (1), (2) is posed correctly.

Since the matrix Q(ξ′) = −∑n
i=1 Aiξi, ξ

′ = (ξ1, . . . , ξn) ∈ Rn is symmet-
ric, its characteristic roots are real. We arrange them in decreasing order:

λ̃1(ξ
′) ≥ λ̃2(ξ

′) ≥ · · · λ̃m(ξ′). Multiplicities k1, . . . , ks of these roots are
assumed to be constant, i.e. independent of ξ′, and we put

λ1(ξ
′)= λ̃1(ξ

′)= · · · = λ̃k1
(ξ′) > λ2(ξ

′)= λ̃k1+1(ξ
′)= · · · = λ̃k1+k2

(ξ′)> · · ·
· · · > λs(ξ

′) = λ̃m−ks+1(ξ
′) = · · · = λ̃m(ξ′), ξ′ ∈ Rn\{(0, . . . , 0)}. (3)

Note that by (3) and due to continuous dependence of the polynomial
on its coefficients, λ1(ξ

′), . . . , λs(ξ
′) are continuous homogeneous functions

of degree 1 [25].
Since the matrix Q(ξ′) is symmetric, there exists an orthogonal matrix

T = T (ξ′) such that

(T−1QT )(ξ′) = diag(λ1(ξ
′), . . . , λ1(ξ

′)︸ ︷︷ ︸
k1

, . . . , λs(ξ
′), . . . , λs(ξ

′)︸ ︷︷ ︸
ks

). (4)
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According to (3) and (4), the cone of normals

K = {ξ = (ξ1, . . . , ξn, ξ0) ∈ Rn+1 : det(Eξ0 −Q(ξ′)) = 0}

of system (1) consists of separate sheets

Ki = {ξ = (ξ′, ξ0) ∈ Rn+1 : ξ0 − λi(ξ
′) = 0}, i = 1, . . . , s.

Because of the fact that

λj(ξ
′) = −λs+1−j(−ξ′), 0 ≤ j ≤

[s+ 1

2

]
, (5)

the cones Kj and Ks+1−j are centrally symmetric with respect to the point
(0, . . . , 0), where [a] is an integral part of number a.

Remark 2. In case s is an odd number, we have j = s+1−j for j =
[

s+1
2

]
.

Therefore the cone Kj for j =
[

s+1
2

]
is centrally symmetric with respect to

the point (0, . . . , 0). In this case, to simplify our exposition for s = 2s0 + 1
we assume that

λs0+1(ξ
′) ≡ 0,

[s+ 1

2

]
= s0 + 1, (6)

i.e. Ks0+1 is the hyperplane π0 : ξ0 = 0.

Note that condition (6) is fulfilled for some systems of equations of first
order appearing in the mathematical physics, for example, for systems of
equations of Maxwell and crystal optics.

Remark 3. Below it will be assumed that π0∩Ks0
= {(0, . . . , 0)} for even

s = 2s0. According to (3) and (5), this means that the cones K1, . . . ,Ks0
,

are placed on one side from π0 : ξ0 = 0, and Ks0+1, . . . ,K2s0
on the other

side, i.e.,

λ1(ξ
′) > · · · > λs0

(ξ′) > 0 > λs0+1(ξ
′) > · · · > λ2s0

(ξ′), (7)

ξ′∈Rn\{(0, . . . , 0)}.

If s = 2s0 + 1 is odd, then by (3), (5) and (6) we automatically have
π0 ∩Ks0

= {(0, . . . , 0)} and, consequently,

λ1(ξ
′) > · · · > λs0

(ξ′) > λs0+1(ξ
′) ≡ 0 > λs0+2(ξ

′) > · · · > λ2s0+1(ξ
′), (8)

ξ′ ∈ Rn\{(0, . . . , 0)}.

In this case K1, . . . ,Ks0
are placed on one side from π0 = Ks0+1, and

Ks0+2, . . . ,K2s0+1 on the other side. It follows from (5)-(8) that for multi-
plicities kj of roots λj the equalities

kj = ks+1−j , j = 1, . . . ,
[s+ 1

2

]

are valid.
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Taking into account (7) and (8), we consider in the half-space ξ0 < 0 the
following sets:

G0 =
{
ξ = (ξ′, ξ0) ∈ Rn+1\{(0, . . . , 0)} : λi0(ξ

′) < ξ0 < 0
}
,

i0 =
[s+ 1

2

]
+ 1,

Gi =
{
ξ = (ξ′, ξ0) ∈ Rn+1\{(0, . . . , 0)} : λi0+i(ξ

′) < ξ0 < λi0+i−1(ξ
′)

}
,

i = 1, . . . , s0 − 1,

Gs0
=

{
ξ = (ξ′, ξ0) ∈ Rn+1\{(0, . . . , 0)} : ξ0 < λs(ξ

′)
}
.

It is easy to see that

∂G0 = π0 ∪Ki0 , ∂Gi = Ki0+i ∪Ki0+i−1, i = 1, . . . , s0 − 1, ∂Gs0
= Ks,

{(ξ′, ξ0) ∈ Rn+1 : ξ0 < 0} ∪ {(0, . . . , 0)} =
(

s0∪
i=0

Gi

)
∪

(
s
∪

j=i0
Kj

)
. (9)

In case, when problem (1),(2) is characteristic, i.e. both faces S1 and S2

are the characteristic planes of system (1), by virtue of (7), (8) and by our
assumption above that αi

0 < 0, i = 1, 2, there exist natural numbers s1 and
s2 such that

si ≥ i0 =
[s+ 1

2

]
+ 1, i = 1, 2; αi ∈ Ksi

, i = 1, 2. (10)

If problem (1), (2) is non-characteristic, i.e. the faces S1 and S2 are non-
characteristic planes of system (1), then since αi

0 < 0, i = 1, 2 reasoning
analogously and taking into account (7)-(9), we conclude that instead of
(10) there exist non-negative integers p1 and p2 such that

0 ≤ pi ≤ s0, αi ∈ Gpi
, i = 1, 2. (11)

The case, when one of the faces S1 or S2 in problem (1), (2) is charac-
teristic and the other face is non-characteristic, is treated similarly,

Below we will restrict ourselves to the consideration of case (11), i.e.
when both faces S1 and S2 are non-characteristic planes of system (1).

By Q0(ξ) ≡ Eξ0 +
∑n

i=1Aiξi = Eξ0−Q(ξ′) we denote the characteristic
matrix of system (1) and consider the question on the reduction of the
quadratic form (Q0(ξ)η, η) to the canonical form, when ξ ∈ Gpi

, where
η ∈ Rm, and (· , ·) denotes the scalar product in the Euclidean space Rm.

By virtue of (4), for η = Tζ we have

(Q0(ξ)η, η) = ((T−1Q0T )(ξ)ζ, ζ) = ((Eξ0 − (T−1QT )(ξ′))ζ, ζ) =

= (ξ0 − λ1(ξ
′))ζ2

1 + · · ·+ (ξ0 − λ1(ξ
′))ζ2

k1
+ (ξ0 − λ2(ξ

′))ζ2
k1+1+

+ · · ·+ (ξ0 − λ2(ξ
′))ζ2

k1+k2
+ · · ·+ (ξ0 − λs(ξ

′))ζ2
m−ks+1+

+ · · ·+ (ξ0 − λs(ξ
′))ζ2

m. (12)
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By the definition of the sets Gi and by inequalities (3), (7) and (8), for
ξ = (ξ′, ξ0) ∈ Gpi

we have

[ξ0 − λj(ξ
′)]|Gpi

< 0, j = 1, . . . , i0 + pi − 1;

[ξ0 − λj(ξ
′)]|Gpi

> 0, j = i0 + pi, . . . s.
(13)

If we denote by κ
+
i and κ

−
i the positive and negative indices of inertia of

the quadratic form (Q0(ξ)η, η)|ξ∈Gpi
, then according to (12) and (13) the

equalities

κ
−
i =

i0+pi−1∑

j=1

kj , κ
+
i =

s∑

j=i0+pi

kj , κ
−
i + κ

+
i = m (14)

are valid.
If now ζ = Ci(ξ)η is an arbitrary non-degenerated linear transformation

which reduces the quadratic form (Q0(ξ)η, η)|ξ∈Gpi
to the canonical form,

then by (14) and due to the invariance of the indices of inertia of the qua-
dratic form with respect to the non-degenerated linear transformations, we
have

(Q0(ξ)η, η)|ξ∈Gpi
=

κ
+

i∑

j=1

[Λ+
ij(ξ, η)]

2 −
κ
−

i∑

j=1

[Λ−ij(ξ, η)]
2. (15)

Here

Λ−ij(ξ, η) =
m∑

p=1

cijp(ξ)ηp, Λ+
ij(ξ, η) =

m∑

p=1

ci
(κ−

i
+j)p

(ξ)ηp, (16)

Ci = Ci(ξ) = (cijp(ξ))
m
j,p=1, ξ ∈ Gpi

.

In accordance with (11) and (16), in boundary conditions (2) we take Γi

as the matrix of order (κi×m), where κi =κ
−
i , i=1, 2, whose Γi

jp elements
are given by the equalities

Γi
jp = cijp(α

i), i = 1, 2; j = 1, . . .κ−i ; p = 1, . . . ,m. (17)

Along with problem (1), (2), in the domain D we consider the boundary
value problem

L∗v ≡ −Evt −
n∑

i=1

Aivxi
+B′v = G, (18)

Γi
∗v|Si

= gi, i = 1, 2, (19)

where Γi
∗ is the matrix of order (κ+

i ×m) whose Γi
∗jp elements are given by

the equalities

Γi
∗jp = ci

(κ−
i

+j)p
(αi), i = 1, 2; j = 1, . . .κ+

i ; p = 1, . . . ,m, (20)

and B′ denotes transposition of the matrix B.
Obviously,

Ci(αi) =

(
Γi

Γi
∗

)
, i = 1, 2.
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Remark 4. It can be easily verified that problem (1), (2) in assump-
tion (17) and problem (18), (19) in assumption (20) are self-conjugate.
For example, if u, v ∈ C1(D), diamsuppu < +∞, diamsupp v < +∞ and
Γiu|Si

= Γi
∗v|Si

= 0, i = 1, 2, then (Lu, v)L2(D) = (u, L∗v)L2(D).

Remark 5. If by virtue of (4) we take as the matrix C i the orthogonal
matrix T−1 = T 1, then taking into account (11) and (13), equality (12) for
ξ = αi = (αi

1, . . . , α
i
n, α

i
0) can be rewritten in the form

(Q0(α
i)η, η) = −

κ
−

i∑

j=1

βj(ξ)ζ
2
j +

m∑

j=κ
−

i +1

βj(ξ)ζ
2
j =

= −
κ
−

i∑

j=1

βj(ξ)ζ
2
j +

κ
+

i∑

j=1

β
κ
−

i
+j(ξ)ζ

2
κ
−

i
+j

=

= −
κ
−

i∑

j=1

[
β

1
2

j (ξ)

m∑

p=1

Tpjηp

]2

+

κ
+

i∑

j=1

[
β

1
2

κ
+

i +j
(ξ)

m∑

p=1

Tp(κ+

i
+j)ηp

]2

, (21)

where T = (Tkl)
m
k,l=1, and T ′ denotes transposition of the matrix T , Tkl =

Tkl(ξ
′) = Tkl(α

i
∗), α

i
∗ = (αi

1, . . . , α
i
n). Here βj(ξ)|ξ=αi are positive, of the

kind |αi
0 − λkj (α

i
∗)|. In this case, by virtue of (15)–(17) and (21), in the

boundary conditions (2) as elements Γi
jp of the matrix Γi we have to take

Γi
jp = Tpj(α

i
∗), i = 1, 2; j = 1, . . . ,κ−i ; p = 1, . . . ,m. (22)

Below we assume that the elements of the matrix B in system (1) are
the bounded measurable functions in D, i.e. B ∈ L∞(D). Let us introduce
in our consideration the following weighted spaces:

W 1
2,λ(D) ={u ∈ L2,loc(D) : u exp(−λt) ∈W 1

2 (D)},
‖u‖W 1

2,λ
(D) = ‖u exp(−λt)‖W 1

2
(D),

L2,λ(D) ={F ∈ L2,loc(D) : F exp(−λt) ∈ L2(D)},
‖F‖L2,λ(D) = ‖F exp(−λt)‖L2(D),

L2,λ(Si) ={f ∈ L2,loc(Si) : f exp(−λt) ∈ L2(Si)}, i = 1, 2,

‖f‖L2,λ(Si) = ‖f exp(−λt)‖L2(Si),

where λ is the real parameter, and L2,loc(D), W 1
2 (D), L2,loc(Si), i = 1, 2,

are the well-known functional spaces (see [26, p. 384]).
Let λmax(P ) be the largest characteristic number of the non-negatively

defined symmetric matrix BB′ at the point P ∈ D. Then because of the
fact that B ∈ L∞(D), we have

λ2
0 = sup

P∈D

λmax(P ) < +∞. (23)
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Lemma 1. In assumption (17), for any solution u ∈W 1
2,λ(D) of problem

(1), (2) for λ > λ0 the a priori estimate

‖u‖L2,λ(D) ≤
1√

λ− λ0

2∑

i=1

κi∑

j=1

‖f i
j‖L2,λ(Si) +

1

λ− λ0
‖F‖L2,λ(D), (24)

where κi = κ
−
i , i = 1, 2 is valid.

Proof. Let us introduce into the consideration a new unknown function
w(x, t) = u(x, t) exp(−λt), λ = const > 0. Then for w(x, t) we obtain the
following system of equations:

Lλw ≡ Ewt +

n∑

i=1

Aiwxi
+Bλw = Fλ, (25)

where Bλ = B + λE, Fλ = F exp(−λt). Note that if u ∈ W 1
2,λ(D), then

F ∈ L2,λ(D) and w ∈ W 1
2 (D), Fλ ∈ L2(D) and boundary conditions (2)

take the form
Γiw|Si

= f i
λ, i = 1, 2, (26)

where f i
λ = f i exp(−λt), i = 1, 2, and owing to the theory of a function

trace, f i
λ ∈ L2(Si) holds (see [26, p. 253]).

Taking into account system (25), the integration by parts results in

2

∫

D

(Lλw,w)dD =

∫

∂D

(Q0(α)w,w)ds +

∫

D

(2Bλw,w)dD =

=
2∑

i=1

∫

Si

(Q0(α
i)w,w)ds +

∫

D

(2Bλw,w)dD, (27)

where Q0(α) = Eα0 +
∑n

j=1 Ajαj , α = (α1, . . . , αn, α0) is the unit vector
of the outer normal to ∂D.

By (11), (14)-(17) and (26) we have

(Q0(α
i)w,w)|Si

=

( κ
+

i∑

j=1

[Λ+
ij(α

i, w)]2
)∣∣∣∣

Si

−
( κ

−

i∑

j=1

[Λ−ij(α
i, w)]2

)∣∣∣∣
Si

=

=

( κ
+

i∑

j=1

[Λ+
ij(α

i, w)]2
)∣∣∣∣

Si

−
( κ

−

i∑

j=1

[ m∑

p=1

cijp(α
i)wp

]2)∣∣∣∣
Si

≥

≥ −
( κ

−

i∑

j=1

[ m∑

p=1

Γi
jpwp

]2)∣∣∣∣
Si

= −
κ
−

i∑

j=1

(f i
λj)

2 = −
κi∑

j=1

(f i
λj)

2, i = 1, 2. (28)

In view of (23), we find that in the domain D

(2Bλw,w)L2(D) = 2λ(w,w)L2(D) + 2(Bw,w) ≥

≥ 2λ(w,w)L2(D) − 2(Bw,Bw)
1
2

L2(D)(w,w)
1
2

L2(D) =

= 2λ(w,w)L2(D) − 2(B′Bw,w)
1
2

L2(D)(w,w)
1
2

L2(D) ≥ 2λ(w,w)L2(D)−



10 S. Kharibegashvili

−2λ0(w,w)
1
2

L2(D)(w,w)
1
2

L2(D) = 2(λ− λ0)(w,w)L2(D). (29)

Next, according to (25), for λ− λ0 > 0 we have

2

∫

D

(Lλw,w)dD = 2(Fλ, w)L2(D) ≤ 2‖Fλ‖L2(D)‖w‖L2(D) ≤

≤ 1

λ− λ0
‖Fλ‖2

L2(D) + (λ− λ0)‖w‖2
L2(D). (30)

It follows from (28)–(30) that

(λ− λ0)‖w‖2
L2(D) ≤

2∑

i=1

κi∑

j=1

‖f i
λj‖2

L2(Si)
+

1

λ− λ0
‖Fλ‖2

L2(D),

whence, with regard for the fact that

‖w‖L2(D) =‖u‖L2,λD, ‖f i
λj‖L2(Si) =‖f i

j‖L2,λ(Si), ‖Fλ‖L2(D) =‖F‖L2,λ(D)

we immediately get the required inequality (24). �

Remark 6. From (11), (14) and (17) follows completely definite depen-
dence of the structure and the number of boundary conditions in (2) on the
geometric orientation of the dihedral angle D. Estimate (24) implies that
the solution of problem (1), (2) of the class W 1

2,λ(D) is unique for λ > λ0.

Analogously, word for word we can prove that the following lemma is
valid.

Lemma 2. In assumption (20), for any solution v ∈ W 1
2,λ(D) of problem

(18), (19) for λ > λ∗0 the a priori estimate

‖v‖L2,λ(D) ≤
1√

λ− λ∗0

2∑

i=1

κi∑

j=1

‖gi
j‖L2,λ(Si) +

1

λ− λ∗0
‖G‖L2,λ(D) (31)

is valid; here κi = κ
+
i , i = 1, 2, and the number λ∗0 is defined analogously

to (23) by means of the symmetric matrix BB′ (note that in reality λ∗0 = λ0

[27, p. 291]).

It can be easily verified that for any u, ω ∈ W 1
2,λ(D) such that Γiu|Si

=

Γi
∗v|Si

= 0, i = 1, 2, the equality

(e−λtLu, e−λtω)L2(D) = (e−λtu, L∗λe
−λtω)L2(D), (32)

where L∗λ = −E ∂
∂t
−∑n

i=1 Ai
∂

∂xi
+B′λ, B′λ = B′ + λE is valid.

We can rewrite estimate (31) in the form

‖e−λtv‖L2(D) ≤
1√

λ− λ∗0

2∑

i=1

κi∑

j=1

‖e−λtgi
j‖L2(Si) +

1

λ− λ∗0
‖L∗λe−λtv‖L2(D),

from which it follows that for any vector function ω ∈ W 1
2,λ(D) satisfying

the homogeneous, corresponding to (19), boundary conditions, i.e.

Γi
∗ω|Si

= 0, i = 1, 2, (33)
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the a priori estimate

‖e−λtω‖L2(D) ≤
1

λ− λ∗0
‖L∗λe−λtω‖L2(D) (34)

is valid.

Remark 7. In accordance with equality (32), we can introduce the notion
of a weak generalized solution u of problem (1), (2) of the class L2,λ with
the homogeneous boundary conditions, i.e.

Γiu|Si
= 0, i = 1, 2, (35)

as follows. Let F ∈ L2,λ(D). The vector function u ∈ L2,λ(D) is said to be
a weak generalized solution of problem (1), (35) of the class L2,λ, if for any
ω ∈ W 1

2,λ(D) satisfying homogeneous boundary conditions (33) the equality

(e−λtu, L∗λe
−λtω)L2(D) = (e−λtF, e−λtω)L2(D) (36)

is valid.

It can be easily verified that if u is a solution of problem (1), (35) from
the space W 1

2,λ(D), then it will also be a weak generalized solution of that
problem of the class L2,λ.

The existence of a weak generalized solution of problem (1), (35) of the
class L2,λ for λ > λ∗0 follows from the following considerations. By virtue
of inequality (34), for the right-hand side of equality (36) the estimate

|(e−λtF, e−λtω)L2(D)| ≤ ‖e−λtF‖L2(D)‖e−λtω‖L2(D) =

= ‖F‖L2,λ(D)‖e−λtω‖L2(D) ≤
1

λ− λ∗0
‖F‖L2,λ(D)‖L∗λe−λtω‖L2(D) (37)

is valid.
Expressions (36) and (37) show that the functional (e−λtu, L∗λe

−λtω)L2(D)

with respect to L∗λe
−λtω can be extended to the entire space L2(D) in con-

tinuity. Thus, according to the Riesz theorem on the representation of a
functional over the space L2(D), there exists the vector function w ∈ L2(D)
such that for any ω ∈ W 1

2,λ(D) satisfying the homogeneous boundary con-

ditions (33), the equality

(w,L∗λe
−λtω)L2(D) = (e−λtF, e−λtω)L2(D)

is valid. This equality by virtue of (36) implies that the vector function
u = eλtw ∈ L2,λ(D) is the weak generalized solution of problem (1), (35) of
the class L2,λ.

Remark 8. Along with the weak generalized solution of problem (1),
(35) of the class L2,λ we can introduce the notion of a strong generalized
solution of that problem of the class L2,λ. The vector function u ∈ L2,λ(D)
is said to be a strong generalized solution of problem (1), (35) if there exists
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a sequence of vector functions up ∈ W 1
2,λ(D) satisfying the homogeneous

boundary conditions (35) and

lim
p→∞

‖up − u‖L2,λ(D) = 0, lim
p→∞

‖Lup − F‖L2,λ(D) = 0.

It is easy to verify that the solution of problem (1), (35) from the space
W 1

2,λ(D) is the strong generalized solution of problem (1), (35) of the class
L2,λ, and the strong generalized solution is the weak generalized solution of
that problem of the class L2,λ.

The notion of a strong generalized solution of inhomogeneous problem
(1), (2) is introduced analogously. Let f i ∈ L2,λ(Si), i = 1, 2, in the
boundary condition (2), and the right-hand side F of equation (1) belong to
the space L2,λ(D). The vector function u ∈ L2,λ(D) is said to be a strong
generalized solution of inhomogeneous problem (1), (2) of the class L2,λ if
there exists a sequence of vector functions up ∈ W 1

2,λ(D) such that

lim
p→∞

‖Γiup|Si
− f i‖L2,λ(Si) = 0, i = 1, 2,

lim
p→∞

‖up − u‖L2,λ(D) = 0, lim
p→∞

‖Lup − F‖L2,λ(D) = 0.

Note that the uniqueness of the strong generalized solution of inhomo-
geneous problem (1), (2) of the class L2,λ follows directly from the a priori
estimate (24).

3. The Solvability of Inhomogeneous Boundary Value
Problem (1), (2)

Below, for the sake of simplicity and without restriction of generality we
assume that

Si : t+ (−1)iσix1 = 0, t ≥ 0; 0 < σi = const < +∞, i = 1, 2. (38)

In this case

αi = (αi
1, 0, . . . , 0, α

i
0), αi

1 =
(−1)i−1σi√

1 + σ2
i

, αi
0 =

−1√
1 + σ2

i

, i = 1, 2. (39)

Q(αi) = −
n∑

j=1

Ajα
i
j = −αi

1A1,

Q0(α
i) = Eαi

0 +

n∑

j=1

Ajα
i
j = αi

0E + αi
1A1, i = 1, 2.

(40)

If µj are the characteristic numbers of the symmetric matrix A1 which
are enumerated with regard for the multiplicity in increasing order, then by
(3), (4) and by inequalities −α1

1 < 0, −α2
1 > 0 we have

(T−1
1 Q(α1)T1) = −α1

1 diag(µ1, . . . , µ1︸ ︷︷ ︸
k1

, . . . , µs, . . . , µs︸ ︷︷ ︸
ks

), (41)
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(T−1
2 Q(α2)T2) = −α2

1 diag(µs, . . . , µs︸ ︷︷ ︸
ks

, . . . , µ1, . . . , µ1︸ ︷︷ ︸
k1

), (42)

T−1
1 A1T1 = diag(µ1, . . . , µ1︸ ︷︷ ︸

k1

, . . . , µs, . . . , µs︸ ︷︷ ︸
ks

), (43)

T−1
2 A1T2 = diag(µs, . . . , µs︸ ︷︷ ︸

ks

, . . . , µ1, . . . , µ1︸ ︷︷ ︸
k1

), (44)

λj(α
1
1, . . . , α

1
n)=−α1

1µj , λj(α
2
1, . . . , α

2
n)=−α2

1µs−j+1, j=1, . . . , s, (45)

µ1 < µ2 < · · · < µs, (46)

where T1 and T2 are the constant orthogonal matrices, and the columns of
the matrix T2 are obtained by replacing the columns of the matrix T1, i.e.,
T2kl = T1k(m−l+1), k, l = 1, . . . ,m.

Since −α1
1 < 0, −α2

1 > 0 by virtue of (7), (8) and (43)-(46), in case
s = 2s0 is even, we have the inequalities

µ1 < · · · < µs0
< 0 < µs0+1 < · · · < µ2s0

, (47)

while if s = 2s0 + 1 is odd, then

µ1 < · · · < µs0
< µs0+1 = 0 < µs0+2 < · · · < µ2s0+1. (48)

By (11), (38), (45)-(48) and owing to the definition of the sets Gj , the
condition α1 ∈ Gp1

is equivalent to
{
σ1 > µ−1

s0+1, s = 2s0,

σ1 > µ−1
s0+2, s = 2s0 + 1,

for p1 = 0;

{
µ−1

s0+1+p1
< σ1 < µ−1

s0+p1
, s = 2s0,

µ−1
s0+2+p1

< σ1 < µ−1
s0+1+p1

, s = 2s0 + 1,
for 1 ≤ p1 ≤ s0 − 1;

σ1 < µ−1
s for p1 = s0.

For the sake of simplicity, we restrict ourselves to the case s = 2s0,
1 ≤ p1 ≤ s0 − 1. Then

µ−1
s0+1+p1

< σ1 < µ−1
s0+p1

, s = 2s0, 1 ≤ p1 ≤ s0 − 1. (49)

Analogously, the condition α2 ∈ Gp2
for s = 2s0, 1 ≤ p2 ≤ s0 − 1 is

equivalent to

−µ−1
s0−p2

< σ2 < −µ−1
s0−p2+1, s = 2s0, 1 ≤ p2 ≤ s0 − 1. (50)

To prove the existence of the strong generalized solution of inhomoge-
neous problem (1), (2) of the class L2,λ we first introduce the functional

space
◦

Φk
α(Dτ ) and then prove that the problem under consideration is solv-

able in that space.
Suppose Dτ = {(x1, . . . , xn, t) ∈ D : t < τ}, τ > 0 and denote by D0τ

the set of points at which the domain Dτ and the two-dimensional plane
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of variables x1 and t intersect. Let Siτ = ∂Dτ ∩ Si, i = 1, 2. By (38) it is
obvious that

Dτ = {(x1, . . . , xn, t) ∈ Rn+1 : −σ−1
2 t < x1 < σ−1

1 t, 0 < t < τ},
D0τ = {(x1, t) ∈ R2 : −σ−1

2 t < x1 < σ−1
1 t, 0 < t < τ}.

Denote by
◦

Φk
α(Dτ ), k ≥ 1, α ≥ 0, the space of functions u(x1, . . . , xn, t)

of the class Ck(Dτ ) for which

∂i1
x1
∂i2

t u(0, x2, . . . , xn, 0) = 0, −∞ < xi < +∞, i = 2, . . . , n,

0 ≤ i1 + i2 ≤ k, ∂i1
x1

=
∂i1

∂xi1
1

, ∂i2
t =

∂i2

∂ti2
,

and also partial Fourier transformations û(x1, ξ2, . . . , ξn, t) of which with
respect to the variables x2, . . . , xn are continuous functions in Gτ = {(x1, ξ2,

. . . , ξn, t) ∈ Rn+1 : (x1, t) ∈ D0τ , ξ̃ = (ξ2, . . . , ξn) ∈ Rn−1} together with
their partial derivatives with respect to the variables x1 and t up to the k-th
order inclusive, and satisfy the following estimates: for any natural N there

exist positive, independent of ξ̃ = (ξ2, . . . , ξn), numbers C̃N = C̃N (x1, t) and

K̃N = K̃N(x1, t) such that for (x1, t) ∈ D0τ and |ξ̃|2 = |ξ2|2 + · · ·+ |ξn|2 >
K̃2

N the inequalities

|∂i1
x1
∂i2

t ũ(x1, ξ̂, t)| ≤ C̃N t
k+α−i1−i2 exp(−N |ξ̃|), 0 ≤ i1 + i2 ≤ k, (51)

hold, and for (x1, t) ∈ D0τ\{(0, 0)}
C̃◦N (x1, t) = sup

(x̃1,t̃)∈D0t

C̃N (x̃1, t̃) < +∞,

K̃◦
N(x1, t) = sup

(x̃1,t̃)∈D0t

K̃N (x̃1, t̃) < +∞.

Analogously we introduce spaces
◦

Φk
α(Siτ ), i = 1, 2. Note that the trace

u|Siτ
of the function u from the space

◦

Φk
α(Dτ ) belongs to the space

◦

Φk
α(Siτ ).

We denote the space of Fourier transformations û(x1, ξ2, . . . , ξn, t) with re-
spect to the variables x2, . . . , xn of the functions u(x1, x2, . . . , xn, t) belong-

ing to the class
◦

Φk
α(Dτ ) by

◦

Φk
α(D0τ ) and take into account that the variable

ξ̃ = (ξ2, . . . , ξn) is regarded as a parameter.

Remark 9. Below we will consider the boundary value problem for system
(1) in the domain Dτ , i.e. instead of (2) we will consider the boundary
conditions

Γju|Sjτ
= f j , j = 1, 2, (52)

note that while studying problem (1), (52) in the space
◦

Φk
α(Dτ ) it will be

required of the coefficient B and the functions F , f i that F ∈
◦

Φk
α(Dτ ),

f j ∈
◦

Φk
α(Siτ ), j = 1, 2; B ∈ Ck(Dτ ). Moreover, we will assume that the
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elements of the matrix B depend only on the variables x1 and t and are the
bounded functions.

If u is the solution of problem (1), (52) from the space
◦

Φk
α(Dτ ), then

after the Fourier transformation with respect to the variables x2, . . . , xn the
system of equations (1) and the boundary conditions (52) take the form

Eût +A1ûx1
+ i

( n∑

j=2

Ajξj

)
û+Bû = F̂ , (53)

Γjû|γjτ
= f̂ j , j = 1, 2, (54)

where û, F̂ , f̂ j are the Fourier transformations respectively of the functions
u, F , f j with respect to the variables x2, . . . , xn, and γjτ : t+(−1)jσjx1 = 0,
0 ≤ t ≤ τ , j = 1, 2, are the sides of the triangular domain D0τ in the plane
of variables x1, t introduced by us above. In these equalities here i =

√
−1.

Remark 10. Thus, after the Fourier transformation with respect to the
variables x2, . . . , xn the spatial problem (1), (52) is reduced to the plane
problem (53), (54) with the parameters ξ2, . . . , ξn in the domain D0τ =
{(x1, t) ∈ R2 : −σ−1

2 t < x1 < σ−1
1 t, 0 < t < τ} of the plane of variables

x1, t. It is easy to see that in a class
◦

Φk
α(Dτ ) of vector functions defined by

inequalities (51) the above-mentioned reduction is equivalent.

As a result of substitution û = T1v, by virtue of (40), (41), instead of
system (53) and boundary conditions (54), with respect to the new unknown
vector function v we have

Evt +Avx1
+ i

( n∑

j=2

Ãjξj

)
v + B̃v = F̃ , (55)

ΓjT1v|γjτ
= f̂ j , j = 1, 2. (56)

Here
A = diag(µ1, . . . , µ1︸ ︷︷ ︸

k1

, . . . , µs, . . . , µs︸ ︷︷ ︸
ks

),

Ãj = T−1
1 AjT1, j = 2, . . . , n, B̃ = T−1

1 BT1,

(57)

and F̃ = T1F̂ .
Let Lj(x

◦
1, t

◦) : x1 = zj(x
◦
1, t

◦; t̃) = x◦1−µjt
◦+µj t̃, t = t̃ be the parametric

writing of the characteristic of the j-th family of system (55), coming out of
the point (x◦1, t

◦) ∈ Doτ , 1 ≤ j ≤ s, towards decreasing values of the variable

t, i.e. t̃ ≤ t◦. Denote by ωj(x1, t) the ordinate of the point at which the

characteristic Lj(x1, t), P (x1, t) ∈ D0τ and the curve γ1τ or γ2τ intersect,
depending on the index j of the characteristic Lj and on the location of the

point P (x, t) in D0τ ; the latter curve we denote by γi(P )τ . Owing to the
above-said, it becomes obvious that

0 ≤ ωj(x1, t) ≤ t, (x1, t) ∈ D0τ , j = 1, . . . , s. (58)
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It is not difficult to verify that

ωj |γ1τ
=

{
t, j = 1, . . . , s0 + p1,

τjt, j = s0 + p1 + 1, . . . , s,

ωj |γ2τ
=

{
τjt, j = 1, . . . , s0 − p2,

t, j = s0 − p2 + 1, . . . , s.

(59)

Here

τj =

{
(σ2µj + 1)σ1(σ1µj − 1)−1σ−1

2 , j = 1, . . . , s0 − p2,

(σ1µj − 1)σ2(σ2µj + 1)−1σ−1
1 , j = s0 + p1 + 1, . . . , s,

and by (47), (49), (50) and the fact that γ1τ and γ2τ are not characteristics
of system (55), we have

0 < τj < 1, j = 1, . . . , s0 − p2, s0 + p1 + 1, . . . , s. (60)

Remark 11. The functions v, F̃ , f̂ j , j = 1, 2, with the exclusion of
independent variables x1 and t, depend also on the parameters ξ2, . . . , ξn. To
simplify our writing, these parameters will be omitted below. For example,
instead of v(x1, ξ2, . . . , ξn, t) we will write v(x1, t).

Integrating the (qj + l)-th equation of system (55), where q1 = 0, qj =
k1 + . . . ,+kj−1, l = 1, . . . , kj along the j-th characteristic Lj(x1, t), coming

out of the point P (x1, t) ∈ D0τ towards decreasing values of the variable t
from the point P (x1, t) to the point where Lj(x1, t) and the curve γ1τ or
γ1τ intersect depending on the index j of the characteristic Lj and on the

location of the point P in D0τ , we get

vqj+l(x1, t) = vqj+l(γj(P )τ (ωj(x1, t)), ωj(x1, t))+

+

∫ t

ωj(x1,t)

[ m∑

p=1

Λjlpvp

]
(zj(x1, t; t̃), t̃)dt̃+ F 1

jl, (61)

1 ≤ j ≤ s; l = 1, . . . , kj ,

where Λjlp are the completely definite linear scalar functions with respect
to the parameters ξ2, . . . , ξn, and F 1

jl are the completely definite scalar func-

tions. Here γj(P )τ (t) is the function which describes equation of the curve
γj(P )τ , i.e. γj(P )τ : x1 = γj(P )τ (t), 0 ≤ t ≤ τ .

Suppose

ϕqj+l(t)=vqj+l|γ1τ
=vqj+l(σ

−1
1 t, t), j=1, . . . , s0 + p1; l=1, . . . , kj ,

ψqj+l(t)=vqj+l|γ2τ
=vqj+l(−σ−1

2 t, t),
(62)

j=s0−p2+1, . . . , s; l=1, . . . , kj .

Taking into account (62), we can rewrite the system of equations (61) in
the form of one equation

v(x1, t) = χ(x1, t) +

s∑

j=1

∫ t

ωj(x1,t)

Λ1
jv(zj(x1, t; t̃)dt̃+ F 1, (63)
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where Λ1
j is the matrix of order m × m. Its elements are linear functions

with respect to the parameters ξ2, . . . , ξn, j = 1, . . . , s, and χ(x1, t) =
{(ϕqj+l(ωj(x1, t)), j = 1, . . . , s0 + p1; l = 1, . . . , kj), (ψqj+l(ωj(x1, t)), j =
s0 − p2 + 1, . . . , s; l = 1, . . . , kj)}. It can be easily verified that a num-
ber of components ϕqj+l of the vector χ is equal to κ1, and a number of
components ψqj+l is equal to κ2.

Substituting expression (63) for the vector function v into boundary con-
ditions (56) and taking into account equalities (59), we obtain

G1
0ϕ(t) +

s∑

j=s0+p1+1

G1
jψ(τjt) + [T1(v)](t) = f̂1, 0 ≤ t ≤ τ,

G2
0ψ(t) +

s0−p2∑

j=1

G2
jϕ(τj t) + [T2(v)](t) = f̂2, 0 ≤ t ≤ τ,

(64)

where

ϕ(t) = (ϕqj+l(t), j = 1, . . . , s0 + p1; l = 1, . . . , kj) = (ϕ1(t), . . . , ϕκ1
(t)),

ψ(t)=(ψqj+l(t), j=s0−p2+1, . . . , s; l=1, . . . , kj)=(ψm−κ2+1(t), . . . , ψm(t)).

Here G1
j and G2

j are the completely definite constant matrices, and T1 and

T2 by virtue of (59) and (60) are linear integral operators of Volterra type
whose kernels depend on the parameters ξ2, . . . , ξn.

Denote by T 1
1 the matrix of order m× κ1 which consists of the first κ1

columns of the orthogonal matrix T1 appearing in (56) and by T 2
1 the matrix

of order m × κ2 consisting of the last κ2 columns of the matrix T1. Then
by virtue of (56) and (59) we can easily check that Gj

0, j = 1, 2, appearing
in system (64) are square matrices of order κj × κj , and

G
j
0 = Γj × T

j
1 , j = 1, 2, (65)

where the elements of the matrix Γj are defined from equalities (17).
In the assumption that

det(Γj × T
j
1 ) 6= 0, j = 1, 2, (66)

we solve equations (64) with respect to ϕ and ψ by means of (65) and find
that

ϕ(t)−
s0−p2∑

j=1

s∑

p=s0+p1+1

G1jpϕ(τjτpt) = [T3(v)](t) + f3(t), 0 ≤ t ≤ τ, (67)

ψ(t)−
s0−p2∑

j=1

s∑

p=s0+p1+1

G2jpψ(τjτpt) = [T4(v)](t) + f4(t), 0 ≤ t ≤ τ, (68)

where Gljp, l = 1, 2, are the completely definite constant square matrices of
order κl × κl, and T3 and T4 are linear integral operators of Volterra type
whose kernels depend linearly on the parameters ξ2, . . . , ξn.
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Remark 12. As is seen from our reasoning, when conditions (66) are ful-

filled, problem (1), (52) in the class
◦

Φk
α(Dτ ) is equivalent to the problem of

finding a system of functions v, ϕ and ψ from the system of integral func-

tional equations (63), (67) and (68), where v ∈
◦

Φk
α(D0τ ); ϕ, ψ ∈

◦

Φk
α([0, τ ]),

F 1 ∈
◦

Φk
α(D0τ ); f3, f4 ∈

◦

Φk
α([0, τ ]). The system of type (63), (67), (68)

in the spaces under consideration has been studied in [28]. According to
the results obtained in this paper, there exists the real number ρ0 depend-
ing only on the elements of the constant matrices G1jp and G2jp appearing

in (67) and (68) such that when k + α > ρ0, for any F 1 ∈
◦

Φk
α(D0τ ); f3,

f4 ∈
◦

Φk
α([0, τ ]) there exists the unique solution v, ϕ, ψ of the system of

equations (63), (67), (68) respectively from the spaces
◦

Φk
α(D0τ ),

◦

Φk
α([0, τ ]),

◦

Φk
α([0, τ ]) for which the following estimates for |ξ̃| > K are valid:

|∂i1
x1
∂i2

t v(x1, ξ̃, t)| ≤M∗tk+α−i1−i2 exp[M∗(1 + |ξ̃|)] exp(−N |ξ̃|), (69)

|∂i1+i2
t ϕ(t, ξ̃)| ≤M∗tk+α−i1−i2 exp[M∗(1 + |ξ̃|)] exp(−N |ξ̃|),

|∂i1+i2
t ψ(t, ξ̃)| ≤M∗tk+α−i1−i2 exp[M∗(1 + |ξ̃|)] exp(−N |ξ̃|),
(x1, t) ∈ D0τ , 0 ≤ i1 + i2 ≤ k, |ξ̃|2 = ξ22 + · · ·+ ξ2n,

where the values K = K(x1, t, N), M∗ = M∗(x1, t, N, f
3, f4, F 1) and M∗ =

M∗(Λ
1
j , G1jp, G2jp) are independent of ξ̃ ∈ Rn−2. Moreover, if for some

τ0 ∈ (0, τ)

F 1|D0τ0

= 0, f j |[0,τ0] = 0, j = 3, 4,

then

v|D0τ0

= 0, ϕ|[0,τ0] = 0, ψ|[0,τ0] = 0

as well.

Remark 13. According to Plancherel’s equality, in considering the question
on the solvability of problem (1), (52) in the spaces L2,λ(Dτ ) and W 1

2,λ(Dτ )
the use will be made of the following equivalent norms:

‖u‖2
L2,λ(Dτ ) =

∫

Dτ

|u(x1, . . . , xn, t)|2e−2λtdxdt =

=

∫

D0τ

e−2λtdx1dt

∫

Rn−1

|u(x1, . . . , xn, t)|2dx2 . . . dxn =

=

∫

D̂τ

|û(x1, ξ2, . . . , ξn, t)|2e−2λtdx1dξ2 . . . dξndt = ‖û‖2
L2,λ(D̂τ )

, (70)

‖u‖2
W 1

2,λ
(Dτ ) =

∫

Dτ

[|ux1
|2 + · · ·+ |uxn

|2 + |ut|2 + |u|2] e−2λtdxdt =

=

∫

D̂τ

[(1 + |ξ̂|2)|û|2 + |ûx1
|2 + |ût|2]e−2λtdx1dξ2 . . . dξndt, (71)
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where D̂τ = D0τ × Rn−1

ξ̃
, ξ̃ = (ξ2, . . . , ξn), û = F

x̃→ξ̃
u are partial Fourier

transformation of the function u with respect to the variables (x2, . . . , xn) =
x̃. It is evident that for a finite τ the weighted spaces L2,λ(Dτ ) and
W 1

2,λ(Dτ ) with the parameter λ coincide with ordinary spaces L2(Dτ ) and

W 1
2 (Dτ ).
Analogously, by means of the Fourier transformation and by Plancherel’s

equality we introduce an equivalent norm in the space L2,λ(Sjτ ):

‖u‖2
L2,λ(Sjτ ) =

∫

Sjτ

|u(x1, . . . , xn, t)|2e−2λtdSjτ =

=

∫

γjτ

e−2λtdγjτ

∫

Rn−1

|û(x1, ξ2, . . . , ξn, t)|2dξ2 . . . dξn =

=

∫

Ŝjτ

|û(x1, ξ2, . . . , ξn, t)|2e−2λtdŜjτ = ‖û‖
L2,λ(Ŝjτ ), j = 1, 2, (72)

where Ŝjτ = γjτ ×Rn−1

ξ̃
.

Let F ∈ L2,λ(D) and f j ∈ L2,λ(Sj), j = 1, 2, in problem (1), (2).
Obviously, Fτ = F |Dτ

∈ L2,λ(Dτ ), f j
τ = f j |Sjτ

∈ L2,λ(Sjτ ), j = 1, 2.

Therefore by (70) and (72) we have F̂τ ∈ L2,λ(D̂τ ) and f̂ j
τ ∈ L2,λ(Ŝjτ ),

j = 1, 2. Since the spaces C∞0 (D̂τ ) and C∞0 (Ŝjτ ), j = 1, 2, of finite finitely

differentiable functions in D̂τ and Ŝjτ are dense respectively in L2,λ(D̂τ )

and L2,λ(Ŝjτ ), j = 1, 2, there exist sequences of functions F̂τp ∈ C∞0 (D̂τ )

and f̂ j
τp ∈ C∞0 (Ŝjτ ), j = 1, 2; p = 1, 2, . . . , such that

lim
p→∞

‖F̂τp−F̂τ‖L2,λ(D̂τ ) = 0, lim
p→∞

‖f̂ j
τp−f̂ j

τ‖L2,λ(Ŝjτ ) = 0, j = 1, 2. (73)

Because of the fact that F̂τp ∈ C∞0 (D̂τ ) and F̂τp ∈ C∞0 (Ŝjτ ), j = 1, 2,

we have F̂τp|D̂τ0

= 0, f̂ j
τp|Ŝjτ0

= 0 for sufficiently small τ0, 0 < τ0 < τ , and

by (51) we find that

Fτp = F−1

ξ̃→x̃
(F̂τp) ∈

◦

Φk
α(Dτ ), f j

τp = F−1

ξ̃→x̃
(f̂ j

τp) ∈
◦

Φk
α(Siτ )

for any k and α, p = 1, 2, . . . , where F−1

ξ̃→x̃
are ordinary Fourier transfor-

mation with respect to the variables ξ2, . . . , ξn. Therefore, according to

Remark 12, problem (1), (52) has the solution uτp ∈
◦

Φk
α(Dτ ) for F = Fτp,

and f j = f j
τp = (f j

1τp, . . . , f
j
κjτp), k ≥ 1, α ≥ 0.

By (71) it is evident that
◦

Φk
α(Dτ ) ⊂ W 1

2,λ(Dτ ). Consequently, uτp ∈
W 1

2,λ(Dτ ). Noticing thatQ0(α)|∂Dτ∩{t=τ}=E as α|∂Dτ∩{t=τ}=(0, . . . , 0, 1),

where Q0(α) = Eα0 +
∑n

j=1 Ajαj , and α = (α1, . . . , αn, α0) is the unit vec-
tor of the outer normal to ∂Dτ , we have

∫

∂Dτ∩{t=τ}

(Q0(α)w,w)ds =

∫

∂Dτ∩{t=τ}

|w|2ds ≥ .



20 S. Kharibegashvili

Therefore for the solution u ∈W 1
2,λ(Dτ ) of problem (1), (52) in the domain

Dτ we repeat word for word the same reasoning as in proving Lemma 1 and
see that for λ > λ0 the estimate

‖u‖L2,λ(Dτ ) ≤
1√

λ− λ0

2∑

i=1

κi∑

j=1

‖f i
j‖L2,λ(Siτ ) +

1

λ− λ0
‖F‖L2,λ(Dτ ) (74)

is valid.
Inequality (74) implies that

‖uτl − uτp‖L2,λ(Dτ ) ≤

≤ 1√
λ− λ0

2∑

i=1

κi∑

j=1

‖f i
jτl − f i

jτp‖L2,λ(Siτ ) +
1

λ− λ0
‖Fτl − Fτp‖L2,λ(Dτ ),

whence, owing to (70), (72) and (73), it follows that the sequence {uτp} is
fundamental in L2,λ(Dτ ). Therefore taking into account the fact that the
space L2,λ(Dτ ) is complete, there exists the vector function uτ ∈ L2,λ(Dτ )
such that uτp → uτ , Luτp = Fτp → Fτ in L2,λ(D) and Γiuτp|Siτ

= f i
τp → f i

τ

in L2,λ(Siτ ) as p→∞. The latter with regard for (74) means that problem
(1), (52) has the unique strong generalized solution uτ of the class L2,λ,
λ > λ0, for any Fτ ∈ L2,λ(Dτ ) and f j

τ ∈ L2,λ(Sjτ ), j = 1, 2, for which the
estimate

‖uτ‖L2,λ(Dτ ) ≤
1√

λ− λ0

2∑

i=1

κi∑

j=1

‖f i
jτ‖L2,λ(Siτ ) +

1

λ− λ0
‖Fτ‖L2,λ(Dτ ) (75)

is valid.
Note that if we take into account that Fτ = F |Dτ

and f i
τ = f i|Siτ

,
i = 1, 2, and hence Fτ1

|Dτ1
= Fτ2

|Dτ1
and f i

τ1
|Siτ1

= f i
τ2
|Siτ1

for τ2 ≥ τ1,

then by virtue of (75) we can conclude that uτ1
|Dτ1

= uτ2
|Dτ1

for τ2 ≥ τ1.
Thus the vector function is defined correctly in the whole domain D. Its

narrowing on Dτ is the strong generalized solution uτ = u|Dτ
of the class

L2,λ of problem (1), (52) for Fτ = F |Dτ
∈ L2,λ(Dτ ) and f j

τ = f j |Sjτ
∈

L2,λ(Sjτ ), j = 1, 2.
In fact, we can show that u is the strong generalized solution of problem

(1), (2) of the class L2,λ in D for sufficiently large λ. Indeed, we can
construct the above-considered vector function u in somewhat different way.
Since F ∈ L2,λ(D) and f j ∈ L2,λ(Sj), j = 1, 2, there exist sequences of the

functions F̂p ∈ C∞0 (D̂) and f̂ j
p ∈ C∞0 (Ŝj), j = 1, 2; p = 1, 2, . . . such that

lim
p→∞

‖F̂p − F̂‖
L2,λ(D̂) = 0, lim

p→∞
‖f̂ j

p − f̂ j‖
L2,λ(Ŝj)

= 0, j = 1, 2. (76)

Analogously, for F = F−1

ξ̃→x̃
(F̂p) and f j = F−1

ξ̃→x̃
(f̂ j

p ) problem (1), (52)

can be reduced to the same system of integral functional equations (63),
(67) and (68) for v with the domain of definition D and for ϕ and ψ with
the domain of definition [0,+∞), respectively, instead of Dτ and [0, τ ] in the
case of problem (1), (52). Since under that reduction the right-hand sides of
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system (63), (67), (68) satisfy by virtue of F̂ 1
p ∈ C∞0 (D̂) and f̂ j

p ∈ C∞0 (Ŝj)

the conditions F 1 = F 1
p ∈

◦

Φk
α(D0τ ), f j = f j

p ∈
◦

Φk
α[0, τ ], j = 3, 4, for

arbitrary k ≥ 1, α ≥ 0 and τ > 0, according Remark 12 there exists
the unique solution vp, ϕp, ψp of the system of equations (63), (67), (68)
with the domain of definition D for vp and [0,+∞) for ϕp and ψp, where

vp ∈
◦

Φk
α(D0τ ); ϕp, ψp ∈

◦

Φk
α([0, τ ]) for any τ > 0. Moreover, estimate (69)

in which the value M∗ does not depend on τ , is valid. Taking into account
(70)–(72), this implies that for the solution u = up = F−1

ξ̃→x̃
(vp) of problem

(1), (2) for F = Fp = F−1

ξ̃→x̃
(F̂p) and f j = f j

p = F−1

ξ̃→x̃
(f̂ j

p ) the inclusion

up ∈W 1
2,λ(D), λ > λ̃1,

holds, where λ̃1 is a real number depending only on coefficients of system
(1) and on elements of matrices Γi, i = 1, 2, in the boundary conditions

(2). Therefore, according to (24), for λ > λ1
0 = max(λ0, λ̃1) we have the

inequality

‖ul−up‖L2,λ(D)≤
1√

λ− λ0

2∑

i=1

κi∑

j=1

‖f i
jl−f i

jp‖L2,λ(Si)+
1

λ− λ0
‖Fl−Fp‖L2,λ(D)

from which, owing to (70), (72) and (76), it follows that the sequence {up}
is fundamental in L2,λ(D) and hence there exists the vector function u ∈
L2,λ(D) such that up → u, Lup = Fp → F in L2,λ(D) and Γiup|Si

= f i
p →

f i in L2,λ(Si) as p→∞. This means that the strong generalized solution of
inhomogeneous problem (1), (2) of the class L2,λ exists and its uniqueness
follows directly from the a priori estimate (24).

Theorem 1. Let conditions (66) be fulfilled. Then for any F ∈ L2(Dτ )
and f i ∈ L2(Siτ ), i = 1, 2, 0 < τ = const < +∞, there exists the unique
strong solution u of problem (1), (52) of the class L2,λ for which the estimate

‖u‖L2,λ(Dτ ) ≤
1√

λ− λ0

2∑

i=1

κi∑

j=1

‖f i
j‖L2,λ(Siτ ) +

1

λ− λ0
‖F‖L2,λ(Dτ )

is valid for λ > λ0.

Note that for a finite positive τ the spaces L2,λ(Dτ ) and L2,λ(Siτ ) coin-
cide respectively with the spaces L2(Dτ ) and L2(Siτ ) for any λ ∈ (−∞,+∞).

Theorem 2. Let conditions (66) be fulfilled. Then for λ > λ1
0 for any

F ∈ L2,λ(D) and f i ∈ L2,λ(Si), i = 1, 2, there exists the unique strong
solution u of problem (1), (2) of the class L2,λ for which estimate (24) is
valid.

Remark 14. Taking now into account (21) and (22), we give some examples
of matrices Γi under the boundary conditions (2) for which conditions (66),
appearing in Theorems 1 and 2, are automatically fulfilled. By (17), as
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matrices Γi we take the matrix of order (κi ×m) consisting of the first κi

rows of the matrix Ci(αi) which, according to equality (15), reduces the
quadratic form (Q0(α

i)η, η) to the canonical one, i.e. for ζ = C i(αi)η we
have

(Q0(α
i)η, η) = −

κ
−

i∑

j=1

ζ2
j +

κ
+

i∑

j=1

ζ2
κ
−

i
+j
.

As is known such a matrix Ci(αi), and hence Γi, are defined non-uniquely.
By equalities (4), (41)-(44), as matrices C i(αi) we can take the orthogonal
matrix T−1

i , i = 1, 2, where T1 and T2 are defined in (43) and (44). In this
case, by the definition of matrices T i

1, i = 1, 2, from (65), (43) and (44) we

can easily get that Γi × T i
1 = Ẽκi

, i = 1, 2, where Ẽκ1
is the unit matrix of

order κ1, and Ẽκ2
= (epq) is the square matrix of order κ2, where

epq =

{
1 for p+ q = κ2 + 1,

0 for p+ q 6= κ2 + 1.

Thus under such a choice of matrices Γi in (2) conditions (66) will be ful-
filled.

Remark 15. For the sake of simplicity, we restricted ourselves above to the
case in which s = 2s0, 1 ≤ pi ≤ s0 − 1, i = 1, 2, and thus inequalities (49)
and (50) have been fulfilled. Minor modifications on our reasoning allow
one to prove the validity of Theorems 1 and 2 in case s = 2s0 and pi = 0 or
pi = s0, i = 1, 2, and also in case s = 2s0 + 1, 0 ≤ pi ≤ s0, i = 1, 2.

4. Smoothness of a Solution of Boundary Problem (1), (2)

By Theorem 2, if F ∈ L2,λ(D) and f i ∈ L2,λ(Si), i = 1, 2, λ > λ1
0,

then the strong solution u of problem (1), (2) belongs to the space L2,λ(D).
Below it will be shown that under additional smoothness of data of problem
F |Dτ0

∈ W 1
2,λ(Dτ0

) and f i|Siτ0
∈ W 1

2,λ(Siτ0
), i = 1, 2, τ0 > 0, the above-

indicated solution u of problem (1), (2) in the domain Dτ0,τ would belong

to the space W 1
2,λ(Dτ0,τ ), where Dτ0,τ = Dτ0

\Dτ , 0 < τ < τ0. Moreover, in

case −σ−1
2 ≤ σ ≤ σ−1

1 , the planes So
σ : σt−x1 = 0 will be non-characteristic

planes of system (1). To simplify our writing, we retain the same notation for
the narrowing of the vector function to a subset of domain of its definition.
It is also assumed that the norm ‖F‖W 1

2,λ
(Dτ ), being the function of the

variable τ , decreases as τ → +0 not as slowly as the power function, i.e.
‖F‖W 1

2,λ
(Dτ ) = O(τ l), where l is a positive constant. The similar conditions

are imposed on vector functions f i, i = 1, 2. For simplicity we assume that
F |Dε

= 0 and f i|Siε
= 0, i = 1, 2, where ε is a fixed sufficiently small

positive number. Then according to our reasoning in the proof of Theorem
2, we have

u|Dε
= 0. (77)
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Under transformation of variables y1 = x1

t
, yi = xi, i = 2, . . . , n, yn+1 = t

the domain Dτ0,τ turns by virtue of (38) into the domain Ωτ0,τ = {y =

(y1, . . . , yn+1) ∈ Rn+1 : −σ−1
2 < y1 < σ−1

1 , −∞ < yi < +∞, i = 2, . . . , n,
τ < yn+1 < τ0} and system (1) with new variables y1, . . . , yn+1 takes the
form

L̃ũ ≡ Eũyn+1
+

1

yn+1
(A1 − y1E)ũy1

+

n∑

i=2

Aiũyi
+ B̃ũ = F̃ , (78)

where ũ(y) = u(x, t), F̃ (y) = F (x, t), B̃(y) = B(x, t).
By (2), for the vector function ũ we have

Γiũ|
S̃iτ0

,τ
= f̃ i, i = 1, 2, (79)

where S̃iτ0,τ = {y ∈ Rn+1 : y1 = (−1)i−1σ−1
i , −∞ < yj < +∞, j =

2, . . . , n, τ < yn+1 < τ0}, f̃ i(y) = f i(x, t), i = 1, 2. It is clear that S̃iτ0,τ =

∂Ωτ0,τ ∩ {y1 = (−1)i−1σ−1
i }, i = 1, 2.

Obviously, the condition u∈W 1
2,λ(Dτ0,τ ) is equivalent to ũ∈W 1

2,λ(Ωτ0,τ ).

In the same manner as in getting (25), for the new unknown function
(w̃)(y) = ũ(y) exp(−λyn+1) we obtain by means of (78) the following system
of equations:

L̃λw̃ ≡ Ew̃yn+1
+

1

yn+1
(A1 − y1E)w̃y1

+

n∑

i=2

Aiw̃yi
+ B̃λw̃ = F̃λ, (80)

where B̃λ = B̃ + λE, F̃λ = F̃ exp(−λyn+1). Note that if ũ ∈ W 1
2,λ(Ωτ0,τ ),

then F̃ ∈ L2,λ(Ωτ0,τ ) and w̃ ∈ W 1
2 (Ωτ0,τ ), F̃λ ∈ L2(Ωτ0,τ ) and conditions

(79) take the form

Γiw̃|
S̃iτ0,τ

= f̃ i
λ, i = 1, 2, (81)

where f̃ i
λ = f̃ i exp(−λyn+1) ∈ L2(S̃iτ0,τ ), i = 1, 2.

Taking into account (80), the integration by parts yields

2

∫

Ωτ0,τ

(L̃λw̃, w̃)dy =

∫

∂Ωτ0,τ

(Q̃0(α)w̃, w̃)ds+

+

∫

Ωτ0,τ

1

yn+1
(w̃, w̃)dy +

∫

Ωτ0,τ

(2Bλw̃, w̃)dy, (82)

where Q̃0(α) = Eα0+
∑n

j=1 Ãjαj , Ãj = Aj for j 6= 1, Ã1 = 1
yn+1

(A1−y1E),

α = (α1, . . . , αn, α0) is the unit vector of the outer normal to ∂Ωτ0,τ .
Since

α|
S̃iτ0,τ

= ((−1)i−1, 0, . . . , 0), i = 1, 2; α|∂Ωτ0,τ∩{yn+1=τ} = (0, . . . , 0,−1),

α|∂Ωτ0 ,τ∩{yn+1=τ0} = (0, . . . , 0, 1), y1|S̃iτ0,τ
= (−1)i−1σi, i = 1, 2,
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from (82) it follows that

2

∫

Ωτ0,τ

(L̃λ, w̃, w̃)dy =

∫

S̃1τ0,τ

1

yn+1
((A1 − σ−1

1 E)w̃, w̃)ds−

−
∫

S̃2τ0,τ

1

yn+1
((A1 + σ−1

2 E)w̃, w̃)ds+

∫

∂Ωτ0,τ∩{yn+1=τ0}

(w̃, w̃)ds−

−
∫

∂Ωτ0 ,τ∩{yn+1=τ}

(w̃, w̃)ds+

∫

Ωτ0,τ

((2Bλ +
1

yn+1
E)w̃, w̃)dy. (83)

By virtue of (39) and (40), for the characteristic matrix Q0(α) = Eα0 +∑n
j=1 Ajαj of system (1) we have

Q0(α
i) = αi

0E + αi
1A1 = − 1√

1 + σ2
i

E +
(−1)i−1

√
1 + σ2

i

σiA1 =

= (−1)i−1 σi√
1 + σ2

i

(A1 + (−1)iσ−1
i E), i = 1, 2. (84)

From (84),(28) and (79),(81) it immediately follows that
∫

S̃1τ0,τ

1

yn+1
((A1 − σ−1

1 E)w̃, w̃)ds−
∫

S̃2τ0,τ

1

yn+1
((A1 + σ−1

2 E)w̃, w̃)ds =

=

2∑

i=1

∫

S̃iτ0,τ

√
1 + σ2

i

σiyn+1
(Q0(α

i)w̃, w̃)ds≥−
2∑

i=1

∫

S̃iτ0,τ

√
1 + σ2

i

σiyn+1

κi∑

j=1

(f̃ i
λj)

2ds≥

≥ −c1
τ

2∑

i=1

κi∑

j=1

∫

S̃iτ0,τ

(f̃ i
λj)

2ds = −c1
τ

2∑

i=1

κi∑

j=1

‖f̃ i
λj‖2

L2(S̃iτ0,τ )
, (85)

where c1 = maxi=1,2

√
1+σ2

i

σi
, while 1

yn+1
|
S̃iτ0,τ

≤ 1
τ
.

Owing to (23) and the fact that 1
yn+1

|Ωτ0,τ
≥ 1

τ0
, similarly to (29) we

have
((

2B̃λ +
1

yn+1
E

)
w̃, w̃

)
L2(Ωτ0,τ )

≥ 2
(
λ− λ0 +

1

2τ0

)
(w̃, w̃)L2(Ωτ0,τ ) =

= 2(λ− λ0 +
1

2τ0
)‖w̃‖L2(Ωτ0,τ ). (86)

For τ < ε, by (77) we find that
∫

∂Ωτ0,τ∩{yn+1=τ0}

(w̃, w̃)ds−
∫

∂Ωτ0,τ∩{yn+1=τ}

(w̃, w̃)ds =

=

∫

∂Ωτ0,τ∩{yn+1=τ0}

(w̃, w̃)ds ≥ 0. (87)

By means of (80) and analogously to (30), for λ > λ0 we get

2

∫

Ωτ0,τ

(L̃λ, w̃, w̃)dy = 2(F̃λ, w̃)L2(Ωτ0,τ ) ≤



ON THE CORRECT FORMULATION OF SOME BVPs 25

≤ (λ− λ0)‖w̃‖2
L2(Ωτ0,τ ) +

1

λ− λ0
‖F̃ 2

λ‖L2(Ωτ0,τ ). (88)

From (83), (85)-(88) follows

(λ− λ0)‖w̃ ‖L2(Ωτ0,τ ) +
1

λ− λ0
‖F̃λ‖2

L2(Ωτ0,τ ) ≥

≥ −c1
τ

2∑

i=1

κi∑

j=1

‖f̃ i
λj‖L2(S̃iτ0,τ ) + 2

(
λ− λ0 +

1

2τ0

)
‖w̃‖L2(Ωτ0,τ ). (89)

According to (89), we have

(λ− λ0)‖w̃‖2
L2(Ωτ0,τ ) ≤

c1

τ

2∑

i=1

κi∑

j=1

‖f̃ i
λj‖2

L2(S̃iτ0,τ )
+

1

λ− λ0
‖F̃λ‖2

L2(Ωτ0,τ ),

whence, taking into account the fact that

‖w̃‖L2(Ωτ0,τ ) = ‖ũ‖L2,λ(Ωτ0,τ ), ‖f̃ i
λj‖L2(S̃iτ0,τ ) = ‖f̃ i

j‖L2,λ(S̃iτ0,τ ), i = 1, 2,

‖F̃λ‖L2(Ωτ0,τ ) = ‖F̃‖L2,λ(Ωτ0,τ )

we arrive at

‖u‖L2,λ(Ωτ0,τ ) ≤

≤
(c1
τ

) 1
2 1√

λ− λ0

2∑

i=1

κi∑

j=1

‖f̃ i
j‖L2,λ(S̃iτ0,τ ) +

1

λ− λ0
‖F̃‖L2,λ(Ωτ0,τ ). (90)

Let now u∈W 2
2,λ(Dτ0,τ ) or, what comes to the same thing, ũ∈W 2

2,λ(Ωτ0,τ ).
Below it will be assumed that elements of the matrix B are continuous
and bounded together with their partial derivatives of first order with re-
spect to variables x1, . . . , xn, t in the closed domain Dτ0,τ , and in this case

B̃yi
∈ L∞(Ωτ0,τ ), i = 1, . . . , n + 1. Therefore, if µi(P ) is the largest char-

acteristic number of the nonnegatively defined symmetric matrix B̃′yi
B̃yi

at

the point P ∈ Ωτ0,τ , then we will have

µ2
0 = sup

P∈Ωτ0,τ

max
1≤i≤n+1

µi(P ) < +∞. (91)

Differentiating system (78) and the boundary conditions (79) with respect
both to yp, 2 ≤ p ≤ n, and to the vector function vp = ũyp

in the domain
Ωτ0,τ , we obtain the following problem:

Evp
yn+1

+
1

yn+1
(A1 − y1E)vp

y1
+

n∑

i=2

Aiv
p
yi

+ B̃vp = F̃yp
− B̃yp

ũ, (92)

Γivp|
S̃iτ0,τ

= f̃ i
yp
, i = 1, 2. (93)

Since by our assumption ũ ∈ W 2
2,λ(Ωτ0,τ ), we get vp ∈ W 1

2,λ(Ωτ0,τ ) and,

applying estimate (90) to the solution vp of problem (92), (93) and to ũ,
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with regard for (91) and (77) for τ < ε we obtain

‖vp‖L2,λ(Ωτ0 ,τ ) ≤
(c1
τ

) 1
2 1√

λ− λ0

2∑

i=1

κi∑

j=1

‖f̃ i
ypj‖L2,λ(S̃iτ0,τ )+

+
1

λ− λ0
‖F̃yp

− B̃yp
ũ‖L2,λ(Ωτ0,τ )≤

(c1
τ

) 1
2 1√

λ− λ0

2∑

i=1

κi∑

j=1

‖f̃ i
ypj‖L2,λ(S̃iτ0,τ )+

+
1

λ− λ0
‖F̃yp

‖L2,λ(Ωτ0,τ ) +
µ0

λ− λ0
‖ũ‖L2,λ(Ωτ0,τ) ≤

≤
(c1
τ

) 1
2 1√

λ− λ0

2∑

i=1

κi∑

j=1

‖f̃ i
ypj‖L2,λ(S̃iτ0,τ ) +

1

λ− λ0
‖F̃yp

‖L2,λ(Ωτ0,τ )+

+
µ0

λ− λ0

[(c1
τ

) 1
2 1√
λ− λ0

2∑

i=1

κi∑

j=1

‖f̃ i
j‖L2,λ(S̃iτ0,τ )+

1

λ− λ0
‖F̃‖L2,λ(Ωτ0,τ )

]
, (94)

p = 2, . . . , n.

By virtue of (78), from the equality 1
yn+1

(yn+1L̃ũ)yn+1
= 1

yn+1
(yn+1F̃ )yn+1

for vp, where p = n + 1, we arrive with regard for (79) at the following
problem:

Evn+1
yn+1

+
1

yn+1
(A1 − y1E)vn+1

y1
+

n∑

i=2

Aiv
n+1
yi

+ B̃vn+1 =

=
1

yn+1
(yn+1F̃ )yn+1

−Evn+1 −
n∑

i=2

Aiv
i − (B̃ + yn+1B̃yn+1

)ũ, (95)

Γivn+1|
S̃iτ0,τ

= f̃ i
yn+1

, i = 1, 2. (96)

For the solution vn+1 of problem (95), (96), by (90)-(94) we have

‖vn+1‖L2,λ(Ωτ0,τ ) ≤
(c1
τ

) 1
2 1√

λ− λ0

2∑

i=1

κi∑

j=1

‖f̃ i
yn+1j‖L2,λ(S̃iτ0,τ )+

+
1

λ− λ0

∥∥∥ 1

yn+1
(yn+1F̃ )yn+1

−Evn+1−

−
n∑

p=2

Apv
p − (B̃ + yn+1B̃yn+1

)ũ
∥∥∥

L2,λ(Ωτ0,τ )
≤

≤
(c1
τ

) 1
2 1√

λ− λ0

2∑

i=1

κi∑

j=1

‖f̃ i
yn+1j‖L2,λ(S̃iτ0,τ )+

+
1

λ− λ0

∥∥∥ 1

yn+1
(yn+1F̃ )yn+1

∥∥∥
L2,λ(Ωτ0,τ )

+

+

n∑

p=2

‖Ap‖
{(c1

τ

) 1
2 1√

λ− λ0

2∑

i=1

κi∑

j=1

‖f̃ypj‖L2,λ(S̃iτ0,τ )+
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+
1

λ− λ0
‖F̃yp

‖L2,λ(Ωτ0,τ ) +
µ0

λ− λ0
×

×
[(c1
τ

) 1
2 1√

λ− λ0

2∑

i=1

κi∑

j=1

‖f̃ i
j‖L2,λ(S̃iτ0,τ )+

1

λ− λ0
‖F̃‖L2,λ(Ωτ0 ,τ )

]}
+

+(1 + τ0)µ0×

+(1 + τ0)µ0

[(c1
τ

) 1
2 1√

λ− λ0

2∑

i=1

κi∑

j=1

‖f̃ i
j‖L2,λ(S̃iτ0,τ )+

1

λ− λ0
‖F̃‖L2,λ(Ωτ0,τ )

]
+

1

λ− λ0
‖vn+1‖L2,λ(Ωτ0,τ ). (97)

Solving inequality (97) with respect to ‖vn+1‖L2,λ(Ωτ0,τ ) for λ > λ0 + 1,

i.e. for 1
λ−λ0

< 1, we get

‖vn+1‖L2,λ(Ωτ0,τ ) ≤ C1

[ 2∑

i=1

‖f̃ i‖
W 1

2,λ
(S̃iτ0,τ ) + ‖F̃ i‖W 1

2,λ
(Ωτ0,τ )

]
, (98)

where C1 is the positive constant depending on the coefficients of system
(1), values σ1, σ2, τ , τ0, λ0, µ0 and parameter λ, but independent of ũ, and

hence of vn+1, f̃ i, F̃ .
According to our assumption above, the planes S0

σ : σt − x1 = 0 for
−σ−1

2 ≤ σ ≤ σ−1
1 are non-characteristic for system (1), and this is equivalent

to the condition

det(A1 − y1E) 6= 0, −σ−1
2 ≤ y1 ≤ σ−1

1 . (99)

By (99), system (78) in Ωτ0,τ can be rewritten as

ũy1
= yn+1(A1 − y1E)−1

[
F̃ −Eũyn+1 −

n∑

i=2

Aiũyi
− B̃ũ

]
,

whence owing to (90), (94) and (98), for v1 = ũy1
we obtain

‖v1‖L2,λ(Ωτ0,τ ) ≤ C2

[ 2∑

i=1

‖f̃ i‖
W 1

2,λ
(S̃iτ0,τ ) + ‖F̃‖W 1

2,λ
(Ωτ0,τ )

]
, (100)

where the positive constant C2 does not depend on ũ, f̃ i, F̃ .
Combining now inequalities (90), (94), (98) and (100) and getting back to

the initial independent variables x1, . . . , xn, t, for the solution u ∈ L2,λ(D)∩
W 2

2,λ(Dτ0,τ ) of problem (1), (2) we find the estimate

‖u‖W 1
2,λ

(Dτ0,τ ) ≤ C3

[ 2∑

i=1

‖f i‖W 1
2,λ

(Siτ0,τ ) + ‖F‖W 1
2,λ

(Dτ0,τ )

]
(101)

with the positive constant C3, not depending on u and f i, F , Siτ0,τ =
Si ∩Dτ0,τ .
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In a similar way we can prove that for the solution u ∈ L2,λ(D) ∩
W k+1

2,λ (Dτ0,τ ), k > 1, of problem (1), (2) the estimate

‖u‖W k
2,λ

(Dτ0,τ ) ≤ C4

[ 2∑

i=1

‖f i‖W k
2,λ

(Siτ0,τ ) + ‖F‖W k
2,λ

(Dτ0,τ )

]
(102)

is valid, where the positive constant C4 does not depend on u, f i, F .
When constructing the solution u ∈ L2,λ(D) of problem (1), (2) whose

existence was stated in Theorem 2, we approximated the vector functions

F̂τ = F
x̃→ξ̃

(F )|
D̂τ

, f̂ j
τ = F

x̃→ξ̃
(f j)|

Ŝjτ
, j = 1, 2; τ = τ0, by the vector func-

tions F̂τp ∈ C∞0 (D̂τ ), f̂ j
τp ∈ C∞0 (Ŝjτ )), j = 1, 2; p = 1, 2, . . . respectively in

the spaces L2,λ(D̂τ ), L2,λ(Ŝjτ ), i.e. there took place equalities (73). Now

approximating vector functions F̂τp and f̂ j
τp can be constructed as follows.

We take the function χp(ξ̃) ∈ C∞(Rn−1) such that 0 ≤ χ(ξ̃) ≤ 1, ξ̃ ∈ Rn−1,

χ(ξ̃) = 1 for |ξ̃| ≤ p and χp(ξ̃) = 0 for |ξ̃| ≥ p + 1. If Fτ ∈ W 1
2,λ(Dτ ),

f j
τ ∈ W 1

2,λ(Sjτ ), j = 1, 2, then as is known [26, p. 205], there exist vector

functions F ∗τp ∈ C∞(Dτ )∩W 1
2,λ(Dτ ), f∗jτp ∈ C∞(Sjτ )∩W 1

2,λ(Sjτ ) such that

‖Fτp − F ∗τp‖W 1
2,λ

(Dτ ) <
1

p
, ‖f j

τp − f∗jτp‖W 1
2,λ

(Sjτ ) <
1

p
. (103)

Assume

F̂τp = χp(ξ̃)Fx̃→ξ̃
(F ∗τp), f̂ j

τp = χp(ξ̃)Fx̃→ξ̃
(f∗jτp), j = 1, 2,

Fτp = F−1

ξ̃→x̃
(F̂τp), f j

τp = F−1

ξ̃→x̃
(f̂ j

τp), j = 1, 2.
(104)

Note that if F |Dε
= 0, f j |Sjε

= 0, j = 1, 2, the vector functions F ∗τp, F̂τp,

f∗jτp, f̂
j
τp, j = 1, 2, 0 < ε < τ = τ0, possess the same property, i.e.

F ∗τp|Dε
= F̂τp|D̂ε

= 0, f∗jτp|Sjε
= f̂ j

τp|Ŝjε
= 0, j = 1, 2. (105)

By equality (71), for the norm of the space W 1
2,λ(Dτ ), for properties of

the function χp(ξ̃) and for relations (103) and (104) we, obviously, have

lim
p→∞

‖Fτ − Fτp‖W 1
2,λ

(Dτ ) = 0. (106)

Analogously,

lim
p→∞

‖f j
τ − f j

τp‖W 1
2,λ

(Sjτ ) = 0. (107)

holds.
Owing to (105) and to our construction above, it is evident that

Fτp ∈
◦

Φk
α(Dτ ), f j

τp ∈
◦

Φk
α(Sjτ ), j = 1, 2,

for any k and α, p = 1, 2, . . . . Therefore according to Remark 12, problem

(1), (52) has the solution uτp ∈
◦

Φk
α(Dτ ) ⊂W 2

2,p(Dτ ), τ = τ0. Now estimate
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(101) implies

‖uτl − uτp‖W 1
2,λ

(Dτ0,τ ) ≤

≤ C3

[ 2∑

i=1

‖f i
τl − f i

τp‖W 1
2,λ

(Siτ0,τ ) + ‖Fτl − Fτp‖W 1
2,λ

(Dτ0,τ )

]
,

from which by (106) and (107) it follows that the sequence {uτp} is funda-
mental in W 1

2,λ(Dτ0,τ ). Consequently, since the space W 1
2,λ(Dτ0,τ ) is com-

plete, there exists the vector function u0
τ ∈W 1

2,λ(Dτ0,τ ) such that uτp → u0
τ

as p → ∞ in the space W 1
2,λ(Dτ0,τ ). On the other hand, by virtue of (74),

as is shown while proving Theorem 2, the same sequence {uτp} converges to
the solution uτ ∈ L2,λ(Dτ ) of problem (1), (52) in the space L2,λ(Dτ ). But
uτ is the narrowing of the solution u of problem (1), (2) of the class L2,λ

to the domain Dτ . Therefore by the uniqueness of the solution of problems
(1), (2) and (1), (52) of the class L2,λ we obtain

u|Dτ0,τ
= u◦τ ∈ W 1

2,λ(Dτ0,τ ),

which was to be demonstrated.
Just in the similar manner, on the basis of estimate (102) we can prove

that under additional smoothness of data of the problem F ∈ W k
2,λ(Dτ0,τ ),

f i ∈ W k
2,λ(Siτ0

), i = 1, 2, 0 < τ < τ0, the solution u of problem (1), (2)

belongs to the space W k
2,λ(Dτ0,τ ).
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