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The congruence subgroup problem for
pure braid groups: Thurston’s proof

D. B. McReynolds

Abstract. We present an unpublished proof of W. Thurston that pure
braid groups have the congruence subgroup property.
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1. Introduction

Let Sg,n denote a surface of genus g with n punctures. The pure mapping
class group PMod(Sg,n) of Sg,n is the subgroup of the group

Diffeo+(Sg,n)/Diffeo+
0 (Sg,n)

of orientation preserving diffeomorphisms that fix each puncture modulo
isotopy. The Dehn–Nielsen Theorem (see [8, Theorem 3.6] for instance) af-
fords us with an injection of PMod(Sg,n) into the outer automorphism group
Out(π1(Sg,n)). Being a subgroup of Out(Sg,n), the pure mapping class group
PMod(Sg,n) is endowed with a class of finite index subgroups called congru-
ence subgroups. For each characteristic subgroup K of π1(Sg,n), we have an
induced homomorphism PMod(Sg,n)→ Out(π1(Sg,n/K)). When K is finite
index, the kernel of the induced homomorphism is a finite index subgroup
of PMod(Sg,n). These subgroups are called principal congruence subgroups
(see Section 2 for a more general discussion) and any finite index subgroup

Received September 19, 2012.
2010 Mathematics Subject Classification. 20F36, 20E36, 20E26.
Key words and phrases. Congruence subgroup problem, pure braid groups.
Partially supported by DMS-1105710.

ISSN 1076-9803/2012

925

http://nyjm.albany.edu/nyjm.html
http://nyjm.albany.edu/j/2012/Vol18.htm


926 D. B. MCREYNOLDS

of PMod(Sg,n) containing a principal congruence subgroup is called a con-
gruence subgroup. The purpose of this article is to address the following
problem sometimes called the congruence subgroup problem (see [2], [10]):

Congruence Subgroup Problem. Is every subgroup of PMod(Sg,n) of
finite index a congruence subgroup?

The congruence subgroup problem for PMod(Sg,n) is a central prob-
lem for understanding Mod(Sg,n) and PMod(Sg,n). A positive answer al-
lows one a means of understanding the finite index subgroup structure of
Mod(Sg,n) and thus profinite completion of Mod(Sg,n). A few potential ap-
plications are a more precise understanding of the subgroup growth asymp-
totics for Mod(Sg,n) and a better understanding of the absolute Galois group

Gal(Q/Q) via its action on the profinite completion of Mod(Sg,n). The first
case to be resolved was for g = 0, n > 0 by Diaz–Donagi–Harbater [6] in
1989 (though explicitly stated in the article only for n = 4). Asada [1,
Theorem 3A, Theorem 5] gave a proof for g = 0, 1 and n > 0 in 2001 (for
g = 1, see also [5] and [7]). Boggi [3, Theorem 6.1] claimed a general so-
lution to the congruence subgroup problem in 2006. However, a gap in [3,
Theorem 5.4] was discovered by Abromovich, Kent, and Wieland1 (see the
forthcoming articles [11, 12] for more on this). Boggi [4, Theorem 3.5] has
since handled the cases of g = 0, 1, 2 (with n > 0, n > 0, n ≥ 0, resp.). All
of these proofs are in the language of algebraic geometry, field extensions,
and profinite groups. In contrast, in 2002 W. Thurston [15] outlined an
explicit, elementary proof for g = 0 that followed the general strategy given
in [1, 3, 4]. This article gives a detailed account based on [15]. For future
reference, we state the result here.

Theorem 1.1. PMod(S0,n) has the congruence subgroup property.

A few words are in order on how Thurston’s proof compares to the proofs
of Asada and Boggi. The proofs of Asada and Boggi are both short and
elegant but use the language of profinite groups. Thurston’s proof is longer
but avoids the use of profinite groups and is essentially an explicit version
of the proofs of Asada and Boggi. All three use the Birman exact sequence
and use the fact that certain groups are centerless to control what one might
call exceptional symmetries. All three use a homomorphism δ introduced
below for this task. The merit of Thurston’s proof is it’s elementary nature;
aside from Birman’s work, the proof uses only elementary group theory.

The second goal of this article is to introduce to a larger audience the
simplicity of this result, be it Asada, Boggi, or Thurston’s proof (see [7] for
a better introduction to Diaz–Donagi–Harbater [6]). In addition, we hope to
spark more interest in the general congruence subgroup problem for mapping

1The gap was discovered by D. Abromovich, R. Kent, and B. Wieland while Abromovich
prepared a review of this article for MathSciNet. They informed Boggi of the gap which
he acknowledged in [4, p. 3].
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class groups, a problem that is substantially more difficult than the simple
case addressed here. Finally, we hope that those less familiar with the tools
used in Asada, Boggi, and Diaz–Donagi–Harbater will see the potential for
their methods, as in comparison to Thurston’s proof, they provide a very
simple and elegant framework for this problem.

Acknowledgements. I would first like to thank Nathan Dunfield for shar-
ing with me Thurston’s ideas. Most of my knowledge on this subject was
gained from conversations with Dunfield and Chris Leininger, and I am
deeply appreciative of the time both gave to me on this topic. I would also
like to acknowledge the hard work of Dan Abromovich, Richard Kent IV,
and Ben Wieland on reading [3]. I would like to give Kent special thanks
for several conversations on this article and on [3, 4]. I would like to thank
Jordan Ellenberg for pointing out [6], and Tom Church, Ellenberg, Benson
Farb, Kent, Andy Putman, Justin Sinz, and the referees for several useful
and indispensable comments on this article. Finally, I would like to thank
Bill Thurston for allowing me to use the ideas presented in this article.

2. Preliminaries

For a group G, the automorphism group of G will be denoted by Aut(G).
The normal subgroup of inner automorphisms will be denoted by Inn(G),
and the group of outer automorphisms Aut(G)/ Inn(G) will be denoted by
Out(G). For an element g ∈ G, the G-conjugacy class of g will be denoted
by [g]. The subgroup of G generated by a set of elements g1, . . . , gr will be
denoted by 〈g1, . . . , gr〉. The center of G will be denoted by Z(G) and the
centralizer of an element g will be denoted by CG(g).

1. Congruence subgroups. Let G be a finitely generated group and Λ
a subgroup of Aut(G) (resp. Out(G)). We say that a normal subgroup H
of G is Λ-invariant if λ(H) < H for all λ in Λ. For such a subgroup, the
canonical epimorphism

ρH : G −→ G/H

induces a homomorphism

ρ?H : Λ −→ Aut(G/H) (resp. ρ∗H : Λ −→ Out(G/H))

defined via the formula

ρ?H(λ)(gH) = λ(g)H.

When H is finite index, ker ρ?H (resp. ker ρ∗H) is finite index in Λ and is
called a principal congruence subgroup. Any subgroup of Λ that contains
a principal congruence subgroup is called a congruence subgroup. We say
that Λ has the congruence subgroup property if every finite index subgroup
of Λ is a congruence subgroup (see Bass–Lubotzky [2] for other examples of
congruence subgroup problems).

The following lemma will be useful throughout this article.
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Lemma 2.1. The finite intersection of congruence subgroups is a congru-
ence subgroup.

The proof of this lemma is straightforward.

2. Geometrically characteristic subgroups. For Λ = PMod(Sg,n) and
G = π1(Sg,n), we call PMod(Sg,n)-invariant subgroups of π1(Sg,n) geomet-
rically characteristic subgroups. We will denote the elements of π1(Sg,n)
generated by simple loops about the n punctures by γ1, . . . , γn. The sub-
group of Aut(Sg,n) that fixes each conjugacy class [γj ] will be denoted by
Autc(π1(Sg,n)) and we set

Outc(π1(Sg,n)) = Autc(π1(Sg,n))/ Inn(π1(Sg,n)).

The image of the pure mapping class group PMod(Sg,n) afforded by the
Dehn–Nielsen Theorem is a subgroup of Outc(π1(Sg,n)). In the case when
g = 0, we list only the elements γ1, . . . , γn−1 generated by simple loops about
the first n−1 punctures. For notational simplicity, we single out the element
γn (or γn−1 in the case g = 0) and denote it simply by λ.

3. The Birman exact sequences. The normal closure of 〈λ〉 will be
denoted by Nλ and yields the short exact sequence

1 // Nλ
// π1(Sg,n)

ρNλ // π1(Sg,n−1) // 1 .

Since Nλ is PMod(Sg,n)-invariant, Nλ is geometrically characteristic and
induces a short exact sequence

1 // Kλ
// PMod(Sg,n)

ρ∗Nλ // PMod(Sg,n−1) // 1 .

We also have the sequence

(1) 1 // π1(Sg,n−1)
µ
// Autc(π1(Sg,n−1))

θ // Outc(π1(Sg,n−1)) // 1,

where µ(η) is the associated inner automorphism given by conjugation by
η; the homomorphism θ is specifically ρµ(π1(Sg,n−1)) or ρInn(π1(Sg,n−1)). These
two sequences are related via a homomorphism

δ : Outc(π1(Sg,n)) −→ Autc(π1(Sg,n−1)).

The map δ is given as follows. First, we select a normalized section of θ

s : Outc(π1(Sg,n)) −→ Autc(π1(Sg,n))

by sending an outer automorphism τ to an automorphism s(τ) such that
s(τ)(λ) = λ. The selection of s(τ) is unique up to right multiplication by
the subgroup 〈µ(λ)〉 of Inn(π1(Sg,n)). As Nλ is Autc(π1(Sg,n))-invariant, we
have an induced homomorphism

ρ?Nλ : Autc(π1(Sg,n)) −→ Autc(π1(Sg,n−1)),

and define δ by
δ(τ) = ρ?Nλ(s(τ)).
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Since the choice of s is unique up to multiplication by the subgroup 〈µ(λ)〉
and ρ?Nλ(µ(λ)) = 1, the map δ is a homomorphism. Under δ, the subgroup

Kλ must map into Inn(π1(Sg,n−1)) since the projection to Outc(π1(Sg,n−1))
is trivial. In fact, there exists an isomorphism

Push: π1(Sg,n−1) −→ Kλ,

and the result is the Birman exact sequence (see [8, Theorem 4.5] for in-
stance)

(2) 1 // π1(Sg,n−1)
Push // PMod(Sg,n)

ρ∗Nλ // PMod(Sg,n−1) // 1.

The aforementioned relationship between the sequences (1) and (2) given by
δ is the content of our next lemma (see for instance [1, p. 130]).

Lemma 2.2. µ = δ ◦ Push.

Lemma 2.2 is well known and there are several ways to prove it. One
proof is to check by direct computation that δ ◦Push = µ. This can be done
explicitly by verifying this functional equation for a standard generating set
for π1(Sg,n−1).

Remark. With regard to the congruence subgroup problem, note that there
are two a priori different congruence subgroup problems for PMod(Sg,n).
One via the inclusion PMod(Sg,n) < Outc(π1(Sg,n)) and one using the ho-
momorphism δ and viewing PMod(Sg,n) < Autc(π1(Sg,n−1)). We will refer
to the first as the congruence subgroup problem and not discuss the obvi-
ously related second version. In particular, for future reference, when we
say a subgroup of PMod(Sg,n) has the congruence subgroup property we
will mean in the first sense.

We finish this section with the following useful lemma.

Lemma 2.3. The ρ∗Nλ-pullback of a congruence subgroup is a congruence
subgroup.

Proof. Given a principal congruence subgroup ker ρ∗∆ of PMod(Sg,n−1) with
associated geometrically characteristic subgroup ∆ of π1(Sg,n−1), the sub-

group ρ−1
Nλ

(∆) is a geometrically characteristic subgroup of π1(Sg,n). The
associated principal congruence is the ρ∗Nλ-pullback of ker ρ∗∆. �

3. Proof of Theorem 1.1

The first and main step in proving Theorem 1.1 is the following (see also
[13, Lemma 2.6] for another proof of this proposition).

Proposition 3.1. Push(π1(S0,n−1)) has the congruence subgroup property.

Actually something stronger is needed and follows as a scholium of Propo-
sition 3.1. Specifically:
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Scholium 3.2. Every finite index subgroup of Push(π1(S0,n−1)) contains the
intersection of a congruence subgroup of PMod(S0,n) with Push(π1(S0,n−1)).

Using Scholium 3.2, we will deduce the following inductive result, which
is the second step in proving Theorem 1.1.

Proposition 3.3. If PMod(S0,n−1) has the congruence subgroup property,
then PMod(S0,n) has the congruence subgroup property.

We now give a quick proof of Theorem 1.1 assuming these results.

Proof of Theorem 1.1. The first nontrivial case occurs when n = 4 where
Proposition 3.1 and (2) establish that PMod(S0,4) has the congruence sub-
group property. Specifically, Push(π1(S0,3)) = PMod(S0,4). From this
equality, one obtains Theorem 1.1 by employing Proposition 3.3 induc-
tively. �

4. Proof of Proposition 3.3

As the proof of Proposition 3.3 only requires the statement of Propo-
sition 3.1, we prove Proposition 3.3 before commencing with the proof of
Proposition 3.1.

Proof of Proposition 3.3. Given a subgroup Λ0 of PMod(S0,n) of finite
index, by passing to a normal finite index subgroup Λ < Λ0, it suffices to
prove that Λ is a congruence subgroup. From Λ, we obtain a surjective
homomorphism

ρΛ : PMod(S0,n) −→ PMod(S0,n)/Λ = Q.

We decompose Q via the Birman exact sequence. Specifically, the Birman
exact sequence (2) produces a diagram

(3) 1 // π1(S0,n−1)
Push //

p

��

PMod(S0,n)
ρ∗Nλ //

ρΛ

��

PMod(S0,n−1)

r

��

// 1

1 // P // Q // R // 1.

Note that since this diagram is induced from the Birman sequence, both
p, r are surjective homomorphisms though possibly trivial. According to
Scholium 3.2, there exists a homomorphism

ρΓ : π1(S0,n) −→ π1(S0,n)/Γ

with finite index, geometrically characteristic kernel Γ such that

(4) ker(ρ∗Γ ◦ Push) < Push(ker p).

As we are assuming PMod(S0,n−1) has the congruence subgroup property,
by Lemma 2.1 and Lemma 2.3, it suffices to find a finite index subgroup
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∆ of PMod(S0,n−1) such that ker ρ∗Γ ∩ (ρ∗Nλ)−1(∆) < ker ρΛ. The subgroup

∆ = ρ∗Nλ(ker ρ∗Γ ∩ ker ρΛ) is our candidate. We assert that

ker ρ∗Γ ∩ (ρ∗Nλ)−1(ρ∗Nλ(ker ρ∗Γ ∩ ker ρΛ)) < ker ρΛ.

To see this containment, first note that

(ρ∗Nλ)−1(ρ∗Nλ(ker ρ∗Γ ∩ ker ρΛ)) = Push(π1(S0,n−1)) · (ker ρ∗Γ ∩ ker ρΛ).

Every element in the latter subgroup can be written in the form sk where s
is an element of Push(π1(S0,n−1)) and k is an element of ker ρ∗Γ ∩ ker ρΛ. If
γ is an element of

ker ρ∗Γ ∩ (Push(π1(S0,n−1)) · (ker ρ∗Γ ∩ ker ρΛ)),

then writing γ = sk, we see that since both sk and k are elements of ker ρ∗Γ,
then so is s. In particular, it must be that s is an element of ker ρ∗Γ ∩
Push(π1(S0,n−1)). By (4), we have

ker(ρ∗Γ ◦ Push) = ker ρ∗Γ ∩ Push(π1(S0,n−1)) < Push(ker p),

and so s is an element of Push(ker p). Therefore, we now know that

ker ρ∗Γ ∩ (ρ∗Nλ)−1(ρ∗Nλ(ker ρ∗Γ ∩ ker ρΛ)) < Push(ker p) · (ker ρ∗Γ ∩ ker ρΛ).

Visibly, any element of Push(ker p) · (ker ρ∗Γ∩ker ρΛ) is an element of ker ρΛ,
and so we have

ker ρ∗Γ ∩ (ρ∗Nλ)−1(ρ∗Nλ(ker ρ∗Γ ∩ ker ρΛ)) < ker ρΛ

as needed. �

We note that the above proof makes no use of the assumption g = 0,
provided one knows Proposition 3.1 for Push(π1(Sg,n−1)). Indeed, the above
proof is entirely formal, in the following sense. Assume that we have a
surjective homomorphism

ψ : G < Out(Λ) −→ H < Out(Γ)

with kernel K = kerψ. If K,H have the congruence subgroup property (K
needs to satisfying the a priori stronger condition as in Scholium 3.2) and
the ψ-pullback of congruence groups in H are congruence subgroups of G,
then G has the congruence subgroup property.

5. Proof of Proposition 3.1

We now prove Proposition 3.1; after reading the proof, the reader will
easily see our proof yields Scholium 3.2. The proof is split into two steps.
First, we reduce Proposition 3.1 to a purely group theoretic problem using
Lemma 2.2. Using elementary methods, we then solve the associated group
theoretic problem. Keep in mind that one of our main goals is keeping the
proof of Theorem 1.1 as elementary as possible by which we mean mainly
the avoidance of profinite methods. The trade off is that our arguments
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are longer. A good example of this trade off is our proof of Lemma 5.5 in
comparison to [1, Lemma 1], [4, Lemma 2.6], or [13, Proposition 2.7].

Given a finite index subgroup Γ0 of π1(S0,n−1), we first pass to a finite
index normal (in π1(S0,n−1)) subgroup Γ of Γ0 with associated homomor-
phism

ρΓ : π1(S0,n−1)→ π1(S0,n−1)/Γ = P0.

It suffices to show that Γ is a congruence subgroup and this will now be our
goal.

Step 1. We first describe congruence subgroups in π1(S0,n−1). Given a
geometrically characteristic subgroup ∆ of π1(S0,n) with associated homo-
morphism

ρ∆ : π1(S0,n)→ π1(S0,n)/∆ = Q,

we obtain a geometrically characteristic subgroup Γ of π1(S0,n−1) via the
commutative diagram

(5) π1(S0,n)
ρNλ //

ρ∆

��

π1(S0,n−1)

ρΓ

��

Q ρρ∆(Nλ)

// Q/ρ∆(Nλ) = P0.

In addition, we have the homomorphism

µ : P0 −→ Inn(P0) = P0/Z(P0),

where Z(P0) is the center of P0. We would like, as before, to define a
homomorphism

δ : Outc(Q) −→ Autc(P0)

that relates ρ∗∆ ◦ Push and µ ◦ p0. Proceeding as before, we define the map

δ : Outc(Q) −→ Autc(P0).

Unfortunately, δ need not be a homomorphism. To be precise, we set
Autc(Q) to be the subgroup of Aut(Q) of automorphisms that preserve the
conjugacy classes [ρ∆(γ1)], . . . , [ρ∆(γn−2)], [ρ∆(λ)] and

Outc(Q) = Autc(Q)/ Inn(Q).

Similarly, Autc(P0) is the subgroup of Aut(P0) that preserve the classes
[ρΓ(γ1)], . . . , [ρΓ(γn−2)]. We take a normalized section

s : Outc(Q) −→ Autc(Q)

by mandating that s(τ)(ρ∆(λ)) = ρ∆(λ) and then apply the homomorphism

ρ?ρ∆(Nλ) : Autc(Q) −→ Autc(P0)

induced by the homomorphism ρρ∆(Nλ). The ambiguity in the selection
of the section s is up to multiplication by the subgroup µ(CQ(ρ∆(λ))) of
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Inn(Q), the image of the centralizer of ρ∆(λ) in Q under µ. Provided
CQ(ρ∆(λ)) maps to the trivial subgroup under ρρ∆(Nλ), the resulting map

δ : Outc(Q) −→ Autc(P0)

given by δ = ρ?ρ∆(Nλ) ◦ s is a homomorphism.

Lemma 5.1. If CQ(ρ∆(λ)) < ρ∆(Nλ), then δ is a homomorphism and

δ ◦ ρ∗∆ ◦ Push = µ ◦ ρΓ.

Proof. The essence of this lemma is that in the diagram
(6)

Outc(Q)

s
��

δ

��

Outc(π1(S0,n)) s
//

δ ((

ρ∗∆

33

Autc(π1(S0,n))
ρ?∆ //

ρ?Nλ
��

Autc(Q)

ρ?
ρ∆(Nλ) $$

π1(S0,n−1)

Push
88

µ
//

ρΓ
''

Autc(π1(S0,n−1))
ρ?Γ // Autc(P0)

P0

µ

22

we can push the bottom map µ ◦ ρΓ through to the top map δ ◦ ρ∗∆ ◦ Push.
The chief difficulty in proving this assertion is the noncommutativity of the
top most square ((10) below) in (6). To begin, the diagrams

(7) π1(S0,n−1)

ρΓ

��

µ
// Autc(π1(S0,n−1))

ρ∗Γ
��

P0
µ

// Autc(P0)

and

(8) Autc(π1(S0,n))

ρ?∆
��

ρ?Nλ // Autc(π1(S0,n−1))

ρ?Γ
��

Autc(Q)
ρ?
ρ∆(Nλ)

// Autc(P0)

commute. The commutativity of (7) and (8) in tandem with Lemma 2.2
yield the following string of functional equalities:

µ ◦ ρΓ = ρ?Γ ◦ µ (by (7))

= ρ?Γ ◦ δ ◦ Push (by Lemma 2.2)

= ρ?Γ ◦ ρ?Nλ ◦ s ◦ Push (by definition of δ)

= ρ?ρ∆(Nλ) ◦ ρ
?
∆ ◦ s ◦ Push (by (8)).
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We claim that

(9) ρ?ρ∆(Nλ) ◦ s ◦ ρ
∗
∆ = ρ?ρ∆(Nλ) ◦ ρ

?
∆ ◦ s

holds. However, since the diagram

(10) Autc(π1(S0,n))
ρ?∆ // Autc(Q)

Outc(π1(S0,n))

s

OO

ρ∗∆

// Outc(Q)

s

OO

need not commute, to show (9), we must understand the failure of (10) to
commute. Note that the validity of (9) amounts to showing the failure of the
commutativity of (10), namely (ρ?∆(s(τ)))−1s(ρ∗∆(τ)), resides in the kernel
of ρ?ρ∆(Nλ). To that end, set

θ : Autc(π1(S0,n)) −→ Outc(π1(S0,n))

and

θ : Autc(Q) −→ Outc(Q)

to be the homomorphisms induced by reduction modulo the subgroups
Inn(π1(S0,n)) and Inn(Q), respectively. As s and s are normalized sections

of θ and θ, we have

(11) θ ◦ s = Id, θ ◦ s = Id.

The commutativity of the diagram

Autc(π1(S0,n))
ρ?∆ //

θ
��

Autc(Q)

θ
��

Outc(π1(S0,n))
ρ∗∆

// Outc(Q)

with (11) yields

(12) θ ◦ ρ?∆ ◦ s = ρ∗∆, θ ◦ s ◦ ρ∗∆ = ρ∗∆.

Since s(τ)(λ) = λ and s(τ)(ρ∆(λ)) = ρ∆(λ), we also have

ρ?∆(s(τ))(ρ∆(λ)) = s(ρ∗∆(τ))(ρ∆(λ)) = ρ∆(λ).

This equality in combination with (12) imply that ρ?∆(s(τ)) and s(ρ∗∆(τ))
differ by multiplication by an element of µ(CQ(ρ∆(λ))). Equivalently, the
element

(ρ?∆(s(τ)))−1s(ρ∗∆(τ)),

which measures the failure of the commutativity of (10), resides in the sub-
group µ(CQ(ρ∆(λ))). However, by assumption, CQ(ρ∆(λ)) < ker ρρ∆(Nλ)



CONGRUENCE SUBGROUP PROBLEM FOR PURE BRAID GROUPS 935

and so we have the equality claimed in (9). Continuing our string of func-
tional equalities started prior to (9), the following string of functional equal-
ities completes the proof:

µ ◦ ρΓ = ρ?ρ∆(Nλ) ◦ ρ
?
∆ ◦ s ◦ Push (by the computation above)

= ρ?ρ∆(Nλ) ◦ s ◦ ρ
∗
∆ ◦ Push (by (9))

= δ ◦ ρ∗∆ ◦ Push (by definition of δ). �

Definition 5.2. Given a finite index normal subgroup Γ of π1(S0,n−1) with
associated homomorphism ρΓ : π1(S0,n−1) → P0, we say ρΓ is induced by
π1(S0,n) if

(a) ρΓ arises as in (5) from a geometrically characteristic subgroup ∆ of
π1(S0,n).

(b) The map δ is a homomorphism; equivalently

CQ(ρ∆(λ)) < ker ρρ∆(Nλ).

Under these assumptions, by Lemma 5.1,

δ ◦ ρ∗∆ ◦ Push = µ ◦ ρΓ.

Consequently,

ker(ρ∗∆ ◦ Push) < ker(µ ◦ ρΓ).

The following immediate corollary justifies our interest in subgroups induced
by π1(S0,n).

Corollary 5.3. If Γ is a finite index normal subgroup of π1(S0,n−1) has
associated homomorphism ρΓ induced by π1(S0,n), then ker(µ ◦ ρΓ) is a con-
gruence subgroup.

By Corollary 5.3, we have reduced the proof of Proposition 3.1 to the
proof of the following lemma.

Lemma 5.4. Let Γ be a finite index normal subgroup of π1(S0,n−1). Then
there exists a finite index normal subgroup Γ′ of π1(S0,n−1) whose associated
homomorphism ρΓ′ is induced by π1(S0,n) and ker(µ ◦ ρΓ′) < Γ.

Step 2. The proof of Lemma 5.4 will also be split into two parts. This
division is natural in the sense that we need to produce a homomorphism
induced by π1(S0,n) and also control the center of the target of the induced
homomorphism. We do the latter first via our next lemma as this lemma is
only needed at the very end of the proof of Lemma 5.4. In addition, some
of the ideas used in the proof will be employed in the proof of Lemma 5.4
(see [13, Proposition 2.7] for a more general result).

Lemma 5.5. Let p : π1(S0,n−1) −→ P be a surjective homomorphism with
|P | < ∞ and n > 3. Then there exists a finite extension P0 of P and a
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surjective homomorphism p0 : π1(S0,n−1) −→ P0 such that the diagram

π1(S0,n−1)
p
//

p0
$$

P

P0

OO

commutes and Z(P ) = 1.

Before proving this lemma, we again note that the lemma is a formal
result. Namely, every rank r > 1 finite group has a rank r finite extension
with trivial center. The proof below proves precisely this statement.

Proof. First note that if P is cyclic, then ker p contains the kernel of the
homology map π1(S0,n−1)→ H1(S0,n−1,Z/mZ) for some m. In this case, we
replace P withH1(S0,n−1,Z/mZ). Since n > 3, the groupH1(S0,n−1,Z/mZ)
is not cyclic and so we may assume P is not cyclic. For a fixed prime `,
let V` denote the F`-group algebra of P where F` is the finite field of prime
order `. Recall

V` =

∑
p′∈P

αp′p
′, αp′ ∈ F`


is an F`-vector space with basis P and algebra structure given by polynomial
multiplication. The group P acts by left multiplication on V` and this action
yields the split extension V` o P . Let p(γj) = pj and set R` to be the
subgroup V` o P generated by

{(1, p1), (0, p2), . . . , (0, pn−2)} = {r1, r2, . . . , rn−2} .

We have a surjective homomorphism r : π1(S0,n−1)→ R` given by r(γj) = rj .
If p1 has order k1, note that

rk1
1 = (1, p1)k1 = (1 + p1 + · · ·+ pk1−1

1 , 1).

Now assume that r′ ∈ Z(R`) is central and of the form (v, p′). It follows
that p′ ∈ Z(P ) and

v + p′(1 + p1 + · · ·+ pk1−1
1 ) = v + (1 + p1 + · · ·+ pk1−1

1 ).

Canceling v from both side, we see that

p′ + p′p1 + · · ·+ p′pk1−1
1 = 1 + p1 + · · ·+ pk1−1

1 .

In particular, there must be some power k such that p′pk1 = 1 and so p′ ∈
〈p1〉. Next, set W` to be the F`-group algebra of R` and let S` be the
subgroup of W` oR` generated by the set

{(1, (1, p1)), (0, (0, p2)), . . . , (0, (0, pn−2))} = {(1, r1), (0, r2), . . . , (0, rn−2)}
= {s1, s2, . . . , sn−2} .
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We again have a surjective homomorphism s : π1(S0,n−1) → S` given by
s(γj) = sj . As before, if s′ ∈ Z(S`) is central and of the form (w, r′), then
r′ ∈ Z(R`) and r′ ∈ 〈r1〉. In particular, for some k ≤ |r1|, we have

r′ = (1 + p1 + · · ·+ pk−1
1 , pk1).

Since r′ ∈ Z(R`), we have

rjr
′ = (0, pj)r

′ = r′(0, pj) = r′rj

for j > 1. This equality yields the equation

pj(1 + p1 + · · ·+ pk−1
1 ) = 1 + p1 + · · ·+ pk−1

1 .

As before, this equality implies pj ∈ 〈p1〉 for all j > 1 since k < |r1|.
However, if this holds, P must be cyclic. As P is noncyclic, r′ must be
trivial and s′ has the form (w, 0). For (w, 0) to be central in S`, we must
have

(w, 0)(0, rj) = (0, rj)(w, 0)

for all j 6= 1 and

(w, 0)(1, r1) = (1, r1)(w, 0).

These equalities imply that rjw = w for j = 1, . . . , n−2. Since {rj} generate
R`, the element w must be fixed by every element r ∈ R`. However, the
only vectors in W` that are fixed by every element of R` are of the form (see
for instance [9, p. 37])

wα = α
∑
r∈R`

r, α ∈ F`.

Let C be the normal cyclic subgroup S`∩〈(w1, 0)〉 of S`, P0 = S`/C, and pj,`
be the image of sj under this projection. By construction, P0 is centerless
and for the homomorphism

p0 : π1(S0,n−1) −→ P0

given by p0(γj) = pj,`, we have ker p0 < ker p. To see the latter, we simply
note that we have the commutative diagram

π1(S0,n−1)

s

��

p0

��

r

&&

p

))
S` // P0

// R` // P,

where the bottom maps are given by

sj 7−→ pj,` 7−→ rj 7−→ pj = p(γj). �

We are now ready to prove Lemma 5.4.
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Proof of Lemma 5.4. Given a normal subgroup Γ of π1(S0,n−1) of finite
index, we must show that there exists a finite index normal subgroup Γ′ of
π1(S0,n−1) with associated homomorphism ρΓ′ that is induced by π1(S0,n)
and ker(µ◦ρΓ′) < Γ. By Lemma 5.5, we may assume that P = π1(S0,n−1)/Γ
is centerless. The homomorphism ρΓ provides us with a homomorphism

ρΓ ◦ ρNλ : π1(S0,n) −→ P.

Let U` be the F`-group algebra of P and define

ϕ : π1(S0,n) −→ U` o P

by

ϕ(λ) = (1, ρΓ ◦ ρNλ(λ)), ϕ(γj) = (0, ρΓ ◦ ρNλ(γj)).

Note that the normal closure (in ϕ(π1(S0,n))) of ϕ(λ) contains the centralizer
of ϕ(λ). Indeed, the normal closure of ϕ(λ) is simply U` ∩ ϕ(π1(S0,n)). If
(v, p′) ∈ ϕ(π1(S0,n)) commutes with (1, 1) = ϕ(λ), then

(v, p′)(1, 1) = (v + p′, p′) = (v + 1, p′) = (1, 1)(v, p′).

Thus, p′ = 1 and (v, p′) ∈ U`. By construction, the diagram

(13) π1(S0,n)

ϕ

��

ρNλ // π1(S0,n−1)

ρΓ

��

U` o P ρU`

// P

commutes. This representation is unlikely to have a geometrically char-
acteristic kernel. We rectify that as follows. Let Oϕ denote the orbit of
ϕ under the action of Autc(π1(S0,n)) on Hom(π1(S0,n), U` o P ) given by
pre-composition. We define a new homomorphism

q : π1(S0,n) −→ Q <
⊕
ϕ′∈Oϕ

U` o P,

by

q =
⊕
ϕ′∈Oϕ

ϕ′.

By construction, the kernel of this homomorphism is geometrically charac-
teristic. In addition, each representation ϕ′ has the property that the normal
closure of ϕ′(λ) contains the centralizer of ϕ′(λ). Note that this follows from
the fact that this containment holds for ϕ and the homomorphism ϕ′ is equal
to ϕ ◦ τ for some τ ∈ Autc(π1(S0,n)). As τ preserves the conjugacy class
[λ], ϕ′(λ) is conjugate to ϕ(λ) in U` o P . Let Γ′ be the finite index normal
subgroup of π1(S0,n−1) with associated homomorphism ρΓ′ induced by the
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homomorphism q. Namely we have the diagram

π1(S0,n)

q

��

ρNλ // π1(S0,n−1)

ρΓ′

��

Q ρq(Nλ)

// Q/q(NΛ) = P0.

We assert that we have the inclusion ker(µ ◦ ρΓ′) < Γ. To see this contain-
ment, we first observe that

Q/q(Nλ) = P0 <
⊕
ϕ′∈Oϕ

ϕ′(π1(S0,n))/ϕ′(Nλ) =
⊕
ϕ′∈Oϕ

P.

Composing with the projection map πϕ onto the factor ϕ(π1(S0,n)) associ-
ated with ϕ, we get the commutative diagram

(14) π1(S0,n)

ρNλ
��

q
// Q

ρq(Nλ)

��

πϕ
// U` o P

ρU`
��

π1(S0,n−1) ρΓ′
// P0 πϕ

// P.

Now, if γ ∈ ker(µ ◦ ρΓ′), then ρΓ′(γ) is central in P0. As central elements
map to central elements under homomorphisms, πϕ(ρΓ′(γ)) must be central
in P . However, by assumption P is centerless and so πϕ(ρΓ′(γ)) = 1. Since
πϕ ◦ ρΓ′ = p by (13) and (14), we see that ρΓ(γ) = 1. Therefore,

ker(µ ◦ ρΓ′) < Γ. �

The construction above only uses that π1(S0,n−1) is a free group in the
proof of Lemma 5.5. With more care, the same method used in the proof of
Lemma 5.5 can be used to prove the following (for g = 1, we must assume
n > 1)—this again follows from [13, Proposition 2.7].

Lemma 5.6. Let p : π1(Sg,n−1) −→ P be a surjective homomorphism with
|P | < ∞ and n > 3 if g = 0, n > 0 if g = 1. Then there exists a finite
extension P0 of P and a surjective homomorphism p0 : π1(Sg,n−1) −→ P0

such that the diagram

π1(Sg,n−1)
p
//

p0
$$

P

P0

OO

commutes and Z(P ) = 1.

The issue in proving this lemma versus the proof of Lemma 5.5 is that
we must take additional care in selecting the vector components in the F`-
group algebra of P in order to produce a homomorphism into V` oP ; there
are nontrivial relations that must be satisfied now. Unwrapping [13] in this
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context, this selection corresponds to a nontrivial solution of an F`-linear
system. The condition required in the proof of Proposition 2.7 in [13] ensures
the dimension of the solution space is positive. Specifically, they require
a positive deficiency of the presentation (more generators than relations),
a condition that holds for the standard representation of a closed surface
group. For example, if we take the presentation

{α1, β1, α2, β2 : [α1, β1][α2, β2]}

for the genus two surface group and are given a homomorphism of the surface
group to a finite group P0 with

αj 7→ Aj , βj 7→ Bj , Aj , Bj ∈ P0.

Setting V` to be the F`-group algebra of P0 and sending

αj 7→ (vj , Aj), βj 7→ (wj , Bj) < V` o P0,

we must have the (linear) equation hold in order for the map into V` o P0

to be a homomorphism:

(1−A1B1A
−1
1 )v1 + (A1 − [A1, B1])w1 + ([A1, B1](1−A2B2A

−1
2 ))v2

+ ([A1, B1]A2B2 − 1)w2 = 0.

We can, for instance, select v2 = w1 = w2 = 0 and v1 = v = B−1
1 [A2, B2].

In fact, for higher genus surface groups, setting all vj , wj to zero except for

v1, we can make the selection v1 = B−1
1 [A2, B2] . . . [Ag, Bg]. Another choice

would be to set v1 = v2 = w1 = 0 and w2 = A−1
2 B−1

2 and for higher genus

setting w2 = A−1
2 B−1

2 [A3, B3] . . . [Ag, Bg]. With any of these selections, the
same argument employed in the free case yields a proof of Lemma 5.6. In
total, this yields an elementary proof of the following—this also follows from
[13, Lemma 2.6].

Proposition 5.7. Push(π1(Sg,n−1)) has the congruence subgroup property
(when g = 1, n > 1).

Finally, since the proof of Proposition 3.3 does not require g = 0, we have
an elementary proof of the following, which was also proved in [1, Theorem
2] and [4, Proposition 2.3].

Proposition 5.8. If PMod(Sg,n−1) has the congruence subgroup property,
then PMod(Sg,n) has the congruence subgroup property.

6. Comparison of the proofs

We conclude this article with a more detailed comparison of the proofs
of Theorem 1.1. Instead of using the homomorphisms δ employed above,
Asada extends the homomorphism δ to

δ̂ : Outc( ̂π1(Sg,n)) −→ Autc( ̂π1(Sg,n−1)).
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The group Autc( ̂π1(Sg,n)), for any n, is the group of continuous automor-

phisms of the profinite completion ̂π1(Sg,n) that preserve the conjugacy

classes [γj ] and [λ]. We set Outc( ̂π1(Sg,n)) = Autc( ̂π1(Sg,n))/ Inn( ̂π1(Sg,n)).

This extension is defined as before, though some care is needed in showing δ̂

is a homomorphism. The result of the construction of δ̂ yields a relationship
similar to Lemma 2.2 and is equivalent to our Step 1. The final ingredient

needed is the fact that Z( ̂π1(Sg,n)) is trivial, which is equivalent to Lemma
5.5. Indeed, we have a sequence

̂π1(Sg,n−1)
P̂ush // Outc( ̂π1(Sg,n))

ρ̂∗Nλ // Outc( ̂π1(Sg,n−1)) // 1.

Proposition 3.1 is equivalent to the injectivity of P̂ush. The homomorphism

δ̂ relates this profinite version of (2) to the profinite version of (1)

̂π1(Sg,n−1)
µ̂
// Autc( ̂π1(Sg,n−1)) // Outc( ̂π1(Sg,n−1)) // 1.

Specifically, the relationship is

(15) µ̂ = δ̂ ◦ P̂ush.

Thus, the injectivity of P̂ush follows from the triviality of Z( ̂π1(Sg,n−1)).
Note that it is not obvious that (15) holds and this was established in [14].
The content of Step 1 and parts of Step 2 reprove (15). Boggi’s proof [4, p.
4–5] is essentially the same Asada’s proof though with different language and
different notation that might initially veil the similarities. His analysis of

centralizers in ̂π1(Sg,n) is different as he makes use of cohomological dimen-
sion and Shapiro’s Lemma. Like the other two proofs, he also makes use of

the homomorphism δ̂. To summarize, in all of the proofs mentioned above,
the main thrust is the reduction of Proposition 3.1 to a group theoretic
statement like Lemma 5.4 followed by an argument that controls centers
like Lemma 5.5.

The proof given by Diaz–Donagi–Harbater [6] also requires control of
symmetries and a generalization of a group theoretic analog of their proof
is given in [7]. However, their proof is sufficiently different from the rest as
it is more geometric in nature.

Boggi’s general framework for the congruence subgroup problem intro-
duced in [3] and [4] is a step in resolving the congruence subgroup problem
in general. Despite the gap in [3], his work has introduced new tools and
also he proves results that may be of independent interest to algebraic ge-
ometers, geometric group theorists, and geometers. Those with interests in
these fields should study his work at far greater depth than what has been
presented in this article. The recent article of Kent [11] is a beautiful intro-
duction to the current state and parallels the approach to the congruence
subgroup problem in the linear setting.
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