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Discrete/continuous elliptic Harnack
inequality and kernel estimates for

functions of the Laplacian on a graph

Mark Cerenzia and Laurent Saloff-Coste

Abstract. This paper introduces certain elliptic Harnack inequalities
for harmonic functions in the setting of the product space M×X, where
M is a (weighted) Riemannian manifold and X is a countable (symmet-
rically weighted) graph. Since some standard arguments for the ellip-
tic case fail in this “mixed” setting, we adapt ideas from the discrete
parabolic case found in Delmotte, 1999. We then present some useful
applications of this inequality, namely, a kernel estimate for functions
of the Laplacian on a graph that are in the spirit of Cheeger–Gromov–
Taylor, 1982. This application in turn provides sharp estimates for
certain Markov kernels on graphs, as suggested in Section 4 of a forth-
coming paper by Persi Diaconis and the second author. We then close
with an application to convolution power estimates on finitely generated
groups of polynomial growth.
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In [13], Moser proves a (by now classical) elliptic Harnack inequality for
positive solutions of a uniformly elliptic differential operator. In its most
basic form, the elliptic Harnack inequality in Rm says that, for δ ∈ (0, 1),
there is a C = C(δ) > 0 such that if f is a positive harmonic function on
B = Br(x) ⊂ Rm, then

sup
δB

f ≤ C min
δB

f.
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Here, δB denotes the ball concentric with B and with radius δr. Moser
later extends this result in [14] to derive the more powerful parabolic Har-
nack inequality. Inequalities of this type have many applications, such as
exhibiting Holder continuity, deriving Gaussian bounds for the heat kernel,
bounding the dimension of the space of harmonic functions, as well as many
other results concerning the underlying geometry of spaces.

It was shown by the second author in [17] (and independently by Grigor’-
yan [11]) that the conjunction of two geometric properties — Volume Dou-
bling and the L2 Poincaré Inequality — is equivalent to the parabolic Har-
nack inequality. These concepts in turn are equivalent to the heat kernel
satisfying Gaussian bounds. For precise statements and details, see, e.g.,
[18]. This circle of ideas was later extended to the graph setting by Thierry
Delmotte, first for the elliptic case in [6] and then later for the parabolic
case in [7].

Here, we are interested in the analogous elliptic Harnack inequality for
harmonic functions on a product space M × X, where M is a (weighted)
Riemannian manifold and X is a locally finite graph (see Section 1 for defi-
nitions). As we will see below, this result is useful for extending traditional
applications of Harnack inequalities to discrete spaces (see Sections 4 and
5). Although a good portion of the standard arguments of Moser and Del-
motte can be used in deriving the elliptic Harnack inequality for our “mixed”
space, we will see below that the arguments do not extend as readily as one
may initially expect. In fact, a crucial argument for the discrete elliptic case
[6] does not work in this mixed setting.

The outline of this paper is as follows. The first section will introduce the
notation and relevant geometric assumptions for our main results. Here we
discuss classical geometric assumptions as well as an additional uniformity
assumption required for the graph setting. In section 3, we address the
issues raised in the previous paragraph to confirm that the elliptic Harnack
inequality does indeed extend to the mixed product M × X. Presenting
our main application, Section 4 derives kernel estimates for functions of the
Laplacian on a graph. In pursuing this application, we sharpen an interesting
and amazingly general bound of Carne and Varopoulos in [1]. Lastly, we
mention some corollaries of these results for Markov Chains on Groups.

1. Notation and set up

Part of this paper concerns estimates on the product of a (Riemannian)
manifold and a (symmetrically) weighted graph. This section covers the
main definitions related to a symmetrically weighted graph, which is akin
to a Riemannian structure and which naturally gives rise to a reversible
Markov chain (see Section 4).

Note 1.1. It is important to emphasize that as we make estimates, a given
constant will absorb extraneous factors. Although some computations with
such constants are made explicit (e.g., by including powers of the constant
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after a step), it is implied that these will be absorbed into a single constant,
usually having the same name.

The continuous part of our product will be a complete Riemannian Man-
ifold (M, g). We denote the resulting volume measure by µ and define the
Laplacian on C∞c (M) as ∆ = div grad . This operator extends to an (es-
sentially) self-adjoint operator on L2(M). The reader should take care to
note our sign convention, which agrees with the discrete Laplacian we define
below; in particular, ∆ defined above is a nonpositive operator. Our results
will additionally apply to weighted spaces. That is, a space with volume
measure dν = σdµ for some positive function σ ∈ C∞(M). The associated
Laplacian then becomes

∆σ = σ−1div(σ grad)

(see, for example, the paper of Grigor’yan and Saloff-Coste [12]).
For the other component of the product, let X be a discrete space and

let µ : X × X → R+, (u, v) 7→ µuv = µvu be a symmetric weight. This
function induces a graph structure on X by declaring an edge between u
and v, written u ∼ v, if µuv > 0. Define a measure by m(u) =

∑
u∼v µuv

and the “volume” of subsets E ⊂ X by

m(E) :=
∑
u∈E

m(u).

We can further define the (geodesic) distance between two vertices u, v ∈ X
as dX(u, v) = shortest number of edges between u and v. We can then
denote by Br(u) the open ball {v ∈ X | dX(u, v) < r}. Notice that our
convention differs from the notation of Delmotte, who lets B(u, r) denote
the closed ball {v ∈ X | dX(u, v) ≤ r}. For simplicity, we assume the graph
is connected in the sense that m(u) > 0 for all u ∈ X. Lastly, for a subset
E ⊂ X, define its boundary as ∂E = {u /∈ E | u ∼ v, for some v ∈ E} and
set E∗ = E ∪ ∂E.

As the name of this paper suggests, we aim to discuss analytic results
that involve this graph setting. Thus we recall a few relevant quantities of
the discrete calculus. Let h, g : X → R be functions on our graph. For the
“energy” (or gradient, more loosely), we will write

∇Xh · ∇Xg(u) :=
1

m(u)

∑
v∈X

µuv(h(u)− h(v))(g(u)− g(v)),

and for the discrete Laplacian,

∆Xh(u) :=
1

m(u)

∑
v∼u

µuv(h(v)− h(u)).

Notice these quantities are well defined since the graph is assumed to be
connected.
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Consider the mixed space M ×X endowed with the Pythagorean metric

d :=
√
d2
M + d2

X (this choice is only for convenience). For a function f :

M ×X → R, (x, u) 7→ f(x, u), we write

|∇f(x, u)|2 = |∇Mf(x, u)|2 + |∇Xf(x, u)|2.

Likewise, the Laplacian on M ×X becomes

∆f(x, u) := ∆Mf(x, u) + ∆Xf(x, u).

Here, the operators ∇M ,∆M ,∇X ,∆X are applied to the indicated argu-
ment; for example,

∆Xf(x, u) =
∑
v∼u

µuv
m(u)

(f(x, v)− f(x, u)).

We close this section with a discussion of harmonic functions in our set-
ting. Let Ω = ΩM × ΩX ⊂ M × X be a subset with ΩM open. We now
define the appropriate notion of solution to the equation

(1) ∆f(x, u) = ∆Mf(x, u) + ∆Xf(x, u) = 0

for (x, u) ∈ Ω.

Definition 1.1. We say that f : Ω ≡ ΩM × ΩX → R is (weakly) harmonic
on Ω if fu ∈ L2(ΩM ,R) for every u ∈ ∂ΩX , fu ∈ H1(ΩM ,R) for every
u ∈ ΩX , and∑

u∈ΩX

∫
ΩM

[−∇Mfu(x) · ∇Mφu(x) + φu(x)∆Xfu(x)] = 0

for all φ ∈ H1
0 (Ω,R).

Fix u ∈ ΩX , and write fu(x) := f(x, u) and gu(x) := −
∑

v∼u
µuv
m(u)fv(x).

Define a second order elliptic operator L = ∆M − I, where I is the identity
operator. Then equation (1) becomes

(Lfu)(x) = gu(x).

With this notation, the regularity of a given harmonic function f on Ω
can easily be determined by the classical elliptic regularity theorem (see,
e.g., Chapter 9 of Folland’s text [10]). Namely, if Lfu = gu ∈ Hs(ΩM ,R),
s ≥ 0, and if fu ∈ H1(ΩM ,R), then this theorem guarantees that fu ∈
Hs+2(ΩM ,R). Thus, if ΩX = X, then the solution f has enough “room to
improve” until fu ∈ C∞(ΩM ,R) for all u ∈ ΩX . If, on the other hand, ΩX

is a proper subset of X, then the regularity fu depends both on the distance
of u from the boundary ∂ΩX and on the regularity of fv for v ∈ ∂ΩX .
To see this, note that the regularity of gu depends on the regularity of f at
neighbors v of u. Since the smallest of these degrees of regularity determines
the regularity of gu, it also determines the regularity of fu. We summarize
the above argument precisely in the following proposition.
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Proposition 1.2. Fix s ≥ 0. Assume that f is weakly harmonic on Ω and
that fu ∈ Hs(ΩM ,R) for u ∈ ∂ΩX . Fix u0 ∈ ΩX and let p = dX(u0, ∂ΩX),
where we allow the possible value ∞. Then fu0 ∈ Hs+2p(ΩM ,R).

Lastly, a note on existence. If ΩX is finite, then we can dually view our
equation

∆Mfu(x)− fu(x) +
∑
v∼u

µuv
m(u)

fv(x) = 0

as an elliptic system of differential equations. The monograph [3] by Chen
and Wu is a good reference for the theory of such systems. Indeed, Chapter
11 covers an existence theorem based on variational arguments that works
well for our setting. In addition, the reader should note that the proof of
Theorem 4.3 below contains a construction of a harmonic function on a
mixed space with an interval for its continuous component.

2. Geometric properties

Now that the notation is established, we may begin discussing the geo-
metric properties essential to the elliptic Harnack inequality. We say a Rie-
mannian manifold (M, g) satisfies the Volume Doubling property V (D, r0)
if

∃D : µ(B(x, 2r)) ≤ Dµ(B(x, r)), 0 < r < r0, x ∈M,

and the (weak) Poincaré Inequality P (P, r0) if

∃P :

∫
B(x,r)

|f − fx,r|2dV ≤ Pr2

∫
B(x,2r)

|∇f |2dV,

0 < r < r0, x ∈M, f ∈ C∞(M).

In the manifold setting, it is a fact (see [18], Corollary 5.3.5) that the con-
junction of volume doubling and the (weak) Poincaré Inequality is equivalent
to the strong Poincaré Inequality, where 2B is replaced by B in the integral
on the right.

The above two definitions are the same on a graph, but our discrete
component must satisfy an additional property. We say a weighted graph
(X,µuv) satisfies ∆∗(α) if

u ∼ v =⇒ µuv ≥ αm(u).

This property implies that the graph is locally uniformly finite, i.e., there
exists a constant A > 0 such that |{v : v ∼ u}| ≤ A, for all u ∈ X. In
particular, we may take A = α−1. (It is worth noting that if the graph
satisfies V (DX , r0), then it is locally uniformly finite with A = D2

X .) In [5],
Delmotte discusses the extra assumption of requiring loops at each vertex,
i.e., u ∼ u. He lets ∆(α) denote the conjunction of requiring such loops and
the property ∆∗(α). Together, these assumptions allow a comparison of the
discrete kernel with a constructed continuous kernel (see [5, 7] for details).
Although we use ideas found in the manipulation of this continuous kernel,
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we will not need to perform such a comparison, and as a result requiring
loops is unnecessary for us.

An elliptic Harnack inequality holds on a Manifold that satisfies Volume
Doubling and the (weak) Poincaré Inequality [18]. Thierry Delmotte proves
an elliptic Harnack inequality in [6] on a weighted graph with all three of
the above properties. In this paper, we wish to address whether the product
of two such spaces also supports an elliptic Harnack inequality.

The reader may wonder at first why it is not sufficient to prove that the
product space inherits the geometric properties of its components. Perhaps
then one can derive the desired inequality just as for each individual com-
ponent. Unfortunately, as we will see, the elliptic Harnack does not follow
so readily. Nevertheless, we still intend to use this inheritance of geometry,
whose confirmation is contained in the two lemmas below.

As discussed above, let (M, g) be a Riemannian manifold with induced
measure µ and let (X,µuv) be a symmetrically weighted graph with induced
measure m. Fix r0 ∈ (0,∞] (in many applications, r0 will in fact be ∞).
Assume that M and X satisfy the Volume Doubling Property, V (DM , r0)
and V (DX , r0), respectively, as well as the Poincaré Inequality, P (PM , r0)
and P (PX , r0), respectively. Let π denote the product measure on Π =
M ×X, i.e., dπ = dµ× dm, and let d be the Pythagorean product distance

d :=
√
d2
M + d2

X . We will start by showing that the space (Π, d, π) inherits

these two crucial properties from its components.

Lemma 2.1. The product Π satisfies V (D, r0), where

D = DMDX

(
2
√

2
) logDM+logDX

log 2
.

Proof. It is a straightforward computation to show that volume doubling
implies, for x ∈M and r ≥ s,

(2) µ(B(x, r)) ≤ DM

(r
s

)logDM/ log 2
µ(B(x, s)),

and similarly for X. As in the statement, let

V = DMDX

(
2
√

2
) logDM+logDX

log 2
.

Then, using volume doubling in each component with 2r ≥ r√
2
, we compute,

for (x, y) ∈ Π,

π(B((x, y), 2r) ≤ µ(B(x, 2r))m(B(y, 2r))

≤ V µ(B((x, r/
√

2))m(B(y, r/
√

2))

≤ V π(B((x, y), r)).
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For the first and last inequalities, we have used the uniform equivalence of
the pythagorean metric d on Π and the max metric ρ := max{dM , dX}:

1√
2
d ≤ ρ ≤ d. �

Analogously, the Poincaré Inequality also holds on our the product space.

Lemma 2.2. The product Π = M ×X satisfies P (P, r0) with

P = 2(PM + PX).

Proof. For the first step, considerB = BM×BM ⊂ Π, where the component
balls have radius 0 < r < r0. Remember that both M and X satisfy the
strong Poincaré Inequality ([18], Corollary 5.3.5). Now let fB denote the
average of f over B:

fB :=
1

π(B)

∫
B
fdπ.

Notice that by Fubini’s Theorem, fB = (fBM
)BX

, where the averages are
taken with respect to the obvious component. Note also that by Jensen’s
Inequality, φ(fBM

(u)) ≤ (φ ◦ f)BM
(u) for every convex φ : R → R. Recall,

lastly, the inequality |a− c|2 ≤ 2(|a− b|2 + |b− c|2). Keeping these facts in
mind, we compute

∫
BX

∫
BM

|f(x, u)− fB|2dµ(x)dm(u) ≤

2

∫
BX

∫
BM

(|f(x, u)− fBM
(u)|2 + |fBM

(u)− fB|2)dµ(x)dm(u).

To bound the first term of the integrand, we invoke P (PM , r0) in M :∫
BM

|f(x, u)− fBM
(u)|2dµ(x) ≤ PMr2

∫
BM

|∇Mf(x, u)|2dµ(x)

For the other term, we use P (PX , r0) in X and Jensen’s with | · |2:

∫
BX

∫
BM

|fBM
(u)− fB|2dµ(x)dm(u)

= µ(BM )

∫
BX

|fBM
(u)− (fBM

)BX
|2dm(u)

≤ µ(BM )PXr
2

∫
BX

|∇XfBM
(u)|2dm(u)

≤ PXr2

∫
BX

∫
BM

|∇Xf(x, u)|2dµ(x) dm(u).
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Putting these results together yields∫
B(x,r)

|f(x, u)− fB|2dπ ≤
∫
BX

∫
BM

|f(x, u)− fB|2dµ(x)dm(u)

≤ 2(PM + PX)r2

∫
BX

∫
BM

|∇f |2dµdm

≤ 2(PM + PX)r2

∫
B(x,

√
2r)
|∇f |2dπ

≤ 2(PM + PX)r2

∫
B(x,2r)

|∇f |2dπ.

This proves the (weak) Poincaré Inequality. �

Remark 2.3. As mentioned before, the strong Poincaré inequality follows
from the conjunction of volume doubling and the weak form. The standard
proof of this result uses a Whitney Covering argument due to D. Jerison
(see Chapter 5 of [18] for details). For the graph setting, the proof uses the
additional uniformity assumption ∆∗(α); see [7]. See also Section 5.3.2 of
[18] for a more general discussion.

3. Elliptic Harnack inequality on mixed spaces

For this section, let M be an d-dimensional manifold with volume measure
dµ and X a graph with measure m(u) =

∑
v∼u µuv, where µij = µji ≥ 0 is a

symmetric weight on X ×X. The manifold has the usual geodesic distance
dM , and similarly, the graph has the metric dX(u, v) := the smallest number
of edges between u and v. As above, fix r0 ∈ (0,∞] (r0 will often be ∞
in practice). Assume that the components satisfy the Volume Doubling
Property, V (DM , r0) and V (DX , r0), respectively, as well as the Poincaré
Inequality, P (PM , r0) and P (PX , r0), respectively. As proven in the last
section, the product space Π = M ×X satisfies V (D, r0) and P (P, r0) with
respect to the measure π := µ×m.

We wish to establish the following theorem:

Theorem 3.1. Suppose that M and X are as above and in addition that
X satisfies ∆∗(α). Then there exists C1 > 0 such that, for any positive f
harmonic on a ball B = Br, 0 < r < r0, in Π = M ×X,

sup
1
2
B

f ≤ C1 inf
1
2
B
f.

For our application below, we need to single out a particular result that
is traditionally required in the course of proving this theorem. Fortunately,
the standard proof of this result follows the Moser Iteration scheme, which
poses no new difficulties in our mixed setting (that is, the computations
are abstract and carry over without any new arguments). Thus we omit
the details but send the interested reader to [18], Theorem 2.2.3, for the
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continuous case and to [6], Proposition 5.3, for the discrete case. See also
the paper [4] of Coulhon and Grigor’yan.

Proposition 3.2. For every δ ∈ (0, 1), there is a constant C2 = C2(δ) > 0
such that for every function f harmonic on B = Br, 0 < r < r0, in M ×X,

sup
δB
|f | ≤ C2

(
π(B)−1

∫
B
|f |2dπ

)1/2

.

The proof in [18] derives this result with 2 replaced by p ∈ (0, 2], where C2

must then depend on p. Thus, to complete the proof of the elliptic Harnack
inequality, we seek a bound for the Lp norm of the harmonic function f
over B by infB f . Although deriving the bound of Proposition 3.2 for sup f
poses no new difficulty in the mixed setting, this Lp estimate requires care-
ful reasoning, especially with respect to the graph component. Much of the
issues one faces are sourced in executing the chain rule in the discrete calcu-
lus. Indeed, Thierry Delmotte discusses in [5, 6] that the property ∆∗(α) is
the key assumption in deriving inequalities where one typically applies the
chain rule in the original continuous setting (for example, Cacciopoli-type
inequalities).

Given the linear nature of the product operator ∆ = ∆M+∆X , the reader
may believe that the computational subtleties used to derive the Elliptic
version on the graph may carry over to the product space Π = M × X.
Unfortunately, these arguments, which are given in [6], will not work here
because they would critically rely upon the uniform bounds

1

C
≤ f(x, u)

f(x, v)
≤ C

for u ∼ v and for some C > 0. The property ∆∗(α) ensures these bounds
hold in the purely discrete case, but the mixed space fails to inherit such
strong bounds. Fortunately, arguments that Thierry Delmotte provides in
[7] for the stronger parabolic Harnack inequality work well for the product
structure.

Because most steps in the proof of the elliptic case rely on abstract argu-
ments whose details can be found in [6, 18] and other sources, the authors
believe it sufficient to exemplify how the arguments of Delmotte in [7] trans-
fer to the product case. To this end, we have chosen to cover the details of
a crucial step in proving that if f is positive and harmonic on a ball B, then
its Lp average over δB can be compared with infδB f (see Theorem 2.3.1 of
[18] for the statement). An abstract result of Bombieri–DeGuisti (Lemma
2.2.6 of [18]) greatly simplified the original proof of this result. One of the
(two) main assumptions of this lemma involves bounding the growth of log f
relative to its mean. To achieve this, one usually applies the Poincaré in-
equality to log f and must bound the resulting ∇(log f) term. Normally,
a standard argument involving integration by parts and Cauchy–Schwartz
completes the bound, but this argument relies upon applying the chain rule
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to log(f). In the discrete elliptic case, Delmotte uses the uniform bounds
discussed above to circumvent this chain rule issue (see the proof of Lemma
3.2 in [6]); however, as already mentioned, these bounds do not necessar-
ily hold in our mixed setting. Therefore we borrow an idea of Delmotte’s
argument in [7] to show how the desired bound may still be derived.

Proposition 3.3. Let B′′ = 1
4B. Then there exists C3 > 0 such that, for

any positive f harmonic on B and any λ > 0,

π(B′′ ∩ {| log f − c3| > λ}) ≤ C3
π(B)

λ
.

where c3 = (log f)B′′, the average of log f over B′′.

Proof. Fix (z, w) ∈ M ×X. Suppose f is a positive harmonic function on
B = B((z, w), r) and write r′ = 1

2r. We begin our work on the product

BM × BX , where BM = B(x, r/
√

2) and BX = B(u, r/
√

2). Further let
B′M ×B′X := 1√

2
BM × 1√

2
BX and B′ = 1

2B. Notice that

B′ ⊂ B′M ×B′X ⊂ BM ×BX ⊂ B.

Choose a test function ψ(x, u) as follows. Let ψ have support in B and
satisfy 0 ≤ ψ ≤ 1, |∇ψ| ≤ C/r′ for some C > 0, and |ψ(x, u)| ≤ C ′/r′ when∑

v∼u:v/∈BX
µuv 6= 0 for some C ′ > 0. These properties are satisfied by the

choice

ψ(x, u) =

(
1− d((z, w), (x, u))

r

)+

.

Let φ(x, u) = ψ2(x, u)/f(x, u). By Definition 1.1 of harmonic function, f
satisfies

0 =

∫
BM

∫
BX

∇Mφ(x, u) · ∇Mf(x, u) +

∫
BM

∫
BX

φ(x, u)(−∆Xf(x, u))

= C +D,

where C and D denote the terms involving continuous and discrete differen-
tial operators, respectively. For the first term C, we compute

C =

∫
BM

∫
BX

∇Mφ · ∇Mf

=

∫
BM

∫
BX

(2ψ∇Mψ · ∇M (log f)− ψ2|∇M (log f)|2).

With the first term, we use Cauchy–Schwarz and the inequality

ab ≤ 1

2
(δ−1a2 + δb2),
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for some small δ > 0, to get

∣∣∣∣∫
BM

∫
BX

2∇Mψ · ∇M (log f)ψ

∣∣∣∣
≤
(∫

BM

∫
BX

4|∇Mψ|2
) 1

2
(∫

BM

∫
BX

ψ2|∇M (log f)|2
) 1

2

≤ 2δ−1

(∫
BM

∫
BX

|∇Mψ|2
)

+
δ

2

(∫
BM

∫
BX

ψ2|∇M (log f)|2
)
.

These last two observations together give

(
1− δ

2

)∫
BM

∫
BX

ψ2|∇M (log f)|2 ≤ 2δ−1

(∫
BM

∫
BX

|∇Mψ|2
)
.(3)

Now for the discrete part D, we must take the integration by parts carefully:

∑
u∈BX

φ(x, u)

(∑
v∼u

µuv(f(x, u)− f(x, v))

)
(4)

=
∑
u∈BX

∑
v∼u:v∈BX

φ(x, u)µuv(f(x, u)− f(x, v))

+
∑
u∈BX

∑
v∼u:v/∈BX

µuvφ(x, u)f(x, u)

−
∑
u∈BX

∑
v∼u:v/∈BX

µuvφ(x, u)f(x, v)

≤
∑
u∈BX

∑
v∼u:v∈BX

φ(x, u)µuv(f(x, u)− f(x, v))

+
∑
u∈BX

φ(x, u)f(x, u)
∑

v∼u:v/∈BX

µuv.

Next we exploit the (crucial) inequality (2.14) of Delmotte in [7]:

(
ψ2(x, u)

f(x, u)
− ψ2(x, v)

f(x, v)

)
(f(x, u)− f(x, v)) ≤(

36(ψ(x, u)− ψ(x, v))2 − 1

2
min{ψ2(x, u), ψ2(x, v)}(f(x, u)− f(x, v))2

f(x, u)f(x, v)

)
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This in turn gives us the following estimate on the discrete part:

∫
BM

∑
u∈BX

φ(x, u)

 ∑
v∈BX

µuv(f(x, u)− f(x, v)


+

∫
BM

∑
u∈BX

ψ2(x, u)
∑

v∼u:v/∈BX

µuv

=

∫
BM

1

2

∑
u∈BX

∑
v∈BX

µuv

(
ψ2(x, u)

f(x, u)
− ψ2(x, v)

f(x, v)

)
(f(x, u)− f(x, v))

+

∫
BM

∑
u∈BX

ψ2(x, u)
∑

v∼u:v/∈BX

µuv

≤
∫
BM

1

2

∑
u∈BX

∑
v∈BX

µuv

(
36(ψ(x, u)− ψ(x, v))2(5)

− 1

2
min{ψ2(x, u), ψ2(x, v)}(f(x, u)− f(x, v))2

f(x, u)f(x, v)

)
+

∫
BM

∑
u∈BX

ψ2(x, u)
∑

v∼u:v/∈BX

µuv.

Recall that B′M ×B′X ⊂ BM ×BX and note ψ2(x, u) ≥ (
√

2− 1)/
√

2 ≥ 1/4
for (x, u) ∈ B′M ×B′X . Putting (3), (4), and (5) together, we get(

1− δ

2

)∫
B′

M

∫
B′

X

ψ2|∇M (log f)|2 +

∫
B′

M

1

24

∑
u,v∈B′

X

µuv
(f(x, u)− f(x, v))2

f(x, u)f(x, v)

≤ 2δ−1

(∫
BM

∫
BX

|∇Mψ|2
)

+ 18

∫
BM

∑
u∈BX

∑
v∈BX

µuv(ψ(x, u)− ψ(x, v))2

+

∫
BM

∑
u∈BX

ψ2(x, u)
∑

v∼u:v/∈BX

µuv.

Using Calculus, one can check that (log x)2 ≤ (x−1)2

x and deduce that

(log f(x, u)− log f(x, v))2 ≤ (f(x, u)− f(x, v))2

f(x, u)f(x, v)
.

Recall the conditions on our test function ψ: |∇ψ| ≤ C/r′ and |ψ(x, u)| ≤
C ′/r′ if

∑
v∼u:v/∈BX

µuv 6= 0 for some C,C ′ > 0. Letting

m = min

{
1− δ

2
, 1/24

}
,
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we see that all these facts together give

m

∫
B′
|∇(log f)|2

≤ m
∫
B′

M

∫
B′

X

|∇(log f)|2

≤ 2δ−1

∫
BM

∫
BX

|∇Mψ|2 + 18

∫
BM

∑
u∈BX

∑
v∈BX

µuv(ψ(x, u)− ψ(x, v))2

+

∫
BM

∑
u∈BX

ψ2(x, u)
∑

v∼u:v/∈BX

µuv

≤ C3

(r′)2
π(B)

for some C3 > 0. Now we know by our work in the previous section that our
product space Π = M ×X satisfies the (weak) Poincaré Inequality. Recall
B′′ = 1

2B
′ = 1

4B and write c3 = (log f)B′′ for the average of log f over B′′.
Then there is some P > 0 such that∫

B′′
| log f − c3|2dπ ≤ P (r′)2

∫
B′
|∇(log f)|2dπ.

At last, we may conclude there is a constant C3 > 0 such that

λπ(B′′ ∩ {| log f − c3| ≥ λ}) ≤ C3π(B),

which completes the proof. �

As explained above, the proof technique for Proposition 3.3 together with
classical arguments prove the main result Theorem 3.1 of this section.

4. Kernel estimates on graphs

Let X be a countable graph with measure m(u) =
∑

v µuv, where µuv =
µvu ≥ 0 is a symmetric weight on X × X. We assume that (X,µuv) sat-
isfies the geometric properties of volume doubling V (DX , r0) and the weak
Poincaré Inequality P (PX , r0), for some r0 ∈ (0,∞]; see Section 2 for defini-
tions. Let P (u, v) = µuv

m(u) and define the discrete Markov Kernel recursively

by P 0(u, v) = δu(v) and for n ≥ 1,

Pn(u, v) :=
∑
w

P (u,w)Pn−1(w, v).

Though not symmetric, this kernel is easily shown to be reversible, i.e.,

Pn(u, v)

m(v)
=
Pn(v, u)

m(u)
.
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Normalizing, one may think of p(u, v) := P (u, v)/m(v) as the discrete “heat
kernel”. We let this kernel act on functions in l2(X) by

Pf(u) :=
∑
v

p(u, v)f(v)m(v).

Note that with this definition, I − P = −∆X .
Next we introduce notation to discuss functions of the kernel operator P .

Suppose that F is real analytic at 1 and write F (1 − t) =
∑

n ant
n with∑

|am| <∞. Let K = KF := F (I −P ). Then we define the action of K on
functions in l2(X) as

Kf(u) =
∑
v

k(u, v)f(v)m(v)

where

k(u, v) =
∑
n

anp
n(u, v).

Similarly to the above, we write K(u, v) = m(v)k(u, v). In the application
below, we employ Carne’s transmutation formula in [1], which requires no-
tation for a simple random walk on Z. Following [1] and [8], let a ∈ [−1, 1)
and write Xa

n for a simple random walk on Z with parameters

P(Xa
n = ±1 | Xn−1) =

1− a
4

, P(Xa
n = 0 | Xa

n−1) =
1 + a

2
.

Let F : R → R be a real analytic function as above, so that F (1 − t) =∑
k akt

k with
∑
|am| < ∞. Let β be the Bernoulli measure (i.e., β(±1) =

1/2) and write

βs := (1− s)δ0 + sβ,

where a ∈ (−1, 1) and 2s = 1 − a. Moreover, write β(n) for the nth convo-

lution power of β, with the convention that β(0) = δ0. Now let fs be the
convolution kernel of the operator F (δ0 − βs):

fs =
∑
n

anβ
(n)
s .

Define ∆sf = f ∗ (δ0 − βs). Then ∀j,

fs,j := ∆j
sfs =

∑
n

an(δ0 − β)j ∗ β(n)
s .

The next definition defines the class of functions whose kernels satisfy the
conditions needed for our result.

Definition 4.1. Fix ψ : N → R+, s ∈ (0, 1]. The class F(s, r, ψ) is the set
of functions F analytic at 1 with

∑
|am| <∞ such that, for all j, q ∈ N,∑

|m|≥q

|fs,j(m)| ≤
(

2j

r

)2j

ψ(q).
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Compare the next proposition to (2.4) in [8]. Note we do not yet need
our geometric assumptions on X.

Proposition 4.2. Let (X,µuv) be a symmetrically weighted graph. Fix s ∈
(0, 1] and r with 0 < r < r0. Assume that σ(P ) ⊂ (a, 1], a ∈ (−1, 1) with
1−a ≤ 2s. Suppose F ∈ F(s, r, ψ). Let w1, w2 ∈ X satisfy ρ := d(w1, w2) =
2r + q, for q ∈ N. Let B1 := Br(w1), B2 := Br(w2). Then we have

|〈(I − P )kKF (I − P )lφ1, φ2〉| ≤
(

2k + 2l

r

)2k+2l

ψ(q)‖φ1‖2‖φ2‖2.

for all φ1, φ2 with support in B1, B2, respectively.

Proof. As in Carne’s paper [1], introduce the Chebyshev polynomials

Qm(z) :=
1

2
((z +

√
z2 − 1)m + (z −

√
z2 − 1)m),

Qa,m(z) := Qm

(
2z − 1− a

1− a

)
.

Note that a change of variables z → (w + w−1)/2 gives

Qm(z) = (wm + w−m)/2,

which implies that Qm is bounded by 1 on [−1, 1]. A standard argument
then implies that Qm(P ) is a contraction on l2(X,m) (see [1] for details).
Moreover, this computation along with symmetry properties of the simple
random walk above lead to the formula

Pn =
∑
m

P0(Xa
n = m)Qa,m(P ).

Now write F (1− s) =
∑∞

i=0 ais
i and observe

KF =
∑
n

anP
n =

∑
m

(∑
n

anP0(Xa
n = m)

)
Qa,m(P )

=
∑
m

fs(m)Qa,m(P ).

Moreover,

(I − P )kKF (I − P )l =
∑
m

fs,l+k(m)Qa,m(P ).

This immediately gives us

〈(I − P )kKF (I − P )lφ1, φ2〉 =
∑
m

fs,l+k(m)〈Qa,m(P )φ1, φ2〉.

But since Qa,m(P ) is a contraction, |〈Qa,m(P )φ1, φ2〉| ≤ ‖φ1‖2‖φ2‖2. In
addition, our set up implies that pi(u, v) = 0 if d(u, v) > i. Thus

〈Qa,m(P )φ1, φ2〉 = 0
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for |m| < q. Hence, we may conclude

|〈(I − P )kKF (I − P )lφ1, φ2〉| ≤ ‖φ1‖2‖φ2‖2
∑
|m|≥q

|fs,l+k(m)|,

which establishes the desired inequality. �

Finally, the next theorem provides the main application of our mixed
elliptic Harnack inequality. Our argument follows the paper [2] of Cheeger,
Gromov, and Taylor. As in that paper, we follow the notation that ‖ · ‖E
and | · |E are the L2 and L∞ norms over the set E, respectively.

Theorem 4.3. Assume (X,µ) satisfies V (DX , r0) and P (PX , r0), r0 ∈
(0,∞]. Retain the assumptions and notation as in Proposition 4.2. Then
there is a C4 > 0 such that

|k|Br/2(w1)×Br/2(w2) ≤
C4√

m(Br(w1))m(Br(w2))
ψ(q),

for all F ∈ F(s, r, ψ) and r < r0.

Proof. We begin by collecting a few estimates. Let F ∈ F(s, r, ψ) and write
K = KF . Recall d(w1, w2) = 2r + q. Let φ ∈ l2(X) and supp φ ⊂ Br(w2).
For |x| ≤ r/2 and u ∈ Br(w2), define

ξ(x, u) :=
∞∑
k=0

x2k

(2k)!
(I − P )k(Kφ)(u),

which is in L2([−r/2, r/2]×Br(w1)). The reader may recognize the (formal)
identity ξ(x, u) = cosh[x(

√
I − P )](Kφ)(u), and note that(
∂2

∂x2
+ ∆X

)
ξ(x, u) = 0.

In particular, ξ(0, u) = Kφ(u) = F (I−P )φ(u). Proposition 4.2 tells us that

‖(I − P )kKφ‖Br(w1) ≤
(

2k

r

)2k

ψ(q)‖φ‖Br(w2).

This in turn implies there is some C > 0 such that

‖ξ‖[−r,r]×Br(w1) ≤ Cψ(q)‖φ‖Br(w2)r
1/2

(here and below, the norm applies to suppressed arguments). This estimate
along with Proposition 3.2 applied to the harmonic function ξ together say
there is a C ′ > 0 such that

|Kφ|Br/2(w1) = |ξ(0, ·)|Br/2(w1)

≤ C ′m(Br(w1))−1/2r−1/2‖ξ‖[−r/2,r/2]×Br(w1)

≤ CC ′m(Br(w1))−1/2ψ(q)‖φ‖Br(w1).

Maximizing over all such φ with ‖φ‖ = 1, we have for each u ∈ X

(6) ‖k(u, ·)‖Br(w2) ≤ CC ′m(Br(w1))−1/2ψ(q).
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Indeed, this same argument gives us, for each u ∈ X,

(7) ‖(I − P )kk(u, ·)‖Br(w2) ≤ CC ′m(Br(w1))−1/2

(
2k

r

)2k

ψ(q).

Similarly to the above, for each u ∈ X, define a function by

ζu(x, v) :=

∞∑
k=0

x2k

(2k)!
(I − P )k(Kδv)(u)

and notice again that (
∂2

∂x2
+ ∆X

)
ζu(x, v) = 0.

Noting ζu(0, v) = k(u, v), we conclude again by Proposition 3.2 that there
is a C ′′ > 0 such that, for any u ∈ X,

|k(u, ·)|Br/2(w2) = |ζu(0, ·))|Br/2(w2)

≤ C ′′m(Br(w2))−1/2r−1/2‖ζu‖[−r,r]×Br(w1).
(8)

Now we can bound the term ‖ζu‖[−r/2,r/2]×Br(w1) with estimates (6), (7) to
get

(9) ‖ζu‖[−r,r]×Br(w1) ≤ CC ′m(Br(w1))−1/2ψ(q)r1/2.

With the above results collected, we complete the proof directly. Combining
the two estimates (8) and (9), we have, for each u ∈ Br/2(w1),

|k(u, ·)|Br/2(w2) = |ζu(0, ·)|Br/2(w2)

≤ C ′′m(Br(w2))−1/2r−1/2‖ζu‖[−r,r]×Br(w1)

≤ C ′′m(Br(w2))−1/2r−1/2 · CC ′m(Br(w1))−1/2ψ(q)r1/2

= CC ′C ′′[m(Br(w1))m(Br(w2))]−1/2ψ(q).

Since this holds for all u ∈ Br/2(w1), we conclude there is a constant C4 > 0
such that

|k|Br/2(w1)×Br/2(w2) ≤
C4√

m(Br(w1))m(Br(w2))
ψ(q). �

Let us look at a concrete example to get a better feel for the statement
of Theorem 4.3. This example uses some results on convolution powers of
functions on Z from the paper [8] by Diaconis and Saloff-Coste.

Example 4.4. Fix n, k, l ∈ N and retain the notation of Proposition 4.2.
Assume that the weight µ induces a kernel P satisfying σ(P ) ⊂ (a, 1] and

s = (1− a)/2 < 2−1+1/k. Consider the function

F (x) = xl(1− xk)n.



504 MARK CERENZIA AND LAURENT SALOFF-COSTE

We show that F is in F(s, r, ψ), where

ψ(q) =

(
1

nl/k

)
exp

(
−c5

( q

n1/2k

)2k/(2k−1)
)

for some c5 > 0 and where r = O(n1/2k) (to be determined somewhat more
precisely below).

Note F (I − P ) = (I − P )l(I − (I − P )k)n and

fs = (δ0 − βs)∗l ∗ (δ0 − (δ0 − βs)∗k)∗n.

Let gs = δ0−(δ0−βs)∗k and notice ĝ
(n)
s (θ) = (1−sk(1−cos θ)k)n. Moreover,

given our choice of s, we have |ĝ(n)
s (θ)| < 1. Lastly, it can be shown (see the

discussion in Section 3 of [8]) that

ĝ
(n)
s (θ) = e−n(s/2)kθ2k(1+o(1)).

Observe that g
(n)
s meets the technical assumptions of Theorem 3.3 of [8],

which tells us there exist C5, c5 > 0 such that

|∆j+lg(n)
s (m)| ≤ C

2(j+l)
5

n(j+l)/kn1/2k
exp

(
−c5

(
|m|
n1/2k

)2k/(2k−1)
)
.

Set E0(n) = [0, 2n1/2k) and Ei(n) = [2i−1n1/2k, 2in1/2k) for i ≥ 1. Then we
can lastly estimate

∑
|m|≥q

exp

(
−c5

(
|m|
n1/2k

)2k/(2k−1)
)

≤ exp

(
−c5

2

( q

n1/2k

)2k/(2k−1)
) ∑
|m|≥q

exp

(
−c5

2

(
|m|
n1/2k

)2k/(2k−1)
)

≤ exp

(
−c5

2

( q

n1/2k

)2k/(2k−1)
) ∞∑
i=0

∑
m:|m|∈Ei(n)

exp
(
−c5

2
(2p)2k/(2k−1)

)

≤ exp

(
−c5

2

( q

n1/2k

)2k/(2k−1)
)
n1/2k

∞∑
p=0

2p+1 exp
(
−c5

2
(2p)2k/(2k−1)

)
≤ C5n

1/2k exp

(
−c5

2

( q

n1/2k

)2k/(2k−1)
)
.
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Putting everything together, we can estimate the sum∑
|m|≥q

|fs,l+k(m)| =
∑
|m|≥q

|∆l+s
s g(n)

s (m)|

≤
∑
|m|≥q

C
2(j+l)
5

n(j+l)/kn1/2k
exp

(
−c5

(
|m|
n1/2k

)2k/(2k−1)
)

≤ C
2(j+l)
5

n(j+l)/kn1/2k
· n1/2k · exp

(
−c5

( q

n1/2k

)2k/(2k−1)
)

≤
(

C5

n1/2k

)2j+2l

exp

(
−c5

( q

n1/2k

)2k/(2k−1)
)

≤
(

2j

r

)2j

ψ(q),

where we have taken r = n1/2k/C2l
5 . Hence, F ∈ F(s, r, ψ) and Theorem 4.3

gives us the following kernel estimate:

|k|Br/2(w1)×Br/2(w2)

≤ C5

nl/k
√
m(Br(w1))m(Br(w2))

exp

(
−c5

( q

n1/2k

)2k/(2k−1)
)
.

We summarize the result of this example in a slightly more explicit form.

Theorem 4.5. Fix n, k, l ∈ Z+ and retain the same notation established
in Proposition 4.2. Assume r = n1/2k < r0. Suppose σ(P ) ⊂ (a, 1] and

(1− a)/2 < 2−1+1/k. Then there exist C5, c5 > 0 such that∣∣(I − P )l(I − (I − P )k)n(u, v)
∣∣

≤ C5m(v)

nl/k
√
m(Br(u))m(Br(v))

exp

(
−c5

(
dX(u, v)

n1/2k

)2k/(2k−1)
)
.

In particular, taking k = 1, l = 0, and u = v yields∣∣Pn(u, u)
∣∣ ≤ C5m(u)

m(Br(u))
.

Note 4.1. The case of most interest is when r0 = ∞, i.e., the Volume
Doubling property and weak Poincaré inequality hold globally. In this case,
Theorem 4.5 holds for all r ∈ (0,∞).

Note 4.2. Note that the addition of volume terms is the primary differ-
ence between this inequality and those found in the paper [8] of Diaconis
and Saloff-Coste. In contrast, the bound above does capture the decay of
Pnk (u, u), as discussed after Theorem 4.2 of [8].

In addition, equation (2) of Lemma 2.1 tells us that

m(Br(u))

m(Br(v))
≤
m(Br+dX(u,v)(v))

m(Br(v))
≤ DX

(
r + dX(u, v)

r

)logDX/ log 2

.
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These terms can be absorbed into the constant c5 of the exponential, giving
us the simplified bound

C5m(v)

nl/km(Br(u))
exp

(
−c5

(
dX(u, v)

n1/2k

)2k/(2k−1)
)

that involves only a single volume term.

5. Application to convolutions on groups

The kernel estimates of the previous section have a number of interesting
consequences for Markov Chains on groups. For background and related
recent research in this area, see any of the works [19, 9, 15, 16].

We need to fix some notation for discrete groups that will vary slightly
from what was given above for graphs. Let G be a group and S a (finite) set
of generators. Suppose further that µ is a probability measure supported
on S and that µ is symmetric in the sense that µ(u) = µ(u−1) =: µ̌(u).
The (left-invariant) random walk on G driven by µ has transition kernel
Pµ(u, v) = µ(u−1v). Pµ induces a kernel operator on l2(G) (with respect to
counting measure) associated to convolution by µ:

Pµf(u) =
∑
v∈G

f(v)µ(v−1u) = f ∗ µ̌(u).

Observe ∑
v

Pµ(u, v) =
∑
v

µ(u−1v) =
∑
v

µ(v) = 1.

The iterated kernel is Pnµ (u, v) = µ(n)(u−1v) and its invariant distribution
is given by π ≡ 1/|supp(µ)|. As before, let dG denote the shortest path
distance and write |g| := dG(e, g), where e is the identity. Lastly, we let
V (n) denote the volume of an n-dimensional ball.

Theorem 5.1. Let G be a infinite discrete group and S its set of generators.
Endow G with a probability measure µ and define a (symmetric) weight by
µuv = µ(vu−1). Let µ be finitely supported and generating. Suppose also that
the induced reversible Markov kernel Pµ has spectrum of the form (a, 1] ⊂
[−1, 1] with (1 − a)/2 < 2−1+1/k. Further assume that G has polynomial
volume growth, i.e., V (n) � nd. Define

µk := δe − (δe − µ)∗k.

Then there exist constants C6, c6 > 0 such that

|µ(n)
k (g)| ≤ C6

V (n1/2k)
exp

(
−c6

(
|g|
n1/2k

)2k/(2k−1)
)
.
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Proof. This follows from our work in Example 4.4 by taking l = 0, i.e., by
using the bound for the kernel KF where F (x) = (1 − xk)n. Then there
exist constants C6, c6 > 0

|µ(n)
k (g)| = |k(e, g)| ≤ C6

V (n1/2k)
exp

(
−c6

(
|g|
n1/2k

)2k/(2k−1)
)
,

which is our desired result. �

Corollary 5.2. For any k such that (1−a)/2 < 2−1+1/k, there is a constant
Nk ∈ (0,∞) such that, for any n ∈ N,∑

g∈G
|µ(n)
k (g)| < Nk.

This result is particularly interesting since, a priori, we know that s =∑
g∈G |µk(g)| > 1, so a rough estimate would give∑

g∈G
|µ(n)
k (g)| ≤ sn,

which goes to infinity as n→∞.

Proof of Corollary 5.2. As in Example 4.4, set E0(n) = [0, 2n1/2k) and

Ei(n) = [2i−1n1/2k, 2in1/2k) for i ≥ 1. Using the estimate of Theorem 5.1
and the volume growth assumption, we sum over all g ∈ G to get

∑
g∈G
|µ(n)
k (g)| ≤

∑
g∈G

C6

V (n1/2k)
exp

(
−c6

(
|g|
n1/2k

)2k/(2k−1)
)

≤
∞∑
i=0

∑
g:|g|∈Ei(n)

C6

V (n1/2k)
exp

(
−c6 (2m)2k/(2k−1)

)

≤
∞∑
m=0

C6
V (2m+1n1/2k)

V (n1/2k)
exp

(
−c6 (2m)2k/(2k−1)

)
≤
∞∑
m=0

C6 2(m+1)d exp
(
−c6 (2m)2k/(2k−1)

)
< Nk,

where the volume comparison term is implicitly absorbed into the constant
C6. �

Corollary 5.3. For any k such that (1 − a)/2 < 2−1+1/k, there exists
C6, c6 > 0 such that for all n ∈ N and g ∈ G,

|µ(n)
k (g)− µ(n+1)

k (g)| ≤ 1

n

C6

V (n1/2k)
exp

(
−c6

(
|g|
n1/2k

)2k/(2k−1)
)
.
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Moreover, there is a constant Nk ∈ (0,∞) such that, for any n ∈ N,∑
g∈G
|µ(n)
k (g)− µ(n)

k (g)| < Nk

n
.

Proof. This again follows from our work in Example 4.4, but now with the
choice l = k. To see this, observe

µ
(n)
k (g)− µ(n+1)

k (g) = (δe − µk) ∗ µ
(n)
k (g)

= (δe − µ)∗k ∗ (δe − (δe − µ)∗k)∗n,

which corresponds to the case F (x) = xk(1−xk)n. The other bound follows
in exactly the same manner as the analogous bound of Corollary 5.2. �
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