On groupoids and $C^*$-algebras from self-similar actions

Valentin Deaconu

Abstract. Given a self-similar groupoid action $(G, E)$ on the path space of a finite graph, we study the associated Exel-Pardo étale groupoid $\mathcal{E}(G, E)$ and its $C^*$-algebra $C^*(G, E)$. We review some facts about groupoid actions, skew products and semi-direct products and generalize a result of Renault about similarity of groupoids which resembles Takai duality. We also describe a general strategy to compute the $K$-theory of $C^*(G, E)$ and the homology of $\mathcal{E}(G, E)$ in certain cases and illustrate with an example.

1. Introduction

Informally, a self-similar action is given by isomorphisms between parts of an object (think fractals or Julia sets) at different scales. Self-similar actions were studied intensely after exotic examples of groups acting on rooted trees and generated by finite automata, like infinite residually finite torsion groups, and groups of intermediate growth were constructed by Grigorchuk in the 1980’s. Using the Pimsner construction from a $C^*$-correspondence, Nekrashevych introduced the $C^*$-algebras associated with self-similar group actions in [13, 14], where important results about their structure and their $K$-theory were obtained.
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Motivated by the construction of all Kirchberg algebras in the UCT class using topological graphs given by Katsura, in [7] Exel and Pardo introduced self-similar group actions on graphs and realized their $C^*$-algebras as groupoid $C^*$-algebras.

In this paper, we are interested in self-similar actions of groupoids $G$ on the path space of finite directed graphs $E$ as introduced and studied in [10], where the main goal was to find KMS states on some resulting dynamical systems. We generalize certain results of Exel and Pardo, in particular we define a groupoid $\mathcal{G}(G, E)$ and discuss the structure of the $C^*$-algebra $C^*(G, E)$, defined as a Cuntz-Pimsner algebra of a $C^*$-correspondence over $C^*(G)$. The $C^*$-algebra $C^*(G, E)$ has a natural gauge action and contains copies of $C^*(E)$ and $C^*(G)$. In general, its structure is rather intricate; in a particular case, $C^*(G, E) \cong C^*(E) \rtimes G$.

We begin with a review of étale groupoid homology, then we recall some facts about groupoid actions, skew products and semi-direct products and generalize a result of Renault about similarity of groupoids in the spirit of Takai duality. We also describe a general strategy to compute the $K$-theory of $C^*(G, E)$ and the homology of $\mathcal{G}(G, E)$ in certain cases. We illustrate with an example.

We expect that many of our results will be true for self-similar actions of groupoids on the path space of infinite graphs. For the case when $G$ is a group, see [8, 11].

2. Homology of étale groupoids

A groupoid $G$ is a small category with inverses. The set of objects is denoted by $G^{(0)}$. We will use $d$ and $t$ for the domain and terminus maps $d, t : G \to G^{(0)}$ to distinguish them from the range and source maps $r, s$ on directed graphs. For $u, v \in G^{(0)}$, we write

$$G_u = \{g \in G : d(g) = u\}, \quad G^v = \{g \in G : t(g) = v\}, \quad G_{uv} = G_u \cap G^v.$$

The set of composable pairs is denoted $G^{(2)}$.

An étale groupoid is a topological groupoid where the terminus map $t$ (and necessarily the domain map $d$) is a local homeomorphism (as a map from $G$ to $G$). The unit space $G^{(0)}$ of an étale groupoid is always an open subset of $G$.

Definition 2.1. Let $G$ be an étale groupoid. A bisection is an open subset $U \subseteq G$ such that $d$ and $t$ are both injective when restricted to $U$.

Two units $x, y \in G^{(0)}$ belong to the same $G$-orbit if there exists $g \in G$ such that $d(g) = x$ and $t(g) = y$. We denote by $\text{orb}_G(x)$ the $G$-orbit of $x$. When every $G$-orbit is dense in $G^{(0)}$, the groupoid $G$ is called minimal. An open set $V \subseteq G^{(0)}$ is called $G$-full if for every $x \in G^{(0)}$ we have $\text{orb}_G(x) \cap V \neq \emptyset$. We denote by $G_V$ the subgroupoid $\{g \in G \mid d(g), t(g) \in V\}$, called the restriction of $G$ to $V$. When $G$ is étale, the restriction $G_V$ is an open étale subgroupoid with unit space $V$.

The isotropy group of a unit $x \in G^{(0)}$ is the group

$$G^x_\text{is} = \{g \in G \mid d(g) = t(g) = x\}.$$
and the isotropy bundle is
\[ G' := \{ g \in G \mid d(g) = t(g) \} = \bigcup_{x \in G(0)} G^x_x. \]

A groupoid is said to be principal if all isotropy groups are trivial, or equivalently, \( G' = G^{(0)} \). We say that \( G \) is effective if the interior of \( G' \) equals \( G^{(0)} \).

**Definition 2.2.** A second countable groupoid \( G \) is ample if it is étale and \( G^{(0)} \) is zero-dimensional; equivalently, \( G \) is ample if it has a basis of compact open bisections. An ample groupoid \( G \) is elementary if it is compact and principal. An ample groupoid is an \( AF \) groupoid if there exists an ascending chain of open elementary subgroupoids \( G_1 \subseteq G_2 \subseteq \ldots \subseteq G \) such that \( G = \bigcup_{i=1}^{\infty} G_i \).

We recall now the definition of homology of étale groupoids which was introduced by Crainic and Moerdijk in [3]. Let \( A \) be an Abelian group and let \( \pi : X \to Y \) be a local homeomorphism between two locally compact Hausdorff spaces. Given any \( f \in C_c(X, A) \), we define
\[ \pi_*(f)(y) := \sum_{\pi(x)=y} f(x). \]

It follows that \( \pi_*(f) \in C_c(Y, A) \). Given an étale groupoid \( G \), let \( G^{(1)} = G \) and for \( n \geq 2 \) let \( G^{(n)} \) be the space of composable strings of \( n \) elements in \( G \) with the product topology. For \( n \geq 2 \) and \( i = 0, \ldots, n \), we let \( \delta_i : G^{(n)} \to G^{(n-1)} \) be the face maps defined by
\[ \delta_i((g_1, g_2, \ldots, g_n)) = \begin{cases} (g_2, g_3, \ldots, g_n) & \text{if } i = 0, \\ (g_1, \ldots, g_{i+1}, \ldots, g_n) & \text{if } 1 \leq i \leq n - 1, \\ (g_1, \ldots, g_{n-1}) & \text{if } i = n. \end{cases} \]

We define the homomorphisms \( \delta_n : C_c(G^{(n)}, A) \to C_c(G^{(n-1)}, A) \) given by
\[ \delta_1 = d_* - t_*, \quad \delta_n = \sum_{i=0}^{n} (-1)^i \delta_i, \text{ for } n \geq 2. \]

It can be verified that \( \delta_n \circ \delta_{n+1} = 0 \) for all \( n \geq 1 \).

The homology groups \( H_n(G, A) \) are by definition the homology groups of the chain complex \( C_c(G^{(\ast)}, A) \) given by
\[ 0 \quad \delta_0 \quad C_c(G^{(0)}, A) \quad \delta_1 \quad C_c(G^{(1)}, A) \quad \delta_2 \quad C_c(G^{(2)}, A) \quad \ldots, \]
i.e. \( H_n(G, A) = \ker \delta_n / \im \delta_{n+1} \), where \( \delta_0 = 0 \). If \( A = \mathbb{Z} \), we write \( H_n(G) \) for \( H_n(G, \mathbb{Z}) \).

The following HK-conjecture of Matui states that the homology of an étale groupoid refines the \( K \)-theory of the reduced groupoid \( C^* \)-algebra. Let \( G \) be a minimal effective ample Hausdorff groupoid with compact unit space. Then
The action is called free if and for several groupoids like $\text{AF}$-groupoids, transformation groupoids of Cantor minimal systems, groupoids of shifts of finite type and products of groupoids of shifts of finite type (see [12]). The homology of ample Hausdorff groupoids was investigated in [9], with emphasis on the Renault-Deaconu groupoids associated to $k$ pairwise-commuting local homeomorphisms of a zero dimensional space. It was shown that the homology of $k$-graph groupoids can be computed in terms of the adjacency matrices, using spectral sequences and a chain complex developed by Evans in [6]. The HK-conjecture was also confirmed for groupoids on one-dimensional solenoids in [20]. Recently, counterexamples to the HK-conjecture of Matui were found by Scarparo in [18] and by Ortega and Sanchez in [16].

3. Groupoid actions and similarity

We recall the concept of a groupoid action on another groupoid from [1], page 122 and from [5].

Definition 3.1. A topological groupoid $G$ acts (on the right) on another topological groupoid $H$ if there are a continuous open surjection $p : H \to G^{(0)}$ and a continuous map $H \ast G \to H$, write $(h, g) \mapsto h \cdot g$ where

$$H \ast G = \{(h, g) \in H \times G \mid t(g) = p(h)\}$$

such that

i) $p(h \cdot g) = d(g)$ for all $(h, g) \in H \ast G$,

ii) $(h, g_1) \in H \ast G$ and $(g_1, g_2) \in G^{(2)}$ implies $(h, g_1 g_2) \in H \ast G$ and

$$h \cdot (g_1 g_2) = (h \cdot g_1) \cdot g_2,$$

iii) $(h_1, h_2) \in H^{(2)}$ and $(h_1 h_2, g) \in H \ast G$ implies $(h_1, g),(h_2, g) \in H \ast G$ and

$$(h_1 h_2) \cdot g = (h_1 \cdot g)(h_2 \cdot g),$$

iv) $h \cdot p(h) = h$ for all $h \in H$.

The action is called free if $h \cdot g = h$ implies $g = p(h)$ and transitive if for all $h_1, h_2 \in H$ there is $g \in G$ with $h_2 = h_1 \cdot g$.

Note that if $G$ acts on $H$ on the right, we can define a left action of $G$ on $H$ by taking $g \cdot h := h \cdot g^{-1}$ and vice versa.

Example 3.2. Given a topological groupoid $G$, a $G$-module in [19] is a topological groupoid $A$ with domain and terminus maps equal to $p : A \to G^{(0)}$ such that $A^x$ is an abelian group for all $x \in G^{(0)}$. $G$ acts on $A$ as a space and such that for each $g \in G$ the action map $\alpha_g : A_{d(g)} \to A_{t(g)}$ is a group homomorphism.
In particular, $A$ can be a trivial group bundle $G^{(0)} \times D$ for $D$ an abelian group and $\alpha_g = id_D$ for all $g \in G$.

**Remark 3.3.** If $G$ acts on the groupoid $H$, then $G$ acts on the unit space $H^{(0)}$ using the restriction $p_0 := p|_{H^{(0)}} : H^{(0)} \to G^{(0)}$ and we have $p = p_0 \circ t = p_0 \circ d$, where $d,t : H \to H^{(0)}$. In particular,

$$p(h^{-1}) = p_0(t(h^{-1})) = p_0(d(h)) = p(h).$$

Using the fact that $h = hd(h) = t(h)h$, it follows that

$$h \cdot g = (h \cdot g)(d(h) \cdot g) = (t(h) \cdot g)(h \cdot g),$$

so we deduce that $d(h \cdot g) = d(h) \cdot g$ and $t(h \cdot g) = t(h) \cdot g$.

**Definition 3.4.** If $G$ acts on $H$, then the semi-direct product groupoid $H \rtimes G$, also called the action groupoid, is defined as follows. As a set,

$$H \rtimes G = H \ast G = \{(h,g) \in H \times G \mid t(g) = p(h)\}$$

and the multiplication is given by

$$(h,g)(h',g') = (hh',gg'),$$

when $t(g') = d(g)$ and $d(h) = t(h')$.

In a semi-direct product, the inverse is given by

$$(h,g)^{-1} = (h^{-1} \cdot g,g^{-1})$$

and we get

$$(h,g)^{-1}(h,g) = (h^{-1} \cdot g,g^{-1})(h,g) = ((h^{-1} \cdot g)(h \cdot g),d(g)) = (d(h) \cdot g,d(g)).$$

$$(h,g)(h,g)^{-1} = (h,g)(h^{-1} \cdot g,g^{-1}) = (t(h),t(g)).$$

Since $d(g) = p(d(h) \cdot g)$ and $t(g) = p(t(h))$, the unit space of $H \rtimes G$ can be identified with $H^{(0)}$ and then we make identifications

$$d(h,g) \equiv d(h) \cdot g, \ t(g,h) \equiv t(h).$$

There is a groupoid homomorphism

$$\pi : H \rtimes G \to G, \ \pi(h,g) = g$$

with kernel $\pi^{-1}(G^{(0)}) = \{(h,p(h)) \mid h \in H\}$ isomorphic to $H$.

**Remark 3.5.** The notion of groupoid action on another groupoid includes the action of a groupoid on a space and the action of a group on another group by automorphisms. A particular situation is when $G_1,G_2$ are groupoids and $Z$ is a $(G_1,G_2)$-space, i.e. $Z$ is a left $G_1$-space, a right $G_2$-space and the actions commute. Then $G_1 \ltimes Z$ is a right $G_2$-groupoid and $Z \rtimes G_2$ is a left $G_1$-groupoid.
Definition 3.6. Suppose now that \( G, \Gamma \) are étale groupoids and that \( \rho : G \to \Gamma \) is a groupoid homomorphism, also called a cocycle. The skew product groupoid \( G \times_\rho \Gamma \) is defined as the set of pairs \( (g, \gamma) \in G \times \Gamma \) such that \( (\gamma, \rho(g)) \in \Gamma^{(2)} \) with multiplication
\[
(g, \gamma)(g', \gamma\rho(g)) = (gg', \gamma) \text{ if } (g, g') \in G^{(2)}
\]
and inverse
\[
(g, \gamma)^{-1} = (g^{-1}, \gamma\rho(g)).
\]
In a skew product, we have \( d(g, \gamma) = (d(g), \gamma\rho(g)) \) and \( t(g, \gamma) = (t(g), \gamma) \). Its unit space is
\[
\Gamma^{(0)} \ast \Gamma = \{(u, \gamma) \in \Gamma^{(0)} \times \Gamma : \rho(u) = d(\gamma)\}.
\]
In particular, if \( G, H \) are étale groupoids and \( G \) acts on \( H \) on the right, for the groupoid homomorphism \( \pi : H \cong G \to G, \pi(h, g) = g \) we can form the skew product \( (H \ltimes G) \times_\pi G \) made of triples \( (h, g, g') \in H \times G \times G \) such that \( p(h) = t(g) \) and \( (g', g) \in G^{(2)} \), with unit space \( H^{(0)} \ast G \) and operations
\[
(h, g, g')(h', g'', g'') = (h(h' \cdot g^{-1}), gg'', g'),
\]
\[
(h, g, g')(h', g', g'') = (h, g, g'') = (h, g, g') = (h, g, g'') = (h, g, g'') = (h, g, g'') = (h, g, g'').
\]
Remark 3.7. Given a groupoid homomorphism \( \rho : G \to \Gamma \), there is a left action \( \hat{\rho} \) of \( \Gamma \) on the skew product \( G \times_\rho \Gamma \) given by
\[
y' \cdot (g, \gamma) = (g, y'\gamma).
\]
Proof. We check all the properties defining a groupoid action. First, we define the continuous open map
\[
p : G \times_\rho \Gamma \to \Gamma^{(0)}, \quad p(g, \gamma) = t(\gamma)
\]
and note that \( d(y') = t(\gamma) = p(g, \gamma) \). Now, \( p(g, y'\gamma) = t(y') \) and if \( (\gamma_1, \gamma_2) \in \Gamma^{(2)} \), then
\[
(\gamma_1\gamma_2)(g, \gamma) = (g, \gamma_1\gamma_2\gamma) = \gamma_1 \cdot (\gamma_2 \cdot (g, \gamma)).
\]
Also, if \( (g, \gamma), (g', \gamma\rho(g)) \in G \times_\rho \Gamma \) are composable with product \( (gg', \gamma) \), then
\[
y' \cdot (gg', \gamma) = (gg', y'\gamma) = (g, y'\gamma)(g', y'\gamma\rho(g)) = (y' \cdot (g, \gamma))(y' \cdot (g', \gamma\rho(g))).
\]
The last condition to check is \( t(\gamma) \cdot (g, \gamma) = (g, \gamma) \), which is obvious. \( \square \)

We define a right action of \( \Gamma \) on \( G \times_\rho \Gamma \) by \( (g, \gamma) \cdot \gamma' = (g, \gamma'^{-1}\gamma) \), and we form the semi-direct product \( (G \times_\rho \Gamma) \ltimes \Gamma \) made of triples \( (g, \gamma, \gamma') \in G \times \Gamma \times \Gamma \) such that \( (\gamma, \rho(g)) \in \Gamma^{(2)} \) and \( t(\gamma') = p(g, \gamma) = t(\gamma) \), with unit space \( G^{(0)} \ast \Gamma \) and operations
\[
(g, \gamma, \gamma')(g', \gamma'^{-1}\gamma\rho(g), \gamma'') = (gg', \gamma, \gamma''),
\]
\[
(g, \gamma, \gamma')^{-1} = ((g^{-1}, \gamma\rho(g)) \cdot \gamma', \gamma'^{-1}) = (g^{-1}, \gamma'^{-1}\gamma\rho(g), \gamma'^{-1}).
\]
For the next result, which resembles Takai duality, see Definition 1.3 in [17], Proposition 3.7 in [12] and Definition 3.1 in [9].
Theorem 3.8. Let $G, H, \Gamma$ be étale groupoids such that $G$ acts on $H$ and such that $\rho : G \to \Gamma$ is a groupoid homomorphism. Then, using the above notation, $(H \times G) \times_{\pi} G$ is similar to $H$ and $(G \times_{\rho} \Gamma) \times \Gamma$ is similar to $G$.

Proof. Recall that two (continuous) groupoid homomorphisms $\phi_1, \phi_2 : G_1 \to G_2$ are similar if there is a continuous function $\theta : G^{(0)}_1 \to G_2$ such that

$$\theta(t(g))\phi_1(g) = \phi_2(g)\theta(d(g))$$

for all $g \in G_1$. Two topological groupoids $G_1, G_2$ are similar if there exist continuous homomorphisms $\phi : G_1 \to G_2$ and $\psi : G_2 \to G_1$ such that $\psi \circ \phi$ is similar to $id_{G_1}$ and $\phi \circ \psi$ is similar to $id_{G_2}$.

To show that $(H \times G) \times_{\pi} G$ is similar to $H$, we define

$$\phi : (H \times G) \times_{\pi} G \to H, \phi(h, g, g') = h \cdot g'^{-1},$$

$$\psi : H \to (H \times G) \times_{\pi} G, \psi(h) = (h, p(h), p(h))$$

and

$$\theta : H^{(0)} \ast G \to (H \times G) \times_{\pi} G, \theta(u, g) = (u \cdot g^{-1}, g, p(u)).$$

We check that

$$(\phi \circ \psi)(h) = \phi(h, p(h), p(h)) = h \cdot p(h)^{-1} = h$$

and that

$$(\ast) \quad \theta[t(h, g, g')](h, g, g') = (\psi \circ \phi)(h, g, g')\theta[d(h, g, g')].$$

We have

$$t(h, g, g') = (h, g, g')(h, g, g')^{-1} = (h, g, g')(h^{-1} \cdot g \cdot g'^{-1}, g'^{-1}, g) =$$

$$= (h(h^{-1} \cdot g \cdot g^{-1}), g^{-1}, g'^{-1}, g') = (t(h), t(g), g') \equiv (t(h), g'),$$

and

$$\theta(t(h), g') = (t(h) \cdot g'^{-1}, g', p(t(h))).$$

The left-hand side of $(\ast)$ becomes

$$(t(h) \cdot g'^{-1}, g', p(t(h)))(h, g, g') = (h \cdot g'^{-1}, g', p(t(h)) = (h \cdot g'^{-1}, g'g, t(g')).$$

Now,

$$(\psi \circ \phi)(h, g, g') = \psi(h \cdot g'^{-1}) = (h \cdot g'^{-1}, p(h \cdot g'^{-1}), p(h \cdot g'^{-1}) = (h \cdot g'^{-1}, t(g'), t(g')), $$

$$d(h, g, g') = (h, g, g')^{-1}(h, g, g') = (h^{-1} \cdot g \cdot g^{-1}, g'g)(h, g, g') =$$

$$= ((h^{-1} \cdot g)(h \cdot g), g^{-1}g, g'g) = (d(h) \cdot g, d(g), g'g) \equiv (d(h) \cdot g, g'g),$$

and

$$\theta(d(h) \cdot g, g'g) = (d(h) \cdot g \cdot (g'g)^{-1}, g'g, p(d(h) \cdot g)) = (d(h) \cdot g'^{-1}, g'g), d(g)).$$

The right-hand side becomes

$$(h \cdot g'^{-1}, t(g'))(d(h) \cdot g'^{-1}, g'g, d(g)) = (h \cdot g'^{-1}, g'g, t(g')), $$

so $(\ast)$ is verified.
To show that \((G \times_\rho \Gamma) \rtimes \Gamma\) is similar to \(G\), we define
\[
\phi : (G \times_\rho \Gamma) \rtimes \Gamma \to G, \ \phi(g, \gamma, \gamma') = g,
\]
\[
\psi : G \to (G \times_\rho \Gamma) \rtimes \Gamma, \ \psi(g) = (g, \rho(t(g)), \rho(g))
\]
and
\[
\vartheta : G^{(0)} \rtimes \Gamma \to (G \times_\rho \Gamma) \rtimes \Gamma, \vartheta(u, \gamma) = (u, \rho(u), \gamma^{-1}).
\]
We have
\[
(\phi \circ \psi)(g) = \phi(g, \rho(t(g)), \rho(g)) = g
\]
and we need to verify that
\[
(**) \ \vartheta(t(g, \gamma, \gamma'))(g, \gamma, \gamma') = (\psi \circ \phi)(g, \gamma, \gamma') \vartheta(d(g, \gamma, \gamma')).
\]
We compute
\[
t(g, \gamma, \gamma') = (g, \gamma, \gamma')^{-1}(g, \gamma, \gamma')^{-1}(g, \gamma, \gamma')^{-1} = (g, \gamma, \gamma')^{-1} \varrho(g, \gamma', \gamma') = (g, \gamma, \gamma')^{-1} \varrho(g, \gamma', \gamma') = (g, \gamma, \gamma')^{-1} \varrho(g, \gamma', \gamma') = (g, \gamma, \gamma')^{-1} \varrho(g, \gamma', \gamma') = (g, \gamma, \gamma')^{-1} \varrho(g, \gamma', \gamma') = (g, \gamma, \gamma')^{-1} \varrho(g, \gamma', \gamma') = (g, \gamma, \gamma')^{-1} \varrho(g, \gamma', \gamma') = (g, \gamma, \gamma')^{-1} \varrho(g, \gamma', \gamma')
\]
and
\[
\vartheta(t(g), \gamma) = (t(g), \rho(t(g), \gamma^{-1}),
\]
so the left-hand side of \((**\)) becomes
\[
(t(g), \rho(t(g)), \gamma^{-1})(g, \gamma, \gamma') = (g, \rho(t(g)), \gamma^{-1} \gamma').
\]
Also
\[
(\psi \circ \phi)(g, \gamma, \gamma') = (g, \rho(t(g)), \rho(g)),
\]
\[
d(g, \gamma, \gamma') = (g, \gamma, \gamma')^{-1}(g, \gamma, \gamma')^{-1}(g, \gamma, \gamma')^{-1} = (g, \gamma, \gamma')^{-1} \varrho(g, \gamma, \gamma') = (g, \gamma, \gamma')^{-1} \varrho(g, \gamma, \gamma') = (g, \gamma, \gamma')^{-1} \varrho(g, \gamma, \gamma') = (g, \gamma, \gamma')^{-1} \varrho(g, \gamma, \gamma') = (g, \gamma, \gamma')^{-1} \varrho(g, \gamma, \gamma') = (g, \gamma, \gamma')^{-1} \varrho(g, \gamma, \gamma')
\]
and the right-hand side is
\[
(g, \rho(t(g)), \rho(g))(d(g, \rho(d(g)), \rho(g))^{-1} \gamma^{-1} \gamma') = (g, \rho(t(g)), \gamma^{-1} \gamma'),
\]
so \((**)\) is verified.

For skew products and semi-direct products of groupoids, there are Lyndon–Hochschild–Serre spectral sequences for the computation of their homology, see [3] and [12].

**Theorem 3.9.** Let \(G, \Gamma\) be étale groupoids.

1. Suppose that \(\rho : G \to \Gamma\) is a groupoid homomorphism. Then there exists a spectral sequence
\[
E_{p,q}^2 = H_p(\Gamma, H_q(G \times_\rho \Gamma)) \Rightarrow H_{p+q}(G),
\]
where \(H_q(G \times_\rho \Gamma)\) is regarded as a \(\Gamma\)-module via the action \(\hat{\rho} : \Gamma \ract G \times_\rho \Gamma\).

2. Suppose that \(\varphi : \Gamma \ract G\) is a groupoid action. Then there exists a spectral sequence
\[
E_{p,q}^2 = H_p(\Gamma, H_q(G)) \Rightarrow H_{p+q}(\Gamma \ract G),
\]
where \(H_q(G)\) is regarded as a \(\Gamma\)-module via the action \(\varphi\).
Note that for $G$ an ample Hausdorff groupoid and $\rho : G \to \mathbb{Z}$ a cocycle, we have the following long exact sequence involving the homology of $G$ and the homology of $G \times_\rho \mathbb{Z}$,

$$0 \to H_0(G) \to H_0(G \times_\rho \mathbb{Z}) \xrightarrow{id-\rho}\ H_0(G \times_\rho \mathbb{Z}) \to H_1(G) \to \cdots$$

$$\vdots \to H_n(G) \to H_n(G \times_\rho \mathbb{Z}) \xrightarrow{id-\rho^*}\ H_n(G \times_\rho \mathbb{Z}) \to H_{n+1}(G) \to \cdots$$

Here $\rho^*$ is the map induced by the action $\hat{\rho} : \mathbb{Z} \curvearrowright G \times_\rho \mathbb{Z}$ (see Lemma 1.3 in [15]).

4. Self-similar groupoid actions and their C*-algebra

We recall some facts about self-similar groupoid actions and their Cuntz-Pimsner algebras from [10]. Let $E = (E^0, E^1, r, s)$ be a finite directed graph with no sources. For $k \geq 2$, define the set of paths of length $k$ in $E$ as

$$E_k = \{e_1e_2 \cdots e_k : e_i \in E^1, \ r(e_{i+1}) = s(e_i)\}.$$  

The maps $r, s$ are naturally extended to $E^k$ by taking

$$r(e_1e_2 \cdots e_k) = r(e_1), \quad s(e_1e_2 \cdots e_k) = s(e_k).$$

We denote by $E^* := \bigcup_{k \geq 0} E_k$ the space of finite paths (including vertices) and by $E^\infty$ the infinite path space of $E$ with the usual topology given by the cylinder sets $Z(\alpha) = \{\alpha \xi : \xi \in E^\infty\}$ for $\alpha \in E^*$.  

We can visualize the set $E^*$ as indexing the vertices of a union of rooted trees or forest $T_E$ given by $T_E^0 = E^*$ and with edges

$$T_E^1 = \{(\mu, \mu e) : \mu \in E^*, e \in E^1 \text{ and } s(\mu) = r(e)\}.$$

Example 4.1. For the graph

![Diagram of a graph](image)

the forest $T_E$ looks like

![Diagram of a forest](image)
Recall that a partial isomorphism of the forest $T_E$ corresponding to a given directed graph $E$ consists of a pair $(v, w) \in E^0 \times E^0$ and a bijection $g : v E^* \to w E^*$ such that

- $g|_{vE^k} : v E^k \to w E^k$ is bijective for all $k \geq 1$.
- $g(\mu e) \in g(\mu)E^1$ for $\mu \in v E^*$ and $e \in E^1$ with $r(e) = s(\mu)$.

The set of partial isomorphisms of $T_E$ forms a groupoid $\text{Plso}(T_E)$ with unit space $E^0$. The identity morphisms are $id_v : v E^* \to v E^*$, the inverse of $g : v E^* \to w E^*$ is $g^{-1} : w E^* \to v E^*$, and the multiplication is composition. We often identify $v \in E^0$ with $id_v \in \text{Plso}(T_E)$.

**Definition 4.2.** Let $E$ be a finite directed graph with no sources, and let $G$ be a groupoid with unit space $E^0$. A self-similar action $(G, E)$ on the path space of $E$ is given by a faithful groupoid homomorphism $\pi : G \to \text{Plso}(T_E)$ such that for every $g \in G$ and every $e \in d(g)E^1$ there exists a unique $h \in G$ denoted by $g|_e$ and called the restriction of $g$ to $e$ such that

$$g \cdot (e \mu) = (g \cdot e)(h \cdot \mu) \quad \text{for all} \quad \mu \in s(e)E^*.$$  

**Remark 4.3.** It is possible that $g|_e = g$ for all $e \in d(g)E^1$, in which case

$$g \cdot (e_1 e_2 \cdots e_n) = (g \cdot e_1) \cdots (g \cdot e_n).$$

We have

$$d(g|_e) = s(e), \quad t(g|_e) = s(g \cdot e) = g|_e \cdot s(e), \quad r(g \cdot e) = g \cdot r(e).$$

In particular, the source map may not be equivariant as in [7]. It is shown in Appendix A of [10] that a self-similar groupoid action $(G, E)$ as in [7] determines a self-similar groupoid action $(E^0 \Join G, E)$ as in Definition 4.2, where $E^0 \Join G$ is the semi-direct product or the action groupoid of the group $G$ acting on $E^0$. Note that not any self-similar groupoid action comes from a self-similar group action, as seen in our example below.

**Proposition 4.4.** A self-similar groupoid action $(G, E)$ as above extends to an action of $G$ on the path space $E^*$ and determines an action of $G$ on the graph $T_E$, in the sense that $G$ acts on both the vertex space $T_E^0$ and the edge space $T_E^1$ and intertwines the range and the source maps of $T_E$, see Definition 4.1 in [5].

**Proof.** Indeed, the vertex space $T_E^0 = E^*$ is fibered over $G^{(0)} = E^0$ via the map $\mu \mapsto r(\mu)$. For $(\mu, \mu e) \in T_E^1$ we set $s(\mu, \mu e) = \mu e$ and $r(\mu, \mu e) = \mu$. Since $r(\mu e) = r(\mu)$, the edge space $T_E^1$ is also fibered over $G^{(0)}$. The action of $G$ on $T_E^1$ is given by

$$g \cdot (\mu, \mu e) = (g \cdot \mu, g \cdot (\mu e)) \quad \text{when} \quad d(g) = r(\mu).$$

Since

$$s(g \cdot (\mu, \mu e)) = s(g \cdot \mu, g \cdot (\mu e)) = g \cdot (\mu e) = g \cdot s(\mu, \mu e)$$

and

$$r(g \cdot (\mu, \mu e)) = r(g \cdot \mu, g \cdot (\mu e)) = g \cdot \mu = g \cdot r(\mu, \mu e),$$

the actions on $T_E^0$ and $T_E^1$ are compatible. \hfill \Box
The faithfulness condition ensures that for each \( g \in G \) and each \( \mu \in E^* \) with \( d(g) = r(\mu) \), there is a unique element \( g|_\mu \in G \) satisfying

\[
g \cdot (\mu \nu) = (g \cdot \mu)(g|_\mu \cdot \nu) \text{ for all } \nu \in s(\mu)E^*.
\]

By Proposition 3.6 of [10], self-similar groupoid actions have the following properties: for \( g, h \in G, \mu \in d(g)E^* \) and \( \nu \in s(\mu)E^* \),

1. \( g|_{\mu \nu} = (g|_\mu)|_{\nu} \);
2. \( \id_{r(\mu)}|_{\mu} = \id_{s(\mu)} \);
3. if \( (h, g) \in G^{(2)} \), then \( (h|_{g \cdot \mu}, g|_\mu) \in G^{(2)} \) and \( (h|_{g \cdot \mu})(g|_\mu) = (h|_g)(g|_\mu) \);
4. \( g^{-1}|_{\mu} = (g|_{g^{-1}})^{-1} \).

**Definition 4.5.** The \( C^* \)-algebra \( C^*(G, E) \) of a self-similar action \((G, E)\) is defined as the Cuntz-Pimsner algebra of the \( C^* \)-correspondence

\[
\mathcal{M} = \mathcal{M}(G, E) = \mathcal{X}(E) \otimes_{C(E^0)} C^*(G)
\]

over \( C^*(G) \). Here \( \mathcal{X}(E) = C(E^1) \) is the \( C^* \)-correspondence over \( C(E^0) \) associated to the graph \( E \) and \( C(E^0) = C(G^{(0)}) \subseteq C^*(G) \). The right action of \( C^*(G) \) on \( \mathcal{M} \) is the usual one and the left action is determined by the representation

\[
W : G \to \mathcal{L}(\mathcal{M}), \quad W_g(i_e \otimes a) = \begin{cases} i_{g \cdot e} \otimes i_{g|_e} a & \text{if } d(g) = r(e) \\ 0 & \text{otherwise} \end{cases}
\]

where \( g \in G, i_e \in C(E^1) \) and \( i_g \in C_c(G) \) are point masses and \( a \in C^*(G) \). The inner product of \( \mathcal{M} \) is given by

\[
\langle \xi \otimes a, \eta \otimes b \rangle = \langle \eta, \xi \rangle a(b) = a^* \langle \xi, \eta \rangle b
\]

for \( \xi, \eta \in C(E^1) \) and \( a, b \in C^*(G) \).

**Remark 4.6.** Recall that the operations on \( \mathcal{X}(E) \) are given by

\[
(\xi \cdot a)(e) = \xi(e)a(s(e)), \quad (\xi, \eta)(v) = \sum_{s(e) = u} \overline{\xi(e)}\eta(e), \quad (a \cdot \xi)(e) = a(r(e))\xi(e)
\]

for \( a \in C(E^0) \) and \( \xi, \eta \in C(E^1) \). The elements \( i_e \otimes 1 \) for \( e \in E^1 \) form a Parseval frame for \( \mathcal{M} \) and every \( \zeta \in \mathcal{M} \) is a finite sum

\[
\zeta = \sum_{e \in E^1} i_e \otimes \langle i_e \otimes 1, \xi \rangle.
\]

In particular, if \( \mathcal{X}(E)^* \) denotes the dual \( C^* \)-correspondence, then

\[
\mathcal{L}(\mathcal{M}) = \mathcal{K}(\mathcal{M}) \cong \mathcal{X}(E) \otimes_{C(E^0)} C^*(G) \otimes_{C(E^0)} \mathcal{X}(E)^* \cong M_n \otimes C^*(G),
\]

where \( n = |E^1| \). The isomorphism is given by

\[
i_e \otimes i_g \otimes i_{s_k}^* \mapsto e_{jk} \otimes i_g
\]

for \( E^1 = \{e_1, ..., e_n\} \) and for matrix units \( e_{jk} \in M_n \). There is a unital homomorphism \( \mathcal{K}(\mathcal{X}(E)) \to \mathcal{K}(\mathcal{M}) \) given by

\[
i_e \otimes i_{s_k}^* \mapsto i_e \otimes 1 \otimes i_{s_k}^*.
\]
Since our groupoids have finite unit space $E^0$, the orbit space for the canonical action of $G$ on $E^0$ is finite, and $C^*(G)$ is the direct sum of $C^*$-algebras of transitive groupoids. Each such transitive groupoid will be isomorphic to a groupoid of the form $V \times H \times V$ with the usual operations, for some subset $V \subseteq E^0$ and isotropy group $H$, hence its $C^*$-algebra will be isomorphic to $C^*(H) \otimes M_{|V|}$.

We recall the following result, see Propositions 4.4 and 4.7 in [10].

**Theorem 4.7.** If $U_g, P_v$ and $T_e$ are the images of $g \in G, v \in E^0 = G(0)$ and of $e \in E^1$ in the Cuntz-Pimsner algebra $C^*(G, E)$, then

- $g \mapsto U_e$ is a representation by partial isometries of $G$ with $U_v = P_v$ for $v \in E^0$;
- $T_e$ are partial isometries with $T^*_e T_e = P_{d(e)}$ and $\sum_{r(e) = v} T^*_e T_e = P_v$;
- $U_g T_e = \begin{cases} T_e U_{g^e} & \text{if } d(g) = r(e) \\ 0 & \text{otherwise} \end{cases}$ and $U_g P_v = \begin{cases} P_{g^v} U_g & \text{if } d(g) = v \\ 0 & \text{otherwise}. \end{cases}$

There is a gauge action $\gamma$ of $\mathbb{T}$ on $C^*(G, E)$ such that $\gamma_z(U_g) = U_{g^z}$ and $\gamma_z(T_e) = e T_e z$ for $z \in \mathbb{T}$.

Given $\mu = e_1 \cdots e_n \in E^*$ with $e_i \in E^1$, we let $T_\mu := T_{e_1} \cdots T_{e_n}$. Then $C^*(G, E)$ is the closed linear span of elements $T_\mu U_g T_\nu^*$, where $\mu, \nu \in E^*$ and $g \in G^s(\mu)$.

For each $k \geq 1$, consider $\mathcal{F}_k$ the closed linear span of elements $T_\mu U_g T_\nu^*$ with $\mu, \nu \in E^k$ and $g \in G^s(\mu)$. Then the fixed point algebra $\mathcal{F}(G, E) : = C^*(G, E)^\mathbb{T}$ under the gauge action is isomorphic to $\lim_{\kappa} \mathcal{F}_k$. We have

$$\mathcal{F}_k \cong \mathcal{L}(M^\otimes k) \cong \mathcal{X}(E)^{\otimes k} \otimes C(E^0) \otimes C(E^0)^* \otimes \mathcal{X}(E)^{\otimes k}$$

using the map $T_\mu U_g T_\nu^* \mapsto i_\mu \otimes i_g \otimes i_\nu^*$, where $i_{g_1} \in \mathcal{X}(E)^{\otimes k} = C(E^k)$ are point masses. The embeddings $\mathcal{F}_k \hookrightarrow \mathcal{F}_{k+1}$ are determined by the map

$$\phi = \phi_W : C^*(G) \to \mathcal{L}(M), \quad \phi_W(i_g) = W_g.$$ 

In particular, for $a \in C^*(G)$ we get

$$\phi(a) = \sum_{e \in E^1} \phi_{i_e \otimes 1, a^e(i_e \otimes 1)},$$

where $\phi_{i_e \otimes 1} = \xi(\eta, \zeta)$. The embeddings $\mathcal{F}_k \hookrightarrow \mathcal{F}_{k+1}$ are then

$$\phi_k(i_\mu \otimes i_g \otimes i_\nu^*) = \begin{cases} \sum_{x \in d(g)E^1} i_{g_1} \otimes i_\mu \otimes i_{g_1 \sigma} \otimes i_\nu^*, & \text{if } g \in G^s(\mu) \text{ and } g \cdot x = y \\ 0, & \text{otherwise}. \end{cases}$$

**Remark 4.8.** The $C^*$-algebra $C^*(G, E)$ can be described as the crossed product of $\mathcal{F}(G, E)$ by an endomorphism and in many cases, knowledge about $K_*(\mathcal{F}_k)$ is sufficient to determine $K_*(\mathcal{F}(G, E))$ and $K_*(C^*(G, E))$. For the case when $G$ is a group, see section 3 in [14]. In the particular case when $g|_e = g$ for all $g \in G$ and $e \in d(g)E^1$ we have $C^*(G, E) \cong C^*(E) \rtimes G$. 


5. Exel-Pardo groupoids for self-similar actions

In this section, we generalize results from [7] and define the groupoid
associated to a self-similar action of a groupoid $G$ on the path space of a finite
directed graph $E$ with no sources.

As in [7], we first define the inverse semigroup

$$\mathcal{S}(G, E) = \{(\alpha, g, \beta) : \alpha, \beta \in E^*, g \in G^{\mathbb{N}}\} \cup \{0\}$$

associated to the self-similar action $(G, E)$, with operations

$$(\alpha, g, \beta)(\lambda, h, \omega) = \begin{cases} (\alpha, g(h|_{h^{-1}}), \omega(h^{-1} \cdot \mu)) & \text{if } \beta = \lambda \mu \\ (\alpha(g \cdot \mu), g|_{\mu}h, \omega) & \text{if } \lambda = \beta \mu \\ 0 & \text{otherwise} \end{cases}$$

and $(\alpha, g, \beta)^* = (\beta, g^{-1}, \alpha)$ for $\alpha, \beta, \lambda, \omega \in E^*$. These operations make sense

$$d(g) = s(\beta) = t(h|_{h^{-1}}) \text{ and } d(g(h|_{h^{-1}})) = s(\omega(h^{-1} \cdot \mu)) \text{ when } \beta = \lambda \mu,$$

$$d(g|_{\mu}) = s(\mu) = t(h) \text{ and } d(g|_{\mu}h) = s(\omega) \text{ when } \lambda = \beta \mu.$$ 

Note that $(\alpha, g, \beta)(\beta, h, \omega) = (\alpha, gh, \omega)$ and the nonzero idempotents are of the form $z_{\alpha} = (\alpha, s(\alpha), \alpha)$.

The inverse semigroup $\mathcal{S}(G, E)$ acts on the infinite path space $E^\infty$ by partial homeomorphisms. The action of $(\alpha, g, \beta) \in \mathcal{S}(G, E)$ on $\xi = \beta \mu \in \beta E^\infty$ is given by

$$(\alpha, g, \beta) \cdot \beta \mu = \alpha(g \cdot \mu) \in \alpha E^\infty.$$ 

The action of $G$ on $E^\infty$ is defined by $g \cdot \mu = \eta$, where for all $n$ we have $\eta_1 \cdots \eta_n = g \cdot (\mu_1 \cdots \mu_n)$. Note that $r(g \cdot \mu) = g \cdot r(\mu) = g \cdot s(\beta) = s(\alpha)$, so the action is well defined.

The groupoid of germs associated with $(\mathcal{S}(G, E), E^\infty)$ is

$$\mathcal{G}(G, E) = \{[\alpha, g, \beta; \xi] : \alpha, \beta \in E^*, g \in G^{\mathbb{N}}, \xi \in \beta E^\infty\}.$$ 

Two germs $[\alpha, g, \beta; \xi], [\alpha', g', \beta'; \xi']$ in $\mathcal{G}(G, E)$ are equal if and only if $\xi = \xi'$ and there exists a neighborhood $V$ of $\xi$ such that $(\alpha, g, \beta) \cdot \eta = (\alpha', g', \beta') \cdot \eta$ for all $\eta \in V$. We obtain that $\xi = \beta \lambda \zeta$ for $\lambda \in E^*$ and $\zeta \in E^\infty$, with $r(\lambda) = s(\beta)$ and $r(\zeta) = s(\lambda)$. Moreover,

$$\alpha' = \alpha(g \cdot \lambda), \beta' = \beta \lambda, \text{ and } g' = g|_{\lambda}.$$ 

The unit space of $\mathcal{G}(G, E)$ is

$$\mathcal{G}(G, E)^{(0)} = \{[\alpha, s(\alpha), \alpha; \xi] : \xi \in E\alpha\},$$

identified with $E^\infty$ by the map $[\alpha, s(\alpha), \alpha; \xi] \mapsto \xi$.

The terminus and domain maps of the groupoid $\mathcal{G}(G, E)$ are given by

$$t([\alpha, g, \beta; \beta \mu]) = \alpha(g \cdot \mu), \quad d([\alpha, g, \beta; \beta \mu]) = \beta \mu.$$
If two elements $\gamma_1, \gamma_2 \in \mathcal{G}(G, E)$ are composable, then

$$\gamma_1 = [\alpha_1, g_1, \alpha_2; g_2 \cdot \xi], \quad \gamma_2 = [\alpha_2, g_2, \beta; \beta \xi]$$

for some $\alpha_1, \alpha_2, \beta, \beta \in E^*$, $\xi \in E^{\infty}$, $(g_1, g_2) \in G^{(2)}$ and in this case

$$\gamma_1 \gamma_2 = [\alpha_1, g_1 g_2, \beta; \beta \xi].$$

In particular,

$$[\alpha, g, \beta; \beta \mu]^{-1} = [\beta, g^{-1}, \alpha; \alpha(g \cdot \mu)].$$

The topology on $\mathcal{G}(G, E)$ is generated by the compact open bisections of the form

$$B(\alpha, g, \beta; V) = \{[\alpha, g, \beta; \xi] \in \mathcal{G}(G, E) : \xi = \beta \xi \in V\},$$

where $\alpha, \beta \in E^*$, $g \in G_{\mathcal{A}(\beta)}$ are fixed, and $V \subseteq Z(\beta) = \beta E^{\infty}$ is an open subset.

**Definition 5.1.** A self-similar groupoid action $(G, E)$ is called pseudo free if for every $g \in G$ and every $e \in d(g)E^1$, the condition $g \cdot e = e$ and $g|_e = s(e)$ implies that $g = r(e)$.

**Remark 5.2.** If $(G, E)$ is pseudo free, then $g_1 \cdot \alpha = g_2 \cdot \alpha$ and $g_1|_\alpha = g_2|_\alpha$ for some $\alpha \in E^*$ implies $g_1 = g_2$.

**Proof.** Indeed, since $g_2^{-1}g_1 \cdot \alpha = \alpha$ and $g_2^{-1}g_1|_\alpha = g_2^{-1}|_{g_1 \cdot \alpha} g_1|_\alpha = d(g_1|_\alpha) = s(\alpha)$, it follows that $g_2^{-1}g_1 = r(\alpha)$, so $g_1 = g_2$.

**Theorem 5.3.** If the action of $G$ on $E$ is pseudo free, then the groupoid $\mathcal{G}(G, E)$ is Hausdorff and its $C^*$-algebra $C^*(\mathcal{G}(G, E))$ is isomorphic to the Cuntz-Pimsner algebra $C^*(G, E)$.

**Proof.** Since $(G, E)$ is pseudo free, it follows that $[\alpha, g, \beta; \xi] = [\alpha, g', \beta; \xi]$ if and only if $g = g'$. Moreover, the groupoid $\mathcal{G}(G, E)$ is Hausdorff, see Proposition 12.1 in [7]. Using the properties given in Theorem 4.7 and the groupoid multiplication, the isomorphism $\phi : C^*(G, E) \to C^*(\mathcal{G}(G, E))$ is given by

$$\phi(P_v) = \chi_{B(v, v, v; Z(v))},$$

$$\phi(T_e) = \chi_{B(s(e), s(e); Z(s(e)))},$$

$$\phi(U_g) = \chi_{B(t(g), g, d(g); Z(d(g))})$$

for $v \in E^0, e \in E^1$ and $g \in G$. Here $\chi_A$ is the indicator function of $A$.

Recall that ample Hausdorff groupoids which are similar or Morita equivalent have isomorphic homology, see Lemma 4.3 and Theorem 3.12 in [9]. The general strategy of computing the homology of the ample groupoid $\mathcal{G}(G, E)$ is the following.

There is a cocycle $\rho : \mathcal{G}(G, E) \to \mathbb{Z}$ given by $[\alpha, g, \beta; \xi] \mapsto |\alpha| - |\beta|$ with kernel

$$\mathcal{K}(G, E) = \{[\alpha, g, \beta; \xi] \in \mathcal{G}(G, E) : |\alpha| = |\beta|\}.$$

It follows from Theorem 3.9 that we have a spectral sequence

$$E^2_{p,q} = H_p(\mathbb{Z}, R_q(\mathcal{K}(G, E))) \Rightarrow H_{p+q}(\mathcal{G}(G, E)).$$
Now $\mathcal{H}(G, E) = \bigcup_{k \geq 1} \mathcal{H}_k(G, E)$ where
\[ \mathcal{H}_k(G, E) = \{ [\alpha, g, \beta; \xi] \in \mathcal{G}(G, E) : |\alpha| = |\beta| = k \}. \]

There are groupoid homomorphisms
\[ \tau_k : \mathcal{H}_k(G, E) \to G, \tau_k([\alpha, g, \beta; \xi]) = g \]
and $\ker \tau_k$ is AF for all $k \geq 1$. Indeed, consider $R_k$ the equivalence relation on $E^k$ such that $(\alpha, \beta) \in R_k$ if there is $g \in G$ with $g \cdot s(\beta) = s(\alpha)$. Then the map $[\alpha, g, \beta; \xi] \mapsto ((\xi, g), (\alpha, \beta))$ gives an isomorphism between $\mathcal{H}_k(G, E)$ and $(E^\infty \times G) \times R_k$, so $\ker \tau_k$ is isomorphic to $E^\infty \times R_k$. It follows that we have another spectral sequence
\[ E^2_{p,q} = H_p(G, H_q(\ker \tau_k)) \Rightarrow H_{p+q}(\mathcal{H}_k(G, E)). \]
It is known that $H_0(\ker \tau_k) \cong K_0(C^*(\ker \tau_k))$ and $H_q(\ker \tau_k) = 0$ for $k \geq 1$. Also, $\ker \tau_k$ is similar with $\mathcal{H}_k(G, E) \times \tau_k G$. Assuming that we computed $H_q(\mathcal{H}_k(G, E))$ for all $k$, then
\[ H_q(\mathcal{H}(G, E)) = \lim_{k \to \infty} H_q(\mathcal{H}_k(G, E)) \]
can be computed using the inclusion maps
\[ j_k : \mathcal{H}_k(G, E) \hookrightarrow \mathcal{H}_{k+1}(G, E), \quad j_k([\alpha, g, \beta; \beta x \mu]) = [\alpha y, g|_x, \beta x; \beta x \mu], \]
where $x \in E^1$ and $g \cdot x = y$.

6. Example

Consider again the graph from Example 4.1

with $E^0 = \{u, v, w\}$ and $E^1 = \{e_1, e_2, e_3, e_4, e_5, e_6\}$.

Consider the groupoid $G$ with unit space $G^{(0)} = \{u, v, w\}$ and generators $a, b, c$ where $d(a) = u, t(a) = d(b) = v, d(c) = t(b) = w$.

We define the action of $G$ by
\[ a \cdot e_1 = e_2, \quad a|_{e_1} = u, \quad a \cdot e_3 = e_6, \quad a|_{e_3} = b, \]
\[ b \cdot e_2 = e_5, \quad b|_{e_2} = a, \quad b \cdot e_6 = e_4, \quad b|_{e_6} = c, \]
\[ c \cdot e_4 = e_2, \quad c|_{e_4} = a^{-1}, \quad c \cdot e_5 = e_6, \quad c|_{e_5} = b. \]

The actions of \( a^{-1}, b^{-1}, c^{-1} \) and their restrictions are then uniquely determined:

\[ a^{-1} \cdot e_2 = e_1, \quad a^{-1}|_{\bar{e}_2} = u, \quad a^{-1} \cdot e_6 = e_3, \quad a^{-1}|_{e_6} = b^{-1}, \]
\[ b^{-1} \cdot e_5 = e_2, \quad b^{-1}|_{e_5} = a^{-1}, \quad b^{-1} \cdot e_4 = e_6, \quad b^{-1}|_{e_4} = c^{-1}, \]
\[ c^{-1} \cdot e_2 = e_3, \quad c^{-1}|_{e_2} = a, \quad c^{-1} \cdot e_6 = e_5, \quad c^{-1}|_{e_6} = b^{-1}. \]

The actions of the units \( u, v, w \) and their restrictions are

\[ u \cdot e_1 = e_1, \quad u|_{e_1} = u, \quad u \cdot e_3 = e_3, \quad u|_{e_3} = v, \quad v \cdot e_2 = e_2, \quad v|_{e_2} = u, \]
\[ v \cdot e_5 = e_6, \quad v|_{e_5} = w, \quad w \cdot e_4 = e_4, \quad w|_{e_4} = v, \quad w \cdot e_5 = e_5, \quad w|_{e_5} = v. \]

This data determine a pseudo free self-similar action of \( G \) on the path space of \( E \). We can characterize the action by the formulas

\[ a \cdot e_1 \mu = e_2 \mu, \quad a \cdot e_3 \mu = e_6(b \cdot \mu), \quad b \cdot (e_2 \mu) = e_5(a \cdot \mu), \]
\[ b \cdot e_4 \mu = e_4(c \cdot \mu), \quad c \cdot e_4 \mu = e_2(a^{-1} \cdot \mu), \quad c \cdot e_5 \mu = e_6(b \cdot \mu) \]

where \( \mu \in E^* \), and these determine uniquely an action of \( G \) on \( E^* \) and on the graph \( T_E \).

We will prove that \( G \) is a transitive groupoid with isotropy isomorphic to \( \mathbb{Z} \), hence \( C^*(G) \cong M_3(C(\mathbb{T})) \) since \( |E^0| = 3 \). Indeed, there is only one orbit for the action of \( G \) on its unit space, and let’s show that the cyclic group \( G^m_u = \langle a^{-1}cba \rangle \) is isomorphic to \( \mathbb{Z} \). Since

\[ (a^{-1}cba) \cdot e_1 = (a^{-1}cb) \cdot e_2 = (a^{-1}c) \cdot e_5 = a^{-1} \cdot e_6 = e_3 \]

and

\[ (a^{-1}cba) \cdot e_3 = (a^{-1}cb) \cdot e_6 = (a^{-1}c) \cdot e_4 = a^{-1} \cdot e_2 = e_1, \]

it follows that \( (a^{-1}cba)^n \) is not the identity for \( n \) odd. Now

\[ (a^{-1}cba)|_{e_1} = (a^{-1}cb)|_{e_1}, (a^{-1}cb)|_{e_1} = (a^{-1}c)|_{e_2} = (a^{-1}cba)|_{e_2}|_{e_2} \]
\[ = (a^{-1}c)|_{e_2}a = a^{-1}|_{e_3}c|_{e_3}a = (a|_{a^{-1}e_6})^{-1}ba = b^{-1}ba = a \]

and similarly

\[ (a^{-1}cba)|_{e_3} = a^{-1}cb. \]

We deduce

\[ (a^{-1}cba)^2|_{e_1} = (a^{-1}cba)|_{a^{-1}cba} \cdot e_1(a^{-1}cb)|_{e_1} = (a^{-1}cba)|_{e_1}a = a^{-1}cba. \]

By induction,

\[ (a^{-1}cba)^k|_{e_1} = (a^{-1}cba)^k. \]

We consider the action of \( (a^{-1}cba)^{2k} \) on sufficiently long paths of the form \( \mu = e_1 \cdots e_1 \) and after repeatedly reducing by factors of 2, we arrive at \( (a^{-1}cba)^{2k}|_{\mu} = (a^{-1}cba)^m \) with \( m \) odd, in particular

\[ (a^{-1}cba)^{2k} \cdot \mu e_1 = \mu(a^{-1}cba)^m \cdot e_1 = \mu e_3, \]

so \( (a^{-1}cba)^n \) is not the identity for \( n \) even. It follows that \( G^m_u = \langle a^{-1}cba \rangle \) is isomorphic to \( \mathbb{Z} \).
An isomorphism of $G$ with the groupoid $G^{(0)} \times \mathbb{Z} \times G^{(0)}$ is given by the map
\[ a \mapsto (v, 1, u), \ b \mapsto (w, 1, v), \ c \mapsto (v, 1, w), \]
and $G^{(1)}_u \cong \{(u, k, v) : k \in 2\mathbb{Z} \} \cong \mathbb{Z}$. In this case, since $|E^1| = 6$ and $C^*(G) \cong M_3(C(\mathbb{T}))$, it follows that
\[ \mathcal{F}_k \cong \mathcal{L}(M^{\otimes k}) \cong X(E)^{\otimes k} \otimes_{C(E^0)} C^*(G) \otimes_{C(E^0)} X(E)^{\otimes k} \cong M_3^{\otimes k}(C(\mathbb{T})), \]
so $K_0(\mathcal{F}_k) \cong \mathbb{Z} \cong K_1(\mathcal{F}_k)$ and $\mathcal{F}(G, E)$ is an $A\mathbb{T}$-algebra. Recall that the embeddings $\mathcal{F}_k \hookrightarrow \mathcal{F}_{k+1}$ are determined by
\[ \Phi_k(i_\mu \otimes i_g \otimes i_\nu) = \begin{cases} \sum_{x \in d(gE)1} i_{\mu x} \otimes i_{g|x} \otimes i_{\nu x}^*, & \text{if } g \in G^{(1)}_x \text{ and } g \cdot x = y \\ 0, & \text{otherwise}. \end{cases} \]
In particular,
\[ i_\mu \otimes i_a \otimes i_\nu \mapsto i_{\mu e_2} \otimes i_u \otimes i_{\nu e_1}, \]
\[ i_\mu \otimes i_b \otimes i_\nu \mapsto i_{\mu e_3} \otimes i_a \otimes i_{\nu e_2}, \]
\[ i_\mu \otimes i_c \otimes i_\nu \mapsto i_{\mu e_4} \otimes i_a \otimes i_{\nu e_3}. \]
To compute the $K$-theory of $\mathcal{F}(G, E)$, we first determine the maps
\[ \Phi_0 = [\Phi_k] : K_0(C^*(G)) \cong \mathbb{Z} \to K_0(\mathcal{L}(M)) \cong \mathbb{Z} \]
for $i = 0, 1$. Since $K_0(C^*(G))$ is generated by $[i_u]$ and
\[ i_u \mapsto i_{e_1} \otimes i_u \otimes i_{e_3} + i_{e_3} \otimes i_u \otimes i_{e_1}, \]
it follows that $\Phi_0$ is multiplication by 2. Since $K_1(C^*(G))$ is generated by $[z_iu + i_v + i_w]$ and
\[ z_iu + i_v + i_w \mapsto z(i_{e_1} \otimes i_u \otimes i_{e_3} + i_{e_3} \otimes i_u \otimes i_{e_1}) + i_{e_2} \otimes i_u \otimes i_{e_1} + i_{e_3} \otimes i_u \otimes i_{e_2} + i_{e_4} \otimes i_v \otimes i_{e_3} + i_{e_3} \otimes i_v \otimes i_{e_4}, \]
it follows that $\Phi_1$ is also multiplication by 2. We obtain
\[ K_0(\mathcal{F}(G, E)) \cong \mathbb{Z}[1/2] \cong K_1(\mathcal{F}(G, E)). \]
We can describe $C^*(G, E)$ as the crossed product of the simple $A\mathbb{T}$-algebra $\mathcal{F}(G, E)$ by an endomorphism. Using [4], its $K$-theory is given by
\[ K_0(C^*(G, E)) \cong \ker(id - \Phi_1) \oplus \mathbb{Z} / (id - \Phi_0) \mathbb{Z} \cong 0, \]
\[ K_1(C^*(G, E)) \cong \ker(id - \Phi_0) \oplus \mathbb{Z} / (id - \Phi_1) \mathbb{Z} \cong 0. \]
Now we compute the homology of the Exel-Pardo groupoid $\mathcal{G}(G, E)$. Its unit space $E^\infty$ is a disjoint union of three Cantor sets $uE^\infty \cup vE^\infty \cup wE^\infty$. The kernel of the cocycle $\rho : \mathcal{G}(G, E) \to \mathbb{Z}$, $\rho([\alpha, g, \beta; \xi]) = |\alpha| - |\beta|$ is the minimal groupoid
\[ \mathcal{H}(G, E) = \bigcup_{k \geq 1} \mathcal{H}_k(G, E), \]
where
\[ \mathcal{H}_k(G, E) = \{[\alpha, g, \beta; \xi] \in \mathcal{G}(G, E) : |\alpha| = |\beta| = k \} \]
is isomorphic to \((E^\infty \times G) \times R_k\) via the map \([\alpha, g, \beta; \xi] \mapsto ((\xi, g), (\alpha, \beta))\), where \(R_k\) is the equivalence relation on \(E^k\) given by \((\alpha, \beta) \in R_k\) if there is \(g \in G\) with \(s(\alpha) = g \cdot s(\beta)\). Since \(G\) is transitive, \(C^\infty(R_k) \cong M_{gk}\) and it follows that the groupoid \(\mathcal{H}_k(G, E)\) is equivalent with \(E^\infty \times G\). There is a groupoid homomorphism \(\tau_k : \mathcal{H}_k(G, E) \to G\) given by \([\alpha, g, \beta; \xi] \mapsto g\) with kernel equivalent with the space \(E^\infty\). Since the groupoid \(G\) is Morita equivalent with the group \(Z\), we deduce

\[
H_q(\mathcal{H}_k(G, E)) \cong H_q(E^\infty \times G) \cong H_q(G, C(E^\infty, Z)) \cong H_q(Z, C(uE^\infty, Z)).
\]

It follows that

\[
H_0(\mathcal{H}_k(G, E)) \cong \ker(id - \sigma_\ast), \quad H_1(\mathcal{H}_k(G, E)) \cong \coker(id - \sigma_\ast),
\]

where \(\sigma_\ast\) is induced by the action of \(G\) on \(C(E^\infty, Z)\) and \(H_q(\mathcal{H}_k(G, E)) \cong 0\) for \(q \geq 2\). Since the action of \(G\) on \(E^\infty\) is free and transitive, it follows that

\[
H_0(\mathcal{H}_k(G, E)) \cong H_1(\mathcal{H}_k(G, E)) \cong C(uE^\infty, Z).
\]

Note that \(H_0(\mathcal{H}_k(G, E))\) and \(H_1(\mathcal{H}_k(G, E))\) are generated by the indicator functions of bisections \(B(\alpha, s(\alpha), \alpha; V)\) and \(B(\alpha, g, \beta; V)\) for \(\alpha, \beta \in E^k\), \(g \in G^s(\alpha)\) and for open subsets \(V \subseteq Z(\alpha)\) and \(V' \subseteq Z(\beta)\), respectively. Also, \([X_{B(\alpha, g, \beta; V)}] = [X_{B(\alpha', g', \beta'; V')}]\) if and only if \(V = V'\).

Using the map

\[
\tau_k : \mathcal{H}_k(G, E) \to \mathcal{H}_{k+1}(G, E), \quad \tau_k([\alpha, g, \beta; \beta \cdot x \cdot \mu]) = [\alpha y, g \cdot x, \beta \cdot x \cdot \mu],
\]

we obtain that \(H_0(\mathcal{H}_k(G, E)) \to H_0(\mathcal{H}_{k+1}(G, E))\) is given by

\[
[X_{B(\alpha, u; \alpha; V)}] \mapsto [X_{B(\alpha e_1, u, \alpha e_1; V)}] + [X_{B(\alpha e_1, 0, \alpha e_1; V)}]
\]

and \(H_1(\mathcal{H}_k(G, E)) \to H_1(\mathcal{H}_{k+1}(G, E))\) is given by

\[
[X_{B(\alpha, u; \beta; V)}] \mapsto [X_{B(\alpha e_1, u, \beta e_1; V)}] + [X_{B(\alpha e_1, 0, \beta e_1; V)}].
\]

We obtain \(H_i(\mathcal{H}(G, E)) = \lim_{k \to \infty} (C(uE^\infty, Z), 2) \cong Z[1/2]\) for \(i = 0, 1\).

Now the groupoid \(\mathcal{H}(G, E)\) is similar to \(\mathcal{G}(G, E) \times_\rho Z\), so we have a long exact sequence

\[
0 \longrightarrow H_0(\mathcal{G}(G, E)) \longrightarrow H_0(\mathcal{H}(G, E)) \xrightarrow{id - \rho_\ast} H_0(\mathcal{H}(G, E)) \longrightarrow H_1(\mathcal{G}(G, E))
\]

\[
\uparrow
\]

\[
0 \longrightarrow H_2(\mathcal{G}(G, E)) \longrightarrow H_1(\mathcal{H}(G, E)) \xrightarrow{id - \rho_\ast} H_1(\mathcal{H}(G, E))
\]

where \(\rho_\ast\) is the map induced by the action \(\rho : Z \times \mathcal{G}(G, E) \times_\rho Z\) which takes \((y, n)\) into \((y, n + 1)\).

The map \(\rho_\ast : H_0(\mathcal{G}(G, E) \times_\rho Z) \to H_0(\mathcal{G}(G, E) \times_\rho Z)\) is given by

\[
[X_{B(\alpha, s(\alpha), \alpha; Z(\alpha)) \times \{0\}}] \mapsto [X_{B(\alpha, s(\alpha), \alpha; Z(\alpha)) \times \{1\}}]
\]

Consider \(U = B(\alpha, u, \alpha e_1; Z(\alpha)) \times \{1\} \subseteq \mathcal{G}(G, E) \times_\rho Z\) with

\[
U^{-1} = B(\alpha e_1, u, \alpha; Z(\alpha)) \times \{0\}.
\]
Since
\[ U^{-1}(B(\alpha, u, \alpha; Z(\alpha)) \times \{1\}) U = B(\alpha e_1, u, \alpha e_1; Z(\alpha e_1)) \times \{0\}, \]
it follows that in \( H_0(\mathcal{G}(G, E) \times_\rho \mathbb{Z}) \) we have
\[ [\chi_{\mathcal{B}(\alpha, u, \alpha; Z(\alpha)) \times \{1\}}] = [\chi_{\mathcal{B}(\alpha e_1, u, \alpha e_1; Z(\alpha e_1)) \times \{0\}}] \]
and
\[ \rho_*(\chi_{\mathcal{B}(\alpha, u, \alpha; Z(\alpha)) \times \{0\}}) = \chi_{\mathcal{B}(\alpha e_1, u, \alpha e_1; Z(\alpha e_1)) \times \{0\}}. \]
Hence, \( \rho_* \) on \( H_0(\mathcal{G}(G, E) \times_\rho \mathbb{Z}) \cong H_0(\mathcal{H}(G, E)) \cong \mathbb{Z}[1/2] \) is multiplication by \( 1/2 \).

Similarly, \( \rho_* : H_1(\mathcal{G}(G, E) \times_\rho \mathbb{Z}) \to H_1(\mathcal{G}(G, E) \times_\rho \mathbb{Z}) \) is given by
\[ [\chi_{\mathcal{B}(\alpha, g, \beta; Z(\beta)) \times \{1\}}] \mapsto [\chi_{\mathcal{B}(\alpha, g, \beta; Z(\beta)) \times \{1\}}] \]
and if \( U = B(\alpha, u, \alpha e_1; Z(\alpha e_1)) \times \{1\} \subseteq \mathcal{G}(G, E) \times_\rho \mathbb{Z} \) we have
\[ U^{-1}(B(\alpha, u, \beta; Z(\beta)) \times \{1\}) U = B(\alpha e_1, u, \beta e_1; Z(\beta e_1)) \times \{0\}. \]
It follows that in \( H_1(\mathcal{G}(G, E) \times_\rho \mathbb{Z}) \) we have
\[ [\chi_{\mathcal{B}(\alpha, u, \beta; Z(\beta)) \times \{1\}}] = [\chi_{\mathcal{B}(\alpha e_1, u, \beta e_1; Z(\beta e_1)) \times \{0\}}] \]
and
\[ \rho_*(\chi_{\mathcal{B}(\alpha, u, \beta; Z(\beta)) \times \{0\}}) = \chi_{\mathcal{B}(\alpha e_1, u, \beta e_1; Z(\beta e_1)) \times \{0\}}. \]
so \( \rho_* \) on \( H_1(\mathcal{G}(G, E) \times_\rho \mathbb{Z}) \cong H_1(\mathcal{H}(G, E)) \cong \mathbb{Z}[1/2] \) is also multiplication by \( 1/2 \).

From the long exact sequence, we obtain
\[ H_0(\mathcal{G}(G, E)) \cong \ker(id - \rho_*), \quad H_2(\mathcal{G}(G, E)) \cong \ker(id - \rho_*) \]
and
\[ 0 \to \ker(id - \rho_*) \to H_1(\mathcal{G}(G, E)) \to \ker(id - \rho_*) \to 0. \]
It follows that
\[ H_0(\mathcal{G}(G, E)) \cong H_1(\mathcal{G}(G, E)) \cong H_2(\mathcal{G}(G, E)) \cong 0 \]
and \( H_q(\mathcal{G}(G, E)) \cong 0 \) for \( q \geq 3 \).
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