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Abstract. Let $A$ be a $C^*$-algebra that is acted upon by a compact abelian group. We show that if the fixed-point algebra of the action contains a Cartan subalgebra $D$ satisfying an appropriate regularity condition, then $A$ is the reduced $C^*$-algebra of a groupoid twist. We further show that the embedding $D \hookrightarrow A$ is uniquely determined by the twist. These results generalize Renault’s results on Cartan subalgebras of $C^*$-algebras.
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1. Introduction

Abelian operator algebras are well understood: abelian $C^*$-algebras are all isomorphic to spaces of continuous functions on a locally compact Hausdorff space; abelian von Neumann algebras are all isomorphic to $L^\infty$-spaces. The study of non-abelian operator algebras is often aided by the presence of appropriate abelian subalgebras. This idea was exemplified by Feldman and Moore’s characterization of von Neumann algebras containing Cartan subalgebras in 1977 [17]. Cartan embeddings arise naturally in many examples, including finite dimensional von Neumann algebras and von Neumann...
algebras constructed from free actions of discrete groups on abelian von Neumann algebras. Feldman and Moore [17] gave a complete classification of Cartan subalgebras in terms of measured equivalence relations.

To transfer Feldman and Moore’s theory to the topological setting, Renault [33] defined Cartan subalgebras for $C^*$-algebras.

**Definition 1.1.** [33, Definition 5.1] Let $A$ be a $C^*$-algebra. A maximal abelian $C^*$-algebra $D \subseteq A$ is a Cartan subalgebra of $A$ if

1. there exists a faithful conditional expectation $E: A \to D$;
2. $D$ contains an approximate unit for $A$;
3. the set of normalizers of $D$, i.e. the $n \in A$ such that $nDn^* \subseteq D$ and $n^*Dn \subseteq D$, generate $A$ as a $C^*$-algebra.

When $D$ is a Cartan subalgebra of $A$, we call $(A, D)$ a Cartan pair.

Renault [33], building on work by Kumjian [18], showed that there is a one-to-one correspondence between Cartan pairs of separable $C^*$-algebras and $C^*$-algebras of second countable twisted groupoids; that is, between Cartan pairs and the reduced $C^*$-algebra generated by an extension of groupoids $T \times G^{(0)} \to \Sigma \to G$.

In Renault’s result, $G$ must be topologically principal: Renault refers to $G$ as the Weyl groupoid of the Cartan pair. It is reasonable to seek a larger class of inclusions $D \subseteq A$ with $D$ abelian that can be used to construct twists.

This idea has recently been pursued successfully by several authors, and larger classes of inclusions have been shown to arise as $C^*$-algebras of twists. In particular, motivated by shift spaces and the work by Matsumoto and Matui [24, 25, 23], Brownlowe, Carlsen, and Whittaker [7] were able to construct a Weyl type groupoid from a general graph $C^*$-algebra and its canonical diagonal and use this construction to show that diagonal-preserving isomorphisms of these inclusions come precisely from isomorphisms of Weyl type groupoids. This led to work proving similar results for Leavitt path algebras [6] and Steinberg algebras [2].

The paper [2] in particular inspired this work. Steinberg algebras are algebraic analogues of groupoid $C^*$-algebras [37, 11]. In [2], the authors consider Steinberg algebras associated to groupoids $G$ equipped with a homomorphism $c : G \to \Gamma$ where $\Gamma$ is an abelian group and $c^{-1}(0)$ is topologically principal. The Steinberg algebra is then naturally graded by $\Gamma$; the authors use this grading to reconstruct $G$. It is well known that algebras graded by an abelian group $\Gamma$ correspond in the $C^*$-algebraic theory to $C^*$-algebras endowed with a $\Gamma$ action (for example see [39], [30]).

In this paper, we construct groupoids from inclusions of an abelian $C^*$-algebra $D$ into a $C^*$-algebra $A$ endowed with the action of a compact abelian group. In particular, the aim of our work is to generalize Renault’s characterization of Cartan pairs by reduced $C^*$-algebras of twisted groupoids. Our
results apply to examples appearing naturally in the study of higher-rank graph and twisted higher-rank graph $C^*$-algebras (See Example 7.2 below).

We start with a $C^*$-algebra $A$ and a discrete abelian countable group $\Gamma$ such that the dual group $\hat{\Gamma}$ acts continuously on $A$ by automorphisms. Let $A^{\hat{\Gamma}}$ be the points in $A$ fixed by the action of $\hat{\Gamma}$: this is a subalgebra of $A$ called the fixed point algebra. Assume $A^{\hat{\Gamma}}$ contains a Cartan subalgebra $D$. If in addition the normalizers of $D$ in $A$ densely span $A$ we call $(A,D)$ a $\Gamma$-Cartan pair. We note that the normalizers of $D$ in $A^{\hat{\Gamma}}$ are homogeneous of degree 0. In particular, if the action by $\hat{\Gamma}$ is trivial, then $(A,D)$ is a Cartan pair.

If $(A,D)$ is a $\Gamma$-Cartan pair, then following Kumjian’s construction, we show how to create a twisted groupoid $(\Sigma;G)$ that is graded by $\Gamma$. This yields the following commutative diagram

$$
\begin{array}{ccc}
\mathbb{T} \times G^{(0)} & \xrightarrow{\iota} & \Sigma \\
& \searrow_{c_\Sigma} & \downarrow^{c_G} \\
& & \Gamma \\
\end{array}
$$

where $c_\Sigma$ and $c_G$ are homomorphisms. We prove in Theorem 4.19 that there is a natural isomorphism between $(A,D)$ and the reduced crossed product $(C^*_r(\Sigma;G), C_0(G^{(0)}))$.

Next, if $\Sigma \rightarrow G$ is a twist satisfying the commutative diagram (1.1), we show that the inclusion $C_0(G^{(0)}) \hookrightarrow C^*_r(\Sigma;G)$ satisfies our hypotheses, so Theorem 4.19 allows us to construct a new twist from this inclusion. The natural question is: does our construction in Theorem 4.19 recover $\Sigma \rightarrow G$? We answer this affirmatively in Theorem 6.2. This second question is the main focus of [7], [6] [2], and [10] in the case that the twist is trivial.

The paper [10] by Carlsen, Ruiz, Sims and Tomforde is similar in scope to our present work. While [10] is also concerned with translating the results of [2] to a $C^*$-algebraic framework, their work avoids twists altogether, instead focusing on showing rigidity results along the lines of our Theorem 6.2. The results of [10] apply to $C^*$-algebras already known to arise from groupoids, however it does contain some remarkable innovations which allows the authors to address $C^*$-algebras endowed with co-actions of a possibly nonabelian group. Furthermore, Carlsen, Ruiz, Sims and Tomforde relax the requirement that the abelian subalgebra $D$ must be Cartan in the fixed point algebra.

Whether or not a $C^*$-algebra satisfies the Universal Coefficient Theorem (UCT) remains the main stumbling block in the classification program for simple nuclear $C^*$-algebras. Indeed, Tikuisis, White and Winter [38] have shown that all separable, unital, simple, nuclear $C^*$-algebras with finite nuclear dimension satisfying the UCT are classifiable. Recent results of Barlak and Li [4] show that if $A$ is a nuclear $C^*$-algebra containing a Cartan
subalgebra, then $A$ satisfies the UCT. We discuss in Example 7.3 how their results also apply to our setting.

This paper is organized as follows. We begin with preliminaries on twists (Section 2). In Section 3 we define $\Gamma$-Cartan pairs and review the relationship between topological grading and strong group actions.

In Section 4 we prove our main theorem, Theorem 4.19, which shows that a $\Gamma$-Cartan pair is isomorphic to the reduced $C^*$-algebra of a twist. In Section 5 we then provide a few basic results concerning a natural $\Gamma$-Cartan pair that arises in the presence of a twist. In Section 6 we prove our rigidity result, Theorem 6.2, which shows that if the inclusion in the previous section comes from a twist then our construction recovers the twist.

Section 7 gives some examples to which our theorems apply. Notably, in Example 7.2 we show that the twisted higher-rank graph $C^*$-algebras introduced in [21] and [22] give examples of $\Gamma$-Cartan pairs. Moreover, the groupoid description of twisted higher-rank graph $C^*$-algebras given in [22] yields groupoids isomorphic to ours.

Finally, in an appendix, we describe how we can obtain the results of Section 4 by using a coaction of a non-abelian group (instead of an action of an abelian group); note that in this case the grading on the $C^*$-algebra is by the group itself, rather than by its dual. The authors thank John Quigg for pointing out this alternative construction.
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2. Preliminaries

2.1. Étale groupoids. A groupoid $G$ is a small category in which every morphism has an inverse. The unit space $G^{(0)}$ of $G$ is the set of identity morphisms. The maps $s, r : G \to G^{(0)}$, given by $s(\gamma) = \gamma^{-1} \gamma$ and $r(\gamma) = \gamma \gamma^{-1}$, are the source and range maps. For $S, T \subseteq G$ we denote

$$ST := \{\gamma \eta : \gamma \in S, \eta \in T, r(\eta) = s(\gamma)\}.$$ 

If either $S$ or $T$ is the singleton set $\{\gamma\}$ we remove the set brackets from the notation and write $S\gamma$ or $\gamma T$.

A topological groupoid is a groupoid $G$ endowed with a topology such that inversion and composition are continuous. An open set $B \subseteq G$ is a bisection if $r(B)$ and $s(B)$ are open and $r|_B$ and $s|_B$ are homeomorphisms onto their images. The groupoid $G$ is étale if there is a basis for the topology.
on $G$ consisting of bisections. When $G$ is étale then $G^{(0)}$ is open and closed in $G$.

For $x \in G^{(0)}$, the isotropy group at $x$ is $xGx := \{ \gamma \in G : r(\gamma) = s(\gamma) = x \}$ and the isotropy subgroupoid is the set $G' = \{ \gamma \in G : r(\gamma) = s(\gamma) \}$. A topological groupoid $G$ is topologically principal if $\{ x \in G^{(0)} : xGx = \{ x \} \}$ is dense in $G^{(0)}$; it is effective if the interior of $G'$ is $G^{(0)}$. If $G$ is second countable these notions coincide [5, Lemma 3.1], but in the general (not necessarily second countable) case, effective is the more useful notion.

Unless explicitly stated otherwise, for the remainder of this paper, we make the following assumptions.

**Standing Assumptions on Groupoids.** Throughout, all groupoids are:

(1) locally compact and
(2) Hausdorff.

### 2.2. Twists.

The main focus of this paper is on twists and their $C^*$-algebras. We provide a brief account of the necessary background here. Much of this background can also be found in [33]. We also encourage the reader to consult the recent expository article by Sims [34]. We now expand on a few details that are particularly relevant to our context.

A twist is the analog of a central extension of a discrete group by the circle $\mathbb{T}$. Here is the formal definition.

**Definition 2.1** (see [34, Definition 5.1.1]). Let $\Sigma$ and $G$ be topological groupoids with $G$ étale, and let $\mathbb{T} \times G^{(0)}$ be the product groupoid. That is, $(z_1, x_1)(z_2, x_2)$ is defined if and only if $x_1 = x_2$, in which case the product is given by $(z_1, x_1)(z_2, x_2) = (z_1z_2, x_1)$; inversion is $(z, x)^{-1} = (z^{-1}, x)$, and the topology is the product topology. The unit space of $\mathbb{T} \times G^{(0)}$ is $\{1\} \times G^{(0)}$.

The pair $(\Sigma, G)$ is a twist if there is an exact sequence

$$\mathbb{T} \times G^{(0)} \xrightarrow{\iota} \Sigma \xrightarrow{q} G$$

where

(1) $\iota$ and $q$ are continuous groupoid homomorphisms with $\iota$ one-to-one and $q$ onto;
(2) $\iota|_{\{1\} \times G^{(0)}}$ and $q|_{\Sigma^{(0)}}$ are homeomorphisms onto $\Sigma^{(0)}$ and $G^{(0)}$, respectively (identify $\Sigma^{(0)}$ and $G^{(0)}$ using $q$);
(3) $q^{-1}(G^{(0)}) = \iota(\mathbb{T} \times G^{(0)})$;
(4) for every $\gamma \in \Sigma$ and $z \in \mathbb{T}$, $\iota(z, r(\gamma))\gamma = \gamma \iota(z, s(\gamma))$; and
(5) for every $g \in G$ there is an open bisection $U$ with $g \in U$ and a continuous function $\phi_U : U \to \Sigma$ such that $q \circ \phi_U = \text{id}|_U$ and the map $\mathbb{T} \times U \ni (z \times h) \mapsto \iota(z, r(h))\phi_U(h)$ is a homeomorphism of $\mathbb{T} \times U$ onto $q^{-1}(U)$.

(Conditions (1–3) say the sequence is an extension, (4) says the extension is central, and (5) says $G$ is étale and the extension is locally trivial.) A twist is often denoted simply by $\Sigma \to G$. 

For \( z \in \mathbb{T} \) and \( \gamma \in \Sigma \) we will write
\[
\lambda \cdot \gamma := \iota(z, r(\gamma))\gamma \quad \text{and} \quad \gamma \cdot z := \gamma \iota(z, s(\gamma))
\]
for the action of \( \mathbb{T} \) on \( \Sigma \) arising from the embedding of \( \mathbb{T} \times G^{(0)} \) into \( \Sigma \). Notice that this action of \( \mathbb{T} \) on \( \Sigma \) is free.

Also, for \( \gamma \in \Sigma \), we will often denote \( q(\gamma) \) by \( \hat{\gamma} \); indeed, we use the name \( \hat{\gamma} \) for an arbitrary element of \( G \).

**Remark 2.2.** By [41, Exercise 9K(3)] the map \( q : \Sigma \to G \) is a quotient map.

The \( C^* \)-algebra of the twist is constructed from the completion of an appropriate function algebra \( C_c(\Sigma; G) \). This algebra can be constructed in two different ways and both will be used in this note.

**First description of \( C_c(\Sigma; G) \): Sections of a line bundle.** The first way to construct \( C_c(\Sigma; G) \) is by considering sections of a complex line bundle \( L \) over \( G \). Define \( L \) to be the quotient of \( \mathbb{C} \times \Sigma \) by the equivalence relation on \( \mathbb{C} \times \Sigma \) given by \( (\lambda, \gamma) \sim (\lambda_1, \gamma_1) \) if and only if there exists \( z \in \mathbb{T} \) such that \( (\lambda_1, \gamma_1) = (z \lambda, z \cdot \gamma) \). We sometimes write \( L = (\mathbb{C} \times \Sigma)/\mathbb{T} \). Use \( [\lambda, \gamma] \) to denote the equivalence class of \( (\lambda, \gamma) \). Observe that for any \( z \in \mathbb{T} \),
\[
[\lambda, z \cdot \gamma] = [z\lambda, \gamma]. \tag{2.1}
\]
With the quotient topology, \( L \) is Hausdorff. The (continuous) surjection \( P : L \to G \) is given by
\[
P : [\lambda, \gamma] \mapsto \hat{\gamma}.
\]
For \( \hat{\gamma} \in G \) and \( \gamma_0 \in q^{-1}(\hat{\gamma}) \), the map \( \mathbb{C} \ni \lambda \mapsto [\lambda, \gamma_0] \in P^{-1}(\hat{\gamma}) \) is a homeomorphism, so \( L \) is a complex line bundle over \( G \). In general, there is no canonical choice of \( \gamma_0 \). However, when \( \hat{\gamma} \in G^{(0)} \), \( \Sigma^{(0)} \cap q^{-1}(\hat{\gamma}) \) is a singleton set, so there is a canonical choice: take \( \gamma_0 \) to be the unique element of \( \Sigma^{(0)} \cap q^{-1}(\hat{\gamma}) \). Thus, recalling that \( \Sigma^{(0)} \) and \( G^{(0)} \) have been previously identified (using \( q_{|\Sigma^{(0)}} \)), when \( x \in G^{(0)} = \Sigma^{(0)} \), we sometimes identify \( P^{-1}(x) \) with \( \mathbb{C} \) via the map \( \lambda \mapsto [\lambda, x] = \lambda \cdot [1, x] \).

Finally, there is a continuous map \( \varpi : L \to [0, \infty) \) given by
\[
\varpi([\lambda, \gamma]) := |\lambda|.
\]
When \( f : G \to L \) is a section and \( \gamma \in G \), we will sometimes write \( |f(\gamma)| \) instead of \( \varpi(f(\gamma)) \).

Since \( \Sigma \) is locally trivial, \( L \) is locally trivial as well. Indeed, given \( \ell \in L \), let \( B \) be an open bisection of \( G \) containing \( P(\ell) \). Let \( \phi_B : B \to \Sigma \) be a continuous function satisfying the conditions of Definition 2.1(5). Then for every element \( \ell_1 \in P^{-1}(B) \), there exist unique \( \lambda \in \mathbb{C} \) and \( \hat{\gamma} \in B \) so that \( \ell_1 = [\lambda, \phi_B(\hat{\gamma})] \). It follows that the map \( [\lambda, \phi_B(\hat{\gamma})] \mapsto (\lambda, \hat{\gamma}) \) is a homeomorphism of \( P^{-1}(B) \) onto \( \mathbb{C} \times B \), so \( L \) is locally trivial.

There is a partially defined multiplication on \( L \), given by
\[
[\lambda, \gamma][\lambda', \gamma'] = [\lambda\lambda', \gamma\gamma'],
\]
whenever $\gamma$ and $\gamma'$ are composable in $\Sigma$. When $[\lambda, \gamma], [\lambda', \gamma'] \in L$ satisfy $\hat{\gamma} = \hat{\gamma}'$, let

$$[\lambda, \gamma] + [\lambda', \gamma'] := [\lambda + z\lambda', \gamma],$$

(2.2)

where $z$ is the unique element of $\mathbb{T}$ so that $\gamma' = z \cdot \gamma$. There is also an involution on $L$ given by

$$[\lambda, \gamma] = [\lambda, \gamma^{-1}].$$

(2.3)

We use the symbol $C_c(\Sigma; G)$ to denote the set of “compactly supported” continuous sections of $L$, that is,

$$C_c(\Sigma; G) := \{ f : G \to L | f \text{ is continuous, } P \circ f = \text{id}_G, \text{ and } \varpi \circ f \text{ has compact support} \}. \quad (2.4)$$

**Notation 2.3.** For $f \in C_c(\Sigma; G)$, we denote the support of $\varpi \circ f$ by $\text{supp}(f)$; we denote its open support by $\text{supp}'(f)$. Further, let $C(\Sigma; G)$ and $C_0(\Sigma; G)$ be, respectively, the set of continuous sections and continuous sections vanishing at infinity of the bundle $L$.

We endow $C_c(\Sigma; G)$ with a $\ast$-algebra structure where addition is pointwise (using (2.2)), multiplication is given by convolution:

$$f \ast g(\hat{\gamma}) = \sum_{\hat{\eta}_1 \hat{\eta}_2 = \hat{\gamma}} f(\hat{\eta}_1)g(\hat{\eta}_2) = \sum_{r(\hat{\eta}) = r(\hat{\gamma})} f(\hat{\eta})g(\hat{\eta}^{-1})\hat{\gamma},$$

(2.5)

and the involution is from (2.3):

$$f^*(\hat{\gamma}) = \overline{f(\hat{\gamma}^{-1})}.$$

Note that if $f, g$ are supported on bisections $B_1, B_2$ and $\hat{\eta}_i \in B_i$ then $f \ast g(\hat{\eta}_1 \hat{\eta}_2) = f(\hat{\eta}_1)g(\hat{\eta}_2)$. We can identify $C_0(G^{(0)})$ with a subalgebra of continuous sections of the line bundle $L$ by

$$C_0(G^{(0)}) \to C_0(\Sigma; G) \quad \text{by} \quad \phi \mapsto \left( \hat{\gamma} \mapsto \begin{cases} \phi(\hat{\gamma}), \iota(1, \hat{\gamma}) & \hat{\gamma} \in G^{(0)} \\ 0 & \text{otherwise} \end{cases} \right).$$

Note that this identification takes pointwise multiplication on $C_0(G^{(0)})$ to the convolution on $C_c(\Sigma; G)$.

**Second description of $C_c(\Sigma; G)$: Covariant functions.** A function $f$ on $\Sigma$ is **covariant** if for every $z \in \mathbb{T}$ and $\gamma \in \Sigma$,

$$f(z \cdot \gamma) = z f(\gamma).$$

The second way to describe $C_c(\Sigma; G)$ is as the set of compactly supported continuous covariant functions on $\Sigma$, that is,

$$C_c(\Sigma; G) := \{ f \in C_c(\Sigma) : \forall \gamma \in \Sigma \ \forall z \in \mathbb{T} \ \ f(z \cdot \gamma) = z f(\gamma) \}.$$  

(2.6)
Addition is pointwise, the involution is $f^*(\gamma) = \overline{f(\gamma^{-1})}$, and the convolution multiplication is given by
\[
f \ast g(\gamma) = \sum_{\eta \in G \atop r(\eta) = r(\tilde{\gamma})} f(\eta)g(\eta^{-1}\gamma),
\]
where for each $\eta$ with $r(\eta) = r(\tilde{\gamma})$, only one representative $\eta$ of $\eta$ is chosen. It is easy to verify that this is well-defined.

Equivalence of the descriptions. To proceed, we need to be more explicit on how these two descriptions of $C_c(\Sigma; G)$ are the same. Take $f \in C_c(\Sigma)$ such that $f(z \cdot \gamma) = zf(\gamma)$ for all $\gamma \in \Sigma$ and $z \in T$. Let $\tilde{f}$ be the section of the line bundle given by
\[
\tilde{f}(\tilde{\gamma}) = [f(\gamma), \gamma].
\]
Note that by the definition of the line bundle, this is well-defined.

On the other hand, consider a compactly supported continuous section $\tilde{f} : G \to L$. For $\gamma \in \Sigma$, the fact that $P \circ \tilde{f} = \text{id}|_G$ yields $P\left([1, \gamma]^{-1}\tilde{f}(\tilde{\gamma})\right) = s(\tilde{\gamma})$. Hence there exists $\lambda_\gamma \in \mathbb{C}$ such that $[1, \gamma]^{-1}\tilde{f}(\tilde{\gamma}) = \lambda_\gamma \cdot [1, s(\gamma)]$, that is,
\[
\tilde{f}(\tilde{\gamma}) = \lambda_\gamma \cdot [1, \gamma] = [\lambda_\gamma, \gamma].
\]
Define $f : \Sigma \to \mathbb{C}$ by
\[
f(\gamma) = \lambda_\gamma.
\]
Then $f$ is continuous and compactly supported since $\tilde{f}$ is and satisfies
\[
f(z \cdot \gamma) = zf(\gamma).
\]
We have thus described a linear isomorphism between the spaces defining $C_c(\Sigma; G)$ given in (2.4) and (2.6). It is a routine matter to show this linear map is a $*$-algebra isomorphism, so that the two descriptions coincide. Notice that $\gamma \in \text{supp}(f)$ if and only if $\tilde{\gamma} \in \text{supp}(\tilde{f})$.

Remark 2.4. Technically, the support of a function $f : \Sigma \to \mathbb{C}$ satisfying the covariance condition (2.8) is a subset of $\Sigma$, but (2.8) allows us to regard both $\text{supp}(f)$ and $\text{supp}'(f)$ as subsets of $G$. We shall do this. Thus the notions of support are the same whether $f$ is viewed as a covariant function or as a section of the line bundle.

To define the reduced groupoid $C^*$-algebra, we need to define regular representations. For $x \in G^{(0)}$, let $\mathcal{H}_x = \ell^2(\Sigma x, Gx)$ be the set of square summable sections of the line bundle $L|_{Gx}$; that is,
\[
\mathcal{H}_x = \{ \chi : Gx \to P^{-1}(Gx) \mid \text{ for } \tilde{\gamma} \in Gx, \quad P(\chi(\tilde{\gamma})) = \tilde{\gamma}, \text{ and } \varpi \circ \chi \in \ell^2(Gx) \}.
\]
Given $\chi_1, \chi_2 \in \mathcal{H}_x$ and $\tilde{\gamma} \in Gx$, $P\left(\chi_2(\tilde{\gamma})\chi_1(\tilde{\gamma})\right) = x \in G^{(0)}$, so that we obtain a unique $\lambda_{\tilde{\gamma}} \in \mathbb{C}$ so that
\[
\overline{\chi_2(\tilde{\gamma})}\chi_1(\tilde{\gamma})) = \lambda_{\tilde{\gamma}} \cdot [1, x].
\]
We may therefore define an inner product on $\mathcal{H}_x$: $\langle \chi_1, \chi_2 \rangle$ is the unique element of $\mathbb{C}$ such that
\[
\sum_{\hat{g} \in Gx} \chi_2(\hat{g}) \chi_1(\hat{g}) = \langle \chi_1, \chi_2 \rangle \cdot [1, x] = [\langle \chi_1, \chi_2 \rangle, x].
\] (2.9)

The regular representation of $C_c(\Sigma; G)$ on $\mathcal{H}_x$ is then defined as follows. For $f \in C_c(\Sigma; G)$ and $\chi \in \mathcal{H}_x$,
\[
(\pi_x(f) \chi)(\hat{g}) = \sum_{\eta \in G, \xi \in Gx} f(\eta) \chi(\xi) = \sum_{\eta \in G} f(\eta) \chi(\xi) (\xi = \hat{g} = (x, g)) \quad (\hat{g} \in Gx).
\]

The reduced $C^*$-algebra of $(\Sigma; G)$, denoted $C^*_r(\Sigma; G)$, is the completion of $C_c(\Sigma; G)$ under the norm $\|f\|_r = \sup_{x \in G(0)} \|\pi_x(f)\|$.

**Remark 2.5.** Viewing $C_c(\Sigma, G)$ as the space of compactly supported sections of the line bundle affords us an alternative way to describe the regular representations, as follows. Given $x \in G(0)$, define a linear functional $\epsilon_x$ on $C_c(\Sigma, G)$ by defining $\epsilon_x(f)$ to be the unique scalar such that $f(x) = [\epsilon_x(f), x]$. Note that for $f \in C_c(\Sigma, G)$,
\[
\epsilon_x(f^* f) = \sum_{\delta(\hat{g}) = x} \omega(f(\hat{g}))^2 \geq 0,
\]
so $\epsilon_x$ is positive. Moreover, if also $g \in C_c(\Sigma, G)$, then [15, Proposition 3.10] shows there exist a finite number of open bisections $U_1, \ldots, U_n$ for $G$ such that $\text{supp}(g) \subseteq \bigcup_{j=1}^n U_j$, from which it follows that
\[
(\epsilon_x(f^* g^* g f))^{1/2} \leq n \|g\|_\infty \epsilon_x(f^* f)^{1/2}.
\]

Thus the GNS construction may be applied to $\epsilon_x$ to produce a representation $(\pi_{\epsilon_x}, \mathcal{H}_{\epsilon_x})$ of $C_c(\Sigma; G)$. Letting $L_{\epsilon_x}$ be the left kernel of $\epsilon_x$, the map $C_c(\Sigma; G)/L_{\epsilon_x} \ni g + L_{\epsilon_x} \mapsto g|G_x$ is isometric and so determines an isometry $W : \mathcal{H}_{\epsilon_x} \rightarrow \mathcal{H}_x$. As $G$ is étale, for $\hat{g} \in Gx$, there is an open bisection $U$ for $G$ with $\hat{g} \in U$, and hence we may find $g \in C_c(\Sigma; G)$ supported in $U$ with $g(\hat{g}) \neq 0$. Thus, if $h \in L^2(\Sigma, G_x)$ has finite support, there exists $f \in C_c(\Sigma; G)$ with $f|G_x = h$. This implies that $W$ is onto, and a calculation shows that $W \pi_{\epsilon_x} = \pi_x W$. This shows $\pi_x$ and $\pi_{\epsilon_x}$ are unitarily equivalent representations of $C_c(\Sigma; G)$. Of course, the same applies when $C_c(\Sigma; G)$ is viewed as compactly supported continuous covariant functions on $\Sigma$: in this case $\epsilon_x(f) = f(x)$.

For $x \in G(0)$, it will be useful to have a fixed orthonormal basis for $\mathcal{H}_x$. For $\hat{g} \in Gx$, we select $\delta_\hat{g} \in \mathcal{H}_x$ such that
\[
(\omega \circ \delta_\hat{g})(\hat{g}) = \begin{cases} 1 & \text{if } \hat{g} = \hat{g} \\ 0 & \text{otherwise} \end{cases},
\]
and insist in particular that $\delta_x(x) = [1, x]$. Then
\[
\{\delta_\hat{g} : \hat{g} \in Gx\}
\]
is an orthonormal basis for $\mathcal{H}_x$. In the sequel, we will have occasion to consider the element $\delta_{\eta}(\hat{\eta}) \in L$. By choosing (and fixing) $\eta \in q^{-1}(\hat{\eta})$ there exists a unique $\lambda_{\eta} \in \mathbb{T}$ such that

$$\delta_{\eta}(\hat{\eta}) = [\lambda_{\eta}, \eta]. \quad (2.10)$$

It is sometimes useful to informally regard $\langle \pi_x(f)\delta_{\eta}, \delta_{\zeta} \rangle$ as a product of elements of $L$, and we now give a formula which provides this description. For $f \in C_c(\Sigma; G)$, $x \in G^{(0)}$ and $\hat{\eta}, \hat{\zeta} \in Gx$, the definition of $\pi_x(f)$ and the inner product on $\mathcal{H}_x$ yield

$$\left[ \langle \pi_x(f)\delta_{\eta}, \delta_{\zeta} \rangle, x \right] = \overline{\delta_{\zeta}(\hat{\zeta})} f(\hat{\zeta}^{-1}) \delta_{\eta}(\hat{\eta}). \quad (2.11)$$

In particular, $\left[ \langle \pi_x(f)\delta_x, \delta_{\zeta} \rangle, x \right] = \delta_{\zeta}(\hat{\zeta}) f(\hat{\zeta})$. Therefore,

$$f(\hat{\zeta}) = \langle \pi_x(f)\delta_x, \delta_{\zeta} \rangle \cdot \delta_{\zeta}(\hat{\zeta}) \text{ and } \left| \langle \pi_x(f)\delta_x, \delta_{\zeta} \rangle \right| = \varpi(f(\hat{\zeta})). \quad (2.12)$$

**Example 2.6.** Suppose that $\sigma$ is a normalized continuous 2-cocycle on the étale groupoid $G$. This is a continuous function from the set of composable pairs $G^{(2)}$ into $\mathbb{T}$ such that $\sigma(\gamma, s(\gamma)) = 1 = \sigma(r(\gamma), \gamma)$ and for all composable triples, $(\gamma_1, \gamma_2, \gamma_3),$

$$\sigma(\gamma_2, \gamma_3)\overline{\sigma(\gamma_1, \gamma_2, \gamma_3)}\sigma(\gamma_1, \gamma_2)\overline{\sigma(\gamma_1, \gamma_2, \gamma_3)} \sigma(\gamma_1, \gamma_2) = 1.$$

Define $\Sigma := \mathbb{T} \times_{\sigma} G$, where $\mathbb{T} \times_{\sigma} G$ is the Cartesian product of $\mathbb{T}$ and $G$ with the product topology and multiplication defined by $(z_1, \gamma_1)(z_2, \gamma_2) = (z_1z_2\sigma(\gamma_1, \gamma_2), \gamma_1\gamma_2)$. In this case, $L$ may be identified with $\mathbb{C} \times G$ by $\phi : [\lambda, (z, \hat{\gamma})] \mapsto (\lambda z, \hat{\gamma})$ and we identify sections of $L$ with functions on $G$ by

$$\tilde{f} = p_1 \circ \phi \circ f \quad \text{where } f \in C_c(G; \Sigma)$$

where $p_1$ is the projection onto the first factor. Now for compactly supported sections $f, g$ of $L$,

$$f * g(\hat{\gamma}) = \sum f(\hat{\eta})g(\hat{\eta}^{-1}\hat{\gamma}) = \sum (\tilde{f}(\hat{\eta}), \sigma(\hat{\eta}, \hat{\gamma}^{-1}))(\tilde{g}(\hat{\eta}^{-1}\hat{\gamma}), \hat{\gamma}^{-1}\hat{\gamma})$$

$$= \sum [(\tilde{f}(\hat{\eta}), (1, \hat{\eta})][\tilde{g}(\hat{\eta}^{-1}\hat{\gamma}), (1, \hat{\gamma}^{-1} \hat{\gamma})]$$

$$= \sum [\tilde{f}(\hat{\eta})\tilde{g}(\hat{\eta}^{-1}\hat{\gamma}), (\sigma(\hat{\eta}, \hat{\gamma}^{-1}\hat{\gamma}), \hat{\gamma})]$$

$$= \sum [\tilde{f}(\hat{\eta})\tilde{g}(\hat{\eta}^{-1}\hat{\gamma}) \sigma(\hat{\eta}, \hat{\gamma}^{-1}\hat{\gamma}), (1, \hat{\gamma})]$$

$$= \left( \sum \tilde{f}(\hat{\eta})\tilde{g}(\hat{\eta}^{-1}\hat{\gamma}) \sigma(\hat{\eta}, \hat{\gamma}^{-1}\hat{\gamma}), \hat{\gamma} \right).$$

This last sum is the convolution formula for $\tilde{f}, \tilde{g}$ in $C_c(\Sigma; G)$ used by Renault in [31]. In particular, if $\sigma$ is trivial then we get the usual convolution formula for étale groupoid $C^*$-algebras.

We will use the following proposition to find useful subalgebras of the twisted groupoid $C^*$-algebra.
Lemma 2.7. Let \( T \times G^{(0)} \rightarrow \Sigma \rightarrow G \) be a twist and \( H \) be an open subgroupoid of \( G \). Define \( \Sigma_H := q^{-1}(H) \). Then

\[
T \times H^{(0)} \overset{q}{\rightarrow} \Sigma_H \overset{q|_H}{\rightarrow} H
\]

is a twist. Moreover the map \( \kappa : C_c(\Sigma_H; H) \rightarrow C_c(\Sigma; G) \) defined by extending functions by zero extends to an inclusion of \( C^*_r(\Sigma_H; H) \) into \( C^*_r(\Sigma; G) \).

Proof. That \( T \times H^{(0)} \overset{q}{\rightarrow} \Sigma_H \overset{q|_H}{\rightarrow} H \) is a twist comes from the facts that \( q(\kappa(\lambda, x)) = x \) and \( \gamma \in \Sigma_H \) if and only if \( \gamma \in H \).

View elements of \( C_c(\Sigma; G) \) and \( C_c(\Sigma_H; H) \) as sections of line bundles. By definition, the respective line bundles are \( L_{\Sigma_H} = (\mathbb{C} \times \Sigma)/T \) and \( L_\Sigma = (\mathbb{C} \times \Sigma)/\mathbb{T} \). Therefore, \( L_{\Sigma|H} = L_{\Sigma|H} \). Since \( H \) and \( \Sigma_H \) are open, we may define \( \kappa : C_c(\Sigma_H; H) \rightarrow C_c(\Sigma; G) \) by extending functions by zero.

For each \( x \in X \), let \( \varepsilon_x \) be defined as in Remark 2.5 and let \( \varepsilon^H_x := \varepsilon_x \circ \kappa \). Then \( \varepsilon_x \) and \( \varepsilon^H_x \) extend to states on \( C^*_r(\Sigma; G) \) and \( C^*_r(\Sigma_H; H) \). Let \( (\pi_x, \mathcal{H}_x) \) and \( (\pi^H_x, \mathcal{H}^H_x) \) be their associated GNS representations and let \( L_x \subseteq C^*_r(\Sigma; G) \) and \( L_x^H \subseteq C^*_r(\Sigma_H; H) \) be the left kernels of \( \varepsilon_x \) and \( \varepsilon^H_x \) respectively. For \( h \in C_c(\Sigma_H; H) \), \( \varepsilon^H_x(h^* \ast h) = \varepsilon_x(\kappa(h)^* \ast \kappa(h)) \), so the map on \( C_c(\Sigma_H; H) \) defined by \( (h + L_x^H) \mapsto (\kappa(h) + L_x) \) extends to an isometry \( W_x : \mathcal{H}_x \rightarrow \mathcal{H}_x \). A calculation shows that for \( h \in C_c(\Sigma_H; H) \), \( W_x \pi^H_x(h) = \pi_x(\kappa(h))W_x \) so that

\[
W_x \pi^H_x(h)W_x^* = \pi_x(\kappa(h))(W_x W_x^*).
\]

Thus, for \( h \in C_c(\Sigma_H; H) \),

\[
\|h\|_{C^*_r(\Sigma_H; H)} = \sup_{x \in X} \|\pi_x^H(h)\| = \sup_{x \in X} \|W_x \pi_x(\kappa(h))W_x^*\| \leq \sup_x \|\pi_x(\kappa(h))\| = \|\kappa(h)\|_{C^*_r(\Sigma; G)}.
\]  

(2.13)

Let \( B = \kappa(C_c(\Sigma_H; H)) \), so \( B \) is a \( C^* \)-subalgebra of \( C^*_r(\Sigma; G) \). By (2.13), the map \( \kappa(h) \mapsto h \) extends to a \( * \)-epimorphism \( \Theta : B \rightarrow C^*_r(\Sigma_H; H) \).

Now let \( \Delta : C^*_r(\Sigma; G) \rightarrow C_0(X) \) be the faithful conditional expectation determined by \( C_c(\Sigma; G) \ni f \mapsto f|_X \); likewise let \( \Delta^H : C^*_r(\Sigma_H; H) \rightarrow C_0(X) \) be determined by \( C_0(\Sigma_H; H) \ni h \mapsto h|_X \). For \( h \in C_0(\Sigma_H; H) \), \( \Delta(\kappa(h)) = \Delta^H(h) \). Therefore, for \( b \in B \), \( \Delta(b) = \Delta^H(\eta(b)) \). So for \( b \in B \), \( \Theta(b^* b) = 0 \) implies \( b = 0 \) by the faithfulness of \( \Delta \). It follows that \( \Theta \) is a \( * \)-isomorphism of \( B \) onto \( C^*_r(\Sigma_H; H) \). Therefore, \( \Theta^{-1} \) is a \( * \)-isomorphism of \( C^*_r(\Sigma_H; H) \) onto \( \kappa(C_0(\Sigma_H; H)) \), which is what we needed to show.

The following proposition allows us to view elements of \( C^*_r(\Sigma; G) \) as functions in \( C_0(\Sigma; G) \). This proposition was originally proved in the case of Example 2.6 above by Renault in [31, Proposition II.4.2]. Renault uses it without proof in the full generality of twists in [33]. As we know of no proof of [31, Proposition II.4.2] for twists, we provide a proof here at the level of
generality we will require. Note that $C_0(\Sigma, G)$ can be made into a Banach space with $\|f\| = \sup_{\hat{\gamma} \in G} \varpi(f(\hat{\gamma}))$.

**Proposition 2.8.** Let $(\Sigma; G)$ be a twist with $G$ étale. Then the inclusion map $j : C_c(\Sigma; G) \to C_0(\Sigma; G)$ extends to a norm-decreasing linear map of $C_r^*(\Sigma; G)$ into $C_0(\Sigma; G)$. Moreover, the algebraic operations of adjoint and convolution on $C_c(\Sigma; G)$ extend to corresponding operations on $j(C_r^*(\Sigma; G))$: that is, for every $a, b \in C_r^*(\Sigma; G)$ and $\hat{\gamma} \in G$,

$$j(a^*)(\hat{\gamma}) = \overline{j(a)(\hat{\gamma}^{-1})} \quad \text{and} \quad j(ab)(\hat{\gamma}) = \sum_{r(\hat{\eta}) = r(\hat{\gamma})} j(a)(\hat{\eta}) j(b)(\hat{\eta}^{-1} \hat{\gamma}). \quad (2.14)$$

**Proof.** The algebra $C_c(\Sigma; G)$ may be regarded as a subalgebra of $C_r^*(\Sigma; G)$ or as its image under $j$ in $C_0(\Sigma; G)$. First we show that for $f \in C_c(\Sigma; G)$ we have $\|f\|_r \geq \|f\|_\infty$. To see this, for $\hat{\gamma} \in G$ consider $\delta_{s(\hat{\gamma})}$. We have

$$\|f\|_r \geq \|\pi_{s(\hat{\gamma})}(f)\| \geq \|\pi_{s(\hat{\gamma})}(f)\delta_{s(\hat{\gamma})}\| = \langle \pi_{s(\hat{\gamma})}(f)(\delta_{s(\hat{\gamma})}), \pi_{s(\hat{\gamma})}(f)(\delta_{s(\hat{\gamma})}) \rangle^{1/2} = \sqrt{\sum_{s(\hat{\eta}) = s(\hat{\gamma})} |f(\eta)|^2} \geq |f(\hat{\gamma})|. \quad (2.15)$$

Thus $j$ extends to a norm decreasing linear map $j : C_r^*(\Sigma; G) \to C_0(\Sigma; G)$.

We turn to showing that $j$ is injective. Since $j$ is norm-decreasing, the equalities in (2.12) extend to every element of $C_r^*(\Sigma; G)$. Therefore, for any $\hat{\gamma} \in Gx$, and $a \in C_r^*(\Sigma; G)$,

$$\|\pi_x(a)\delta_{\hat{\gamma}}\|^2 = \sum_{\hat{u} \in Gx} |\langle \pi_x(a)\delta_{\hat{\gamma}}, \delta_{\hat{u}} \rangle|^2 = \sum_{\hat{u} \in Gx} |\pi_x(a)\delta_{\hat{\gamma}}(\hat{u})|^2 = |\pi_x(a)\delta_{\hat{\gamma}}(\hat{\gamma})|^2 = |j(a)(\hat{\gamma}^{-1})|^2.$$ 

So if $j(a) = 0$, then $\pi_x(a) = 0$ for every $x \in G^{(0)}$. Thus $a = 0$, so $j$ is injective.

To verify the first equality in (2.14), observe that it holds for $a \in C_c(\Sigma; G)$. For general $a \in C_r^*(\Sigma; G)$, observe that for any $f \in C_c(\Sigma; G)$, the fact that $j$ is contractive yields

$$\varpi(j(a^*)(\hat{\eta})) = \varpi(j(a^*) - f^*)(\hat{\eta})) \leq \varpi(j(f - a)(\hat{\eta}^{-1})) \leq 2 \|a - f\|_r.$$ 

As the right-most term in this inequality can be made as small as desired by choosing $f$ appropriately, we obtain the first equality.

Before establishing the second, for $a \in C_r^*(\Sigma; G)$ and $x \in G^{(0)}$, define

$$\|a\|_{2,x} := \|\pi_x(a)\delta_x\|.$$ 

Then $\max\{\|a\|_{2,x}, \|a^*\|_{2,x}\} \leq \|a\|_r$ and

$$\|a\|_{2,x}^2 = \sum_{\hat{\eta} \in Gx} |\langle \pi_x(a)\delta_x, \delta_{\hat{\eta}} \rangle|^2 = \sum_{\hat{\eta} \in Gx} |j(a)(\hat{\eta})|^2,$$
and, using the first equality in (2.14),

\[ \|a^*\|^2_{2,x} = \sum_{\tilde{\eta} \in \tilde{X}} |j(a)(\tilde{\eta})|^2. \]

To establish the second equality in (2.14), first note it holds when \( a, b \in C_c(\Sigma; G) \). Now let \( a, b \in C^*_c(\Sigma; G) \) be arbitrary. Suppose \( (f_i), (g_i) \) are nets in \( C_c(\Sigma; G) \) such that \( \|f_i - a\|_r \to 0 \) and \( \|g_i - b\|_r \to 0 \). Then

\[
\omega \left( \sum_{r(\tilde{\eta}) = r(\tilde{\gamma})} j(f_i)(\tilde{\eta}) j(g_i)(\tilde{\eta}^{-1}\tilde{\gamma}) - \sum_{r(\tilde{\eta}) = r(\tilde{\gamma})} j(a)(\tilde{\eta}) j(b)(\tilde{\eta}^{-1}\tilde{\gamma}) \right)
\]

\[
= \omega \left( \sum_{r(\tilde{\eta}) = r(\tilde{\gamma})} j(f_i)(\tilde{\eta}) j(g_i - b)(\tilde{\eta}^{-1}\tilde{\gamma}) + \sum_{r(\tilde{\eta}) = r(\tilde{\gamma})} j(f_i - a)(\tilde{\eta}) j(b)(\tilde{\eta}^{-1}\tilde{\gamma}) \right)
\]

\[
\leq \|f_i\|_{2,r(\tilde{\gamma})} \|g_i - b\|_{2,s(\tilde{\gamma})} + \|f_i - a\|_{2,r(\tilde{\gamma})} \|b\|_{2,s(\tilde{\gamma})}
\]

\[
\leq \|f_i\|_r \|g_i - b\|_r + \|f_i - a\|_r \|b\|_r,
\]

from which it follows that

\[
\lim_{i \to \infty} \sum_{r(\tilde{\eta}) = r(\tilde{\gamma})} j(f_i)(\tilde{\eta}) j(g_i)(\tilde{\eta}^{-1}\tilde{\gamma}) = \sum_{r(\tilde{\eta}) = r(\tilde{\gamma})} j(a)(\tilde{\eta}) j(b)(\tilde{\eta}^{-1}\tilde{\gamma}).
\]

Therefore, for every \( \tilde{\gamma} \in G \),

\[
j(ab)(\tilde{\gamma}) = \langle \pi_{s(\tilde{\gamma})}(ab)\delta_{s(\tilde{\gamma})}, \delta_{\tilde{\gamma}} \rangle = \lim j(f_i)g_i(\tilde{\gamma})
\]

\[
= \lim \sum_{r(\tilde{\eta}) = r(\tilde{\gamma})} f_i(\tilde{\eta})g_i(\tilde{\eta}^{-1}\tilde{\gamma}) = \sum_{r(\tilde{\eta}) = r(\tilde{\gamma})} a(\tilde{\eta})b(\tilde{\eta}^{-1}\tilde{\gamma}),
\]

as desired. \( \square \)

**Definition 2.9.** Let \( G \) be an étale groupoid and \( \Gamma \) a discrete abelian group. A twist graded by \( \Gamma \) is a twist \( \mathbb{T} \times G^{(0)} \to \Sigma \to G \) over \( G \) together with continuous groupoid homomorphisms \( c_{\Sigma} : \Sigma \to \Gamma \) and \( c_{G} : G \to \Gamma \) such that the diagram,

\[
\begin{array}{c}
\mathbb{T} \times G^{(0)} \\
\downarrow \quad c_{\Sigma} \\
\Sigma \downarrow \quad c_{G} \\
\end{array}
\end{array}
\]

\[
\Gamma
\]

commutes. We will sometimes abbreviate (2.16) and simply say \( \Sigma \to G \) is a \( \Gamma \)-graded twist.

For \( \omega \in \tilde{\Gamma} \) and \( t \in \Gamma \) we denote the natural pairing \( \omega(t) \) by \( \langle \omega, t \rangle \). We will use additive notation for the group \( \Gamma \) and multiplicative notation for the group \( \tilde{\Gamma} \). We now show that the grading maps \( c_{\Sigma} \) and \( c_{G} \) induce an action of \( \tilde{\Gamma} \) on \( C^*_c(\Sigma; G) \). This fact is well known to experts but we include a proof for completeness.
Lemma 2.10. Suppose $\Sigma \to G$ is a $\Gamma$-graded twist. There exists a continuous action of $\hat{\Gamma}$ on $C^*_r(\Sigma; G)$ characterized by

$$(\omega \cdot f)(\gamma) = \langle \omega, c_G(\gamma) \rangle f(\gamma)$$

where $\omega \in \hat{\Gamma}$ and $f \in C_c(\Sigma; G)$.

Proof. First we check that the action is multiplicative. For this we compute

$$(\omega \cdot f) * (\omega \cdot g)(\gamma) = \sum_{r(\hat{\eta})=r(\gamma)} (\omega \cdot f)(\eta)(\omega \cdot g)(\eta^{-1}\gamma)$$

$$= \sum_{r(\hat{\eta})=r(\gamma)} \langle \omega, c(\hat{\eta}) \rangle f(\eta) \langle \omega, c(\hat{\eta}^{-1}) \rangle g(\eta^{-1}\gamma)$$

$$= \langle \omega, c(\gamma) \rangle \sum_{r(\hat{\eta})=r(\gamma)} f(\eta) g(\eta^{-1}\gamma) = (\omega \cdot (f \cdot g))(\gamma).$$

Now let $L$ be the line bundle over $G$ associated to $\Sigma$ and for $x \in G^{(0)}$ let $L_x := L|_{G^x}$. Consider the regular representation $\pi_x$ of $C^*_r(\Sigma; G)$ associated to $x \in G^{(0)}$.

For $\chi \in \mathcal{H}_x$ define $\chi_\omega \in \mathcal{H}_x$ by $\chi_\omega(\gamma) := \langle \omega, c(\gamma) \rangle \chi(\gamma)$. Then $\|\chi_\omega\|^2 = \|\chi\|^2$, so the mapping $\chi \mapsto \chi_\omega$ is a unitary $W_\omega \in \mathcal{B}(\mathcal{H}_x)$.

So for $f \in C_c(\Sigma; G)$,

$$\pi_x(\omega \cdot f) \chi(\gamma) = \sum_{r(\hat{\eta})=r(\gamma)} \langle \omega, c(\hat{\eta}) \rangle f(\eta) \chi(\eta^{-1}\gamma)$$

$$= \sum_{r(\hat{\eta})=r(\gamma)} \langle \omega, c(\gamma) \rangle \langle \omega, c(\hat{\eta}) \rangle \langle \omega, c(\hat{\eta}^{-1}) \rangle f(\eta) \chi(\eta^{-1}\gamma)$$

$$= \langle \omega, c(\gamma) \rangle \sum_{r(\hat{\eta})=r(\gamma)} f(\eta) \chi_\omega(\eta^{-1}\gamma) = \langle \omega, c(\gamma) \rangle \pi_x(f) \chi_\omega(\gamma).$$

This then implies that $\|\pi_x(\omega \cdot f)\chi\| = \|\pi_x(f)\chi_\omega\|$. So now

$$\|\pi_x(\omega \cdot f)\| = \sup_{\|\chi\|=1} \|\pi_x(\omega \cdot f)\chi\| = \sup_{\|\chi\|=1} \|\pi_x(f)\chi_\omega\| = \sup_{\|\chi\|=1} \|\pi_x(f)\chi\| = \|\pi_x(f)\|$$

and since this holds for all $x$ we get

$$\|\omega \cdot f\|_r = \|f\|_r$$

as desired.

Now suppose that we have nets $\omega_i \to \omega$ and $a_i \to a \in C^*_r(G; \Sigma)$. Consider $\omega_i \cdot a_i - \omega \cdot a = \omega_i \cdot a_i - \omega_i \cdot a + \omega_i \cdot a - \omega \cdot a$. Since $\|\omega \cdot a\|_r = \|a\|_r$, to show $\omega_i \cdot a_i \to \omega \cdot a$ it suffices to show $\omega_i \cdot a \to \omega \cdot a$. For $i$ sufficiently large we can assume $\|a\|_r \sup |\langle \omega_i - \omega, c(\hat{\eta}) \rangle| < \epsilon$. Now
\[ \| \pi_x (\omega_i \cdot a - \omega \cdot a) \chi \| = \| \sum_{r(\eta) = r(\gamma)} \langle \omega_i \omega^{-1}, c(\eta) \rangle a(\eta) \chi(\eta^{-1} \gamma) \| \\
= \| \langle \omega_i \omega^{-1}, c(\gamma) \rangle \sum_{r(\eta) = r(\gamma)} a(\eta) \chi_{\omega \cdot \omega^{-1}}(\eta^{-1} \gamma) \| \\
\leq |\langle \omega_i \omega^{-1}, c(\gamma) \rangle| \| a \|_r < \epsilon. \]

Since this holds for all \( x \in G(0) \) we get the result. \( \square \)

**Remark 2.11.** When elements of \( C_c(\Sigma; G) \) are viewed as in (2.6), the action of \( \hat{\Gamma} \) on \( C^*_r(\Sigma; G) \) is characterized by
\[ (\omega \cdot f)(\gamma) = \langle \omega, c_{\Sigma}(\gamma) \rangle f(\gamma), \]
where \( \omega \in \hat{\Gamma} \) and \( f \in C_c(\Sigma) \) is covariant.

### 3. \( \Gamma \)-Cartan pairs and abelian group actions

In this section we define the main objects of our study, \( \Gamma \)-Cartan pairs, and explore the relationship between \( \Gamma \)-Cartan pairs and strongly continuous actions of compact abelian groups on \( C^* \)-algebras. We first give some preliminary results on topologically graded \( C^* \)-algebras.

**Definition 3.1.** A \( C^* \)-algebra \( A \) is topologically graded by a (discrete abelian) group \( \Gamma \) if there exists a family of linearly independent closed linear subspaces \( \{A_t\}_{t \in \Gamma} \) of \( A \) such that
- \( A_t A_s \subseteq A_{t+s} \),
- \( A_t^* = A_{-t} \),
- \( A \) is densely spanned by \( \{A_t\}_{t \in \Gamma} \); and
- there is a faithful conditional expectation from \( A \) onto \( A_0 \).

**Definition 3.2.** Let \( A \) be a \( C^* \)-algebra topologically graded by a group \( \Gamma \). We call an element \( a \in A \) homogeneous if \( a \in A_t \) for some \( t \). Let \( D \subseteq A_0 \) be an abelian subalgebra. We denote the set of normalizers of \( D \) in \( A \) by \( N(A, D) \) or simply \( N \). Also, \( n \) is a homogeneous normalizer if it is both a normalizer and homogeneous: that is, \( n \) is a normalizer and \( n \in A_t \) for some \( t \in \Gamma \). We denote the set of homogeneous normalizers by \( N_h(A, D) \) or simply \( N_h \). Notice that for \( n \in N_h \) and \( d \in D \) we have \( nd, dn \in N_h \).

The term topologically graded was introduced by Exel [14]; see also [16].

An action of a compact abelian group on a \( C^* \)-algebra produces a topological grading, which we now describe in some detail.

Let \( \Gamma \) be a discrete abelian group and \( A \) a \( C^* \)-algebra. As is customary, we say \( \Gamma \) acts strongly on \( A \) if there is a strongly continuous group of automorphisms on the \( C^* \)-algebra \( A \) indexed by \( \hat{\Gamma} \). That is, there is a map \( \hat{\Gamma} \times A \to A \), written \( (\omega, a) \mapsto \omega \cdot a \) such that:

1. for every \( \omega, a \mapsto \omega \cdot a \) is an automorphism \( \beta_\omega \) of \( A \);
(2) the map $\omega \mapsto \beta_\omega$ is a homomorphism of $\hat{\Gamma}$ into $\text{Aut}(A)$; and
(3) for each $a \in A$, the map $\omega \mapsto \omega \cdot a$ is norm continuous.

Let $A^\hat{\Gamma}$ be the fixed point algebra under this action. For $t$ in $\Gamma$ and $a \in A$ define
\[
\Phi_t(a) := \int_{\hat{\Gamma}} (\omega \cdot a) \langle \omega^{-1}, t \rangle d\omega,
\]
and let
\[
A_t = \Phi_t(A)
\]
be the range of $\Phi_t$. Then for each $t \in \Gamma$, $\Phi_t$ is a completely contractive and idempotent linear map. The following simple fact is worth noting.

**Lemma 3.3.** The map $\Phi_0 : A \to A^\hat{\Gamma} = A_0$ is a faithful conditional expectation.

**Sketch of Proof.** That $\Phi_0$ is a conditional expectation is clear, so it remains to show $\Phi_0$ is faithful. If $\Phi_0(a^*a) = 0$, then for every state $\rho$ on $A$, $\int_{\hat{\Gamma}} \rho(\omega \cdot (a^*a)) d\omega = 0$. Thus $\rho(\omega \cdot (a^*a)) = 0$ for every state $\rho$ and every $\omega \in \hat{\Gamma}$. Taking $\omega$ to be the unit element gives $\rho(a^*a) = 0$ for every state, so $a^*a = 0$.

We now characterize the homogeneous elements of $A$. The following lemma is a generalization of [1, Lemma 5.2.10], where it is proved for $\Gamma = \mathbb{Z}$.

**Lemma 3.4.** Suppose $\hat{\Gamma}$ acts strongly on $A$. The following statements hold for all $t \in \Gamma, a, b \in A$.

(1) $a \in A_t$ iff for every $\sigma \in \hat{\Gamma}$, $\omega \cdot a = \langle \omega, t \rangle a$.

(2) $a \in A_t$ iff $a^* \in A_{-t}$.

(3) If $a \in A_t$, $b \in A_s$ then $ab \in A_{t+s}$.

(4) If $a \in A_t$ and $s \in \Gamma$, then $\Phi_s(a) = \begin{cases} a & \text{if } s = t; \\ 0 & \text{otherwise.} \end{cases}$

**Proof.** Let $a \in A_t$ and $\sigma \in \hat{\Gamma}$. Then
\[
\sigma \cdot a = \sigma \cdot \Phi_t(a) = \int_{\hat{\Gamma}} ((\sigma \omega) \cdot a) \langle \omega^{-1}, t \rangle d\omega = \int_{\hat{\Gamma}} (\omega \cdot a) \langle \omega^{-1}, t \sigma \rangle d\omega = \langle \sigma, t \rangle \Phi_t(a) = \langle \sigma, t \rangle a.
\]
Conversely if $\sigma \cdot a = \langle \sigma, t \rangle a$ for every $\sigma \in \hat{\Gamma}$, then
\[
\Phi_t(a) = \int_{\hat{\Gamma}} (\omega \cdot a) \langle \omega^{-1}, t \rangle d\omega = \int_{\hat{\Gamma}} a \langle \omega, t \rangle \langle \omega^{-1}, t \rangle d\omega = a.
\]

Items (2) and (3) follow immediately since $\sigma \cdot (a^*) = (\sigma \cdot a)^* = \overline{\langle \sigma, t \rangle a^*} = \langle \sigma, -t \rangle a^*$ and $\sigma \cdot (ab) = (\sigma \cdot a)(\sigma \cdot b) = \langle \sigma, t \rangle a \langle \sigma, s \rangle b = \langle \sigma, t + s \rangle ab$.

Lastly for (4),
\[
\Phi_s(a) = \int_{\hat{\Gamma}} (\omega \cdot a) \langle \omega^{-1}, s \rangle d\omega = a \int_{\hat{\Gamma}} (\omega \cdot t) \langle \omega^{-1}, s \rangle d\omega = \delta_{s,t} a. \quad \square
\]
The following lemma and its corollary show the linear span of the homogeneous spaces \( \{A_t\}_{t \in \Gamma} \) is dense in \( A \). We thank Ruy Exel for showing us the simple proof.

**Lemma 3.5.** Suppose the compact abelian group \( \hat{\Gamma} \) acts strongly on the \( C^* \)-algebra \( A \), and \( a \in A \). Then \( a \in \text{span}\{\Phi_t(a) : t \in \Gamma\} \).

**Proof.** Let \( B := \text{span}\{\Phi_t(a) : t \in \Gamma\} \). Suppose \( \rho \) is a bounded linear functional on \( A \) which annihilates \( B \). Define \( g_a : \hat{\Gamma} \to \mathbb{C} \) by \( g_a(\omega) = \rho(\omega \cdot a) \).

Compute the Fourier transform of \( g_a \): for \( t \in \Gamma \),

\[
\hat{g}_a(t) = \int_{\hat{\Gamma}} g_a(\omega) \overline{\langle \omega, t \rangle} \, d\beta
= \rho \left( \int_{\hat{\Gamma}} (\omega \cdot a) \overline{\langle \omega, t \rangle} \, d\omega \right)
= \rho(\Phi_t(a)) = 0.
\]

Since the Fourier transform is one-to-one, \( g_a = 0 \). Taking \( \omega = 1 \), we get \( \rho(a) = 0 \). As this does not depend on the choice of \( \rho \), by the Hahn-Banach theorem, \( a \in B \). \( \square \)

As an immediate corollary we get that \( \{A_t\}_{t \in \Gamma} \) has dense span in \( A \).

**Corollary 3.6.** Suppose the compact abelian group \( \hat{\Gamma} \) acts on the \( C^* \)-algebra \( A \). For \( t \in \Gamma \), let \( A_t := \{a \in A : \beta \cdot a = \langle \beta, t \rangle a \text{ for every } \beta \in \hat{\Gamma} \} \). Then \( A = \text{span}\{A_t : t \in \Gamma\} \).

**Remark 3.7.** Lemmas 3.4 and 3.5 show that if \( \hat{\Gamma} \) acts strongly on \( A \), then \( A \) is topologically graded by \( \Gamma \). In particular, when \( \Sigma \to G \) is a \( \Gamma \)-graded twist, Lemma 2.10 shows that \( C^*_r(\Sigma; G) \) is topologically graded by \( \Gamma \). In [30, Theorem 3] the converse to Lemma 3.4 is proved: it is shown that if \( A \) is topologically graded by \( \Gamma \), then there is a strongly continuous action of \( \hat{\Gamma} \) on \( A \) such that \( a \in A_t \) if and only if

\[
a = \int_{\hat{\Gamma}} (\omega \cdot a) \langle \omega^{-1}, t \rangle \, d\omega.
\]

We now observe that the proof of Lemma 3.5 can be used to show that if \( \text{span} N(A, D) = A \) then \( \text{span} N_h(A, D) = A \). Here are the details.

**Proposition 3.8.** Suppose \( \hat{\Gamma} \) acts on \( A \) and that \( D \) is a MASA in \( A_0 \). If \( n \in N \), then for every \( t \in \Gamma \), \( \Phi_t(n) \in N_h \) and \( n \in \text{span}\{\Phi_t(n) : t \in \Gamma\} \).
Proof. Fix $n \in \mathbb{N}$. By Lemma 3.5 it suffices to show $\Phi_t(n) \in \mathcal{N}_h$. Let $d \in D$. Then $\Phi_t(n)^*d\Phi_t(n) \in A_0$. For $e \in D$, and $\omega \in \hat{\Gamma}$, $\omega \cdot e = e$. So

$$\Phi_t(n)^*d\Phi_t(nn^*n)e = \Phi_t(n)^*d \iint_{\hat{\Gamma}} \omega \cdot n(\omega \cdot (n^*ne))\langle \omega^{-1}, t \rangle d\omega$$

$$= \Phi_t(n)^*d \iint_{\hat{\Gamma}} \omega \cdot (nen^*)\langle \omega^{-1}, t \rangle d\omega$$

$$= \Phi_t(n)^*dnen^*\Phi_t(n) = \Phi_t(n)^*nen^*d\Phi_t(n)$$

$$= \iint_{\hat{\Gamma}} \omega \cdot (n^*nen^*)\langle \omega, t \rangle d\omega d\Phi_t(n)$$

$$= n^*ne\Phi_t(n)^*d\Phi_t(n) = en^*n\Phi_t(n)^*d\Phi_t(n)$$

$$= e\Phi_t(nn^*n)^*d\Phi_t(n).$$

This relation holds if we replace $n^*n$ by a polynomial in $n^*n$ and by taking limits we see that it holds if we replace $n^*n$ by $(n^*n)^{1/k}$ for any $k \in \mathbb{N}$. Since $\lim_k n(n^*n)^{1/k} = n$, we find that $\Phi_t(n)^*d\Phi_t(n)$ commutes with every element of $D$. Since $D$ is a MASA in $A_0$, $\Phi_t(n)^*d\Phi_t(n) \in D$. A similar argument shows that $\Phi_t(n)d\Phi_t(n)^* \in D$. So $\Phi_t(n) \in \mathcal{N}_h$. \hfill $\square$

We now define a main object of study.

Definition 3.9. Let $A$ be $C^*$-algebra topologically graded by a discrete abelian group $\Gamma$ and $D$ an abelian $C^*$-subalgebra of $A_0$. We say the pair $(A, D)$ is $\Gamma$-Cartan if

1. $D$ is Cartan in $A_0$,
2. $N(A, D)$ spans a dense subset of $A$.

The following observations are simple but important. In particular, for $\Gamma$-Cartan pairs we may focus on homogeneous normalizers in place of more general normalizers.

Lemma 3.10. Suppose $(A, D)$ is a $\Gamma$-Cartan pair. The following statements hold.

1. The span of the homogeneous normalizers, $\mathcal{N}_h(A, D)$, is dense in $A$.
2. If $(e_i)$ is an approximate unit for $A_0$, then $(e_i)$ is an approximate unit for $A$.
3. For any $n \in N(A, D)$, $n^*n$ and $nn^*$ belong to $D$.
4. Any approximate unit for $D$ is an approximate unit for $A$.

Proof. As noted in Remark 3.7, a topological grading arises from an action of a compact abelian group. By Proposition 3.8, $\mathcal{N}_h(A, D)$ spans a dense subset of $A$.

Now suppose $(e_i)$ is an (not necessarily countable) approximate unit for $A_0$. Let $n \in \mathcal{N}_h$. Then $n^*n$ and $nn^*$ belong to $A_0$. Since $(e_i)$ is an approximate unit for $A_0$,

$$(e_in - n)(e_in - n)^* = e_inn^*e_i - nn^*e_i - e_inn^* + nn^* \to 0, \quad (3.2)$$
whence $e_in \to n$. Similarly, $ne_i \to n$. Hence for any $a \in \text{span} \mathcal{N}_h$, $e_ia \to a$ and $ae_i \to a$. Since $\text{span} \mathcal{N}_h$ is dense in $A$, $(e_i)$ is an approximate unit for $A$.

Since $(A_0,D)$ is a Cartan pair, $D$ contains an approximate unit $(e_i)$ for $A_0$. By part (2), $(e_i)$ is also an approximate unit for $A$. Then for any $n \in \mathcal{N}(A,D)$, $D \ni n^*e_in \to n^*n$, so $n^*n \in D$. Likewise, $nn^* \in D$.

Finally, if $(e_i)$ is an approximate unit for $D$ and $n \in \mathcal{N}$, $(3.2)$ together with the fact that $nn^* \in D$, gives $e_in \to n$; likewise $ne_i \to n$. As before, span $\mathcal{N} = A$ implies $(e_i)$ is an approximate unit for $A$. $\square$

4. Twists from $\Gamma$-Cartan pairs

Throughout this section, we consider a fixed $\Gamma$-Cartan pair $(A,D)$. The purpose of this section is to define a twist $\hat{D} \times \mathbb{T} \to \Sigma \to G$ from the pair $(A,D)$ so that $A \cong C_r^*(\Sigma;G)$ and $D \cong C_0(G(0))$. This task is completed in Theorem 4.19. Our methods follow those found in Kumjian [18] and Renault [33], and also use techniques from Pitts [26]. (The methods in [26] have been extended and updated in Pitts [28].)

Renault and Kumjian construct a twist from the Weyl groupoid associated to a Cartan pair by first considering a groupoid $G$ of germs and then using the multiplicative structure of the normalizers to construct the twist as an extension $\Sigma$ of $G$ by $\mathbb{T} \times G(0)$. Finally, they recognize $\Sigma$ as a family of linear functionals on $A$.

To a certain extent, we follow the Kumjian-Renault approach. We will define $\Sigma$ and $G$ in two ways. We first construct sets $\Sigma$ and $G$ using the Weyl groupoid (the topologies and groupoid operations come later). After doing so, we identify $\Sigma$ as a family of linear functionals and $G$ as a family of (non-linear) functions on $A$. The product on $\Sigma$ and $G$ is obtained by translating the product on $A$ to $\Sigma$ utilizing the first approach, and the second approach makes defining the topologies on $\Sigma$ and $G$ straightforward. Viewing $\Sigma$ and $G$ as functions highlights the parallel between the Gelfand theory for commutative $C^*$-algebras and relationship of the twist and the pair $(A,D)$ more transparent.

To begin, we fix some notation. Write

$$X := \hat{D}.$$ 

We generally identify $D$ with $C_0(X)$; thus for $x \in X$ and $d \in D$, we write $d(x)$ instead of $\hat{d}(x)$.

Let $E$ denote the faithful conditional expectation $E : A_0 \to D$. By [30] there is a corresponding strong action of $\Gamma$ on $A$. We denote by $\Phi_t$ the completely contractive map $\Phi_t : A \to A_t$ as defined in Equation (3.1). Set

$$\Delta := E \circ \Phi_0.$$ 

By Lemma 3.3, $\Delta$ is a faithful conditional expectation of $A$ onto $D$. 

For \( n \in N \), Lemma 3.10 gives \( n^*n, nn^* \in D \); let 
\[
\text{dom}(n) := \{ x \in \hat{D} : n^*n(x) > 0 \} \quad \text{and} \quad \text{ran}(n) := \{ x \in \hat{D} : nn^*(x) > 0 \}.
\]
By the definition of normalizer, \( ndn^* \in D \) for all \( d \in D \). So \( N_h \) acts on \( D \) by conjugation. As \( D \) is abelian, this induces a partial action \( \alpha \) on the spectrum. The following result of Kumjian gives a precise description of this action.

**Proposition 4.1.** [18, Proposition 1.6] Let \( n \in N \). Then there exists a unique partial homeomorphism \( \alpha_n : \text{dom}(n) \to \text{ran}(n) \) such that for each \( d \in D \) and \( x \in \text{dom}(n) \),
\[
(n^*dn)(x) = d(\alpha_n(x))(n^*n)(x).
\]

When the action is clear from the context, we will sometimes write
\[
n.x := \alpha_n(x).
\]
By [33, Lemma 4.10] (or [18, Corollary 1.7]), for \( n, m \in N \) and \( d \in D \) we have
\[
\alpha_n \circ \alpha_m = \alpha_{nm}, \quad \alpha_n^* = \alpha_n^{-1}, \quad \text{and} \quad \alpha_d = \text{id}_{\text{supp}(d)}.
\]
The collection \( \{ \alpha_n : n \in N \} \) is an inverse semigroup, sometimes called the Weyl semigroup of the inclusion \((A, D)\).

Dual to the Weyl semigroup is a collection of partial automorphisms \( \{ \theta_n : n \in N \} \) of \( D \). Given \( n \in N \), \( \overline{nn^*D} \) and \( \overline{n^*nD} \) are ideals of \( D \) whose Gelfand spaces may be identified with \( \text{ran}(n) \) and \( \text{dom}(n) \) respectively. By [27, Lemma 2.1], the map \( \overline{nn^*D} \ni d \mapsto n^*dn \in \overline{n^*Dn} \) extends uniquely to a \( \ast \)-isomorphism \( \theta_n : \overline{nn^*D} \to \overline{n^*nD} \) such that for every \( d \in \overline{nn^*D} \),
\[
dn = n\theta_n(d)
\]
and for every \( x \in \text{dom}(n) \),
\[
\theta_n(d)(x) = d(\alpha_n(x)).
\]

**Lemma 4.2.** Suppose \( n \in N_h(A, D) \) and \( x \in X \) such that \( \Delta(n)(x) \neq 0 \). Then \( x \) is in the interior of the set of fixed points of \( \alpha_n \) and there exists \( h \in D \) such that \( h(x) = 1 \) and \( nh = hn \in D \).

**Proof.** First note \( n \in A_0 \) because \( 0 \neq \Delta(n)(x) = E(\Phi_0(n))(x) \), and thus \( \Phi_0(n) \neq 0 \). Furthermore, \( x \in \text{dom}(n) \) and [27, Lemma 2.5] gives \( \alpha_n(x) = x \).

We claim that \( x \) is actually in the interior of the set of fixed points of \( \alpha_n \). If not, then there exists a net \( (x_i) \) in \( \text{dom}(n) \) such that \( \alpha_n(x_i) \neq x_i \) and \( x_i \to x \). Then \( \Delta(n)(x_i) \to \Delta(n)(x) \neq 0 \). However, by [27, Lemma 2.5] again, \( \Delta(n)(x_i) = 0 \) for all \( i \), a contradiction.

Now let \( F \) be the interior of the set of fixed points of \( \alpha_n \) and \( J := \{ d \in D : \text{supp} d \subseteq F \} \). For \( S \subseteq D \) let
\[
S^\perp = \{ a \in D : ax = 0 \text{ for all } x \in S \}.
\]
Note that \( J^{11} \) is the fixed point ideal \( K_0 \) for \( n \) (see [27, Definition 2.13]). Then by [27, Lemma 2.15] there exists \( h \in D \) with \( h(x) = 1 \) and \( nh = hn \in D' \). But \( n \in A_0 \) and \( h \in D \), so \( nh \in A_0 \cap D' = D \) because \( D \) is maximal abelian in \( A_0 \). Thus \( nh = hn \in D \). This completes the proof. \( \square \)

The following is an interesting structural fact about the relationship between \( \Delta \) and the action of \( N_h \) on \( D \), which is used when defining the inverse operation on \( \Sigma \).

**Proposition 4.3.** For any \( n \in N_h \) and \( a \in A \),

\[
n^* \Delta(a)n = \Delta(n^*an).
\]

**Proof.** To begin, we claim that for \( m \in N_h \),

\[
n^* \Delta(nm)n = n^*n \Delta(mn) \tag{4.3}
\]

Since the terms on both sides of (4.3) belong to \( D \), it suffices to show that for every \( x \in X \)

\[
(n^* \Delta(nm)n)(x) = (n^*n \Delta(mn))(x) \tag{4.4}
\]

As \( n = \lim_{k \to \infty} n(n^*n)^{1/k} \), both sides of (4.4) vanish if \( (n^*n)(x) = 0 \). Thus to obtain (4.4) it suffices to prove that for \( x \in \text{dom}(n) \)

\[
\Delta(nm)(\alpha_n(x)) = \Delta(mn)(x), \tag{4.5}
\]

and this is what we shall do.

Suppose first that \( \Delta(nm)(\alpha_n(x)) \neq 0 \). Lemma 4.2 shows there exists \( k \in D \) with \( k(\alpha_n(x)) = 1 \) and \( nmk = kmn \in D \). Then

\[
\Delta(nm)(\alpha_n(x)) = (k \Delta(nm))(\alpha_n(x)) = \Delta(kmn)(\alpha_n(x))
\]

\[
= (kmn)(\alpha_n(x)) = \frac{(n^*kmn)(x)}{(n^*n)(x)} = \frac{\Delta((n^*kn)mn)(x)}{(n^*n)(x)}
\]

\[
= \frac{(n^*kn)(x)}{(n^*n)(x)} \Delta(mn)(x) = k(\alpha_n(x)) \Delta(mn)(x) = \Delta(mn)(x).
\]

Next, suppose \( \Delta(mn)(x) \neq 0 \) and put \( y = \alpha_n(x) \). We do a similar calculation. Another application of Lemma 4.2 produces \( h \in D \) with \( h(x) = 1 \) and \( mnh = hmn \in D \). As \( x = \alpha_n(y) \),

\[
\Delta(mn)(x) = (mnh)(\alpha_n(y)) = \frac{(nmh)n^*)(y)}{(n^*)(y)} = \frac{\Delta(nmn^*)(y)}{(n^*)(y)}
\]

\[
= \Delta(nm)(y) \frac{hn^*)(y)}{(n^*)(y)} = \Delta(nm)(\alpha_n(x))h(\alpha_n(y))
\]

\[
= \Delta(nm)(\alpha_n(x))h(x) = \Delta(nm)(\alpha_n(x)).
\]

We have shown that \( \Delta(mn)(x) \neq 0 \) if and only if \( \Delta(nm)(\alpha_n(x)) \neq 0 \), and, when this occurs, \( \Delta(mn)(x) = \Delta(nm)(\alpha_n(x)) \). Thus (4.5) holds, completing the proof of the claim.
By varying $m$ and using the facts that $n^*n \in D$ (Lemma 3.10(3)) and 
\[ \text{span} \, N_h = A, \]  
(4.3) implies that for every $a \in A$, $n^*\Delta(na)n = (n^*n)\Delta(an) = \Delta(n^*(na)n)$. Therefore, for every $a \in n\overline{A}$,
\[ n^*\Delta(a)n = \Delta(n^*an). \]

Given $k \in \mathbb{N}$, there exists a sequence of polynomials $\{p_j\}$ each of which vanish at the origin such that $(nn^*)^{1/k} = \lim_j p_j(nn^*)$. Thus, for $a \in A$ and $k \in \mathbb{N}$, $(nn^*)^{1/k}a(nn^*)^{1/k} \in n\overline{A}$. Hence for each $a \in A$,
\[ n^*\Delta(a)n = \lim_k n^*(nn^*)^{1/k}\Delta(a)(nn^*)^{1/k}n = \lim_k \left( \Delta((nn^*)^{1/k}a(nn^*)^{1/k}) \right) n \]
\[ = \lim_k \Delta(n^*(nn^*)^{1/k}a(nn^*)^{1/k}n) = \Delta(n^*an). \]

This completes the proof. \qed

4.1. Local equivalence relations from homogeneous normalizers.

Let
\[ \mathcal{G} := \{(n, x) \in N_h \times X : n^*n(x) \neq 0\}. \]

We now define two equivalence relations on $\mathcal{G}$ arising as germs of the subsemigroup of the Weyl semigroup arising from homogeneous normalizers. While we shall define the groupoids $\Sigma$ and $G$ in the twist $\Sigma \to G$ as functions on $A$, the equivalence relations below will enable us to define the multiplicative structure on $\Sigma$ and $G$.

**Definition 4.4.** For $(n, x), (n', x') \in \mathcal{G}$, consider

1. $x = x'$,
2. \(2_\Sigma\) there exist $d, d' \in C_c(X)$ such that $d(x) > 0$, $d'(x) > 0$ and $nd = n'd'$,
3. \(2_G\) there exist $d, d' \in C_c(X)$ such that $d(x) \neq 0$, $d'(x) \neq 0$ and $nd = n'd'$.

By (4.1) and (4.2), the latter two conditions may equivalently be replaced with the following conditions.

4. \(2'\Sigma\) there exist $d, d' \in C_c(X)$ such that $d(\alpha_n(x))) > 0$, $d'(\alpha_n(x))) > 0$ and $nd = d'n'$.
5. \(2'_G\) there exist $b, b' \in C_c(X)$ such that $d(\alpha_n(x))) \neq 0$, $d'(\alpha_n(x))) \neq 0$ and $nd = d'n'$.

Note that in conditions \(2_\Sigma\) and \(2_G\), we may assume that $d, d' \in n^*\overline{D} \cap \overline{nn^*\overline{D}}$; likewise we may assume $d, d' \in \overline{n^*\overline{D}} \cap \overline{nn^*\overline{D}}$ in conditions \(2'\Sigma\) and \(2'_G\).

Define $\sim_\Sigma$ as the relation given by (1) and \(2_\Sigma\) and $\sim_G$ as the relation given by (1) and \(2_G\). We omit the proof that these are equivalence relations. We denote the equivalence classes by $[n, x]_\Sigma, [n, x]_G$ respectively. We shall omit the subscript when the proof does not depend on which relation is used. Following Renault [33], define
\[ \Sigma_{A, D, \Gamma} := \mathcal{G} / \sim_\Sigma \quad \text{and} \quad G_{A, D, \Gamma} := \mathcal{G} / \sim_G. \]

We omit the $A, D, \Gamma$ from the notation and write $\Sigma$ and $G$ respectively when the inclusion and grading are clear from context.
Essentially, $G$ is a modification of the groupoid of germs of the $\alpha$ action and $\Sigma$ is a twist on this. The following is a useful observation.

**Lemma 4.5.** For $i = 1, 2$ suppose $(n_i, x_i) \in \mathcal{G}$ and $[n_1, x_1] = [n_2, x_2]$. Then $n_i^*n_2 \in A_0$.

**Proof.** We do this only for $\sim_G$, leaving the obvious modifications for $\sim_\Sigma$ to the reader. By definition of $\sim_G$, $x_1 = x_2 =: x$ and there exist $d_1, d_2 \in D$ with $d_i(x) \neq 0$ and $n_1d_1 = n_2d_2$. Then $n_2d_i \in N_h$ and $d_1^*n_2d_2 = d_1^*n_1d_1$ is a non-zero element of $D$. Since $n_i \in N_h$, there exists $t \in \hat{\Gamma}$ such that $n_i^*n_2 \in A_t$. But $A_t$ is a $D$-bimodule, so $d_1^*n_2d_2 \in A_0 \cap A_t$, whence $t = 0$. \hfill $\square$

It is useful to have an alternative description of the equivalence relations $\sim_\Sigma$ and $\sim_G$ before continuing.

**Definition 4.6.** For $(n, x), (n', x') \in \mathcal{G}$, consider the properties

(i) $x = x'$,
(ii) $\Delta(n^*n')(x) > 0$, and
(iii) $\Delta(n^*n')(x) \neq 0$.

Define $\approx_\Sigma$ to be the relation on $\mathcal{G}$ given by (i) and (ii), and define $\approx_G$ be the relation on $\mathcal{G}$ given by (i) and (iii).

**Proposition 4.7.** The relations $\approx_\Sigma$ and $\approx_G$ are the same. Likewise, the relations $\approx_G$ and $\sim_G$ are the same.

**Proof.** We prove $\approx_\Sigma$ and $\sim_\Sigma$ are the same. The proof for $\approx_G$ and $\sim_G$ is similar.

Suppose $(n, x) \approx_\Sigma (n', x')$. Then $x = x'$ and $\Delta(n^*n')(x) > 0$. Since $n, n'$ are homogeneous normalizers, so is $n^*n'$. Lemma 4.2 implies there is an $h \in D$ such that $hn^*n' = n^*nh \in D$ and $h(x) > 0$. Now consider the equalities,

$$n(n^*n')(n'h)^*n'h) = nn^*[((n'h)(n'h)^*)n'h] = n'h(nn^* \circ \alpha_{(n'h)^*})(n'h)^*(n'h).$$

Take $d = (n^*n'h)((n'h)^*n'h)$ and $d' = h(nn^* \circ \alpha_{(n'h)^*})(n'h)^*(n'h)$, so that $nd = n'd'$. Note

$$d(x) = n^*n'(x)h((n'h)^*n'h)(x) > 0 \text{ and } d'(x) = h(x)(nn^* \circ \alpha_{(n'h)^*})(x)((n'h)^*(n'h))(x) > 0.$$

Thus $(n, x) \sim_\Sigma (n', x)$. The converse follows immediately from the definitions. \hfill $\square$

### 4.2. Viewing $\Sigma$ as linear functionals.

Our next goal is to show that $\Sigma$ may be identified as a family of linear functionals on $A$ and $G$ as a family of functions on $A$. This highlights the role of the inclusion $(A, D)$ in producing $\Sigma$ and $G$ and will allow us to easily define Hausdorff topologies on $\Sigma$ and $G$.

In addition, for $a \in A$ we will define $\hat{a} : \Sigma \to \mathbb{C}$ by $\hat{a}([n, x]) = [n, x](a)$. The
main result of this section shows that the map \( A \ni a \mapsto \hat{a} \in C^*_r(\Sigma; G) \) is an isomorphism which in a natural sense extends the the Gelfand transform.

We write \( A^\# \) for the Banach space dual of \( A \). For \( f \in A^\# \), let \( f^* \in A^\# \) be defined by \( A \ni a \mapsto \overline{f(a^*)} \) and let \(|f|\) be the function on \( A \) defined by \(|f|(a) = |f(a)|\). For a non-empty subset \( K \subseteq A^\# \), write \(|K| := \{|f| : f \in K\}\). Equip \( K \) with the relative weak-* topology and \(|K|\) with the quotient topology arising from the surjective map, \( K \ni f \mapsto |f| \). Then \( K \) and \(|K|\) are Hausdorff.

Put
\[
\mathcal{S} := \{x \circ \Delta : x \in X\},
\]
so \( \mathcal{S} \) consists of all states of the form \( A \ni a \mapsto \Delta(a)(x) \). Then \( \mathcal{S} \) is a family of state extensions of pure states on \( D \) to all of \( A \). We make the following observations.

**Observations 4.8.**

1. With the relative weak-* topology (i.e. the \( \sigma(A^\#, A)\)-topology) on \( \mathcal{S} \), the restriction map, \( \mathcal{S} \ni \psi \mapsto \psi|_D \) is a homeomorphism of \( \mathcal{S} \) onto \( X \).

2. Lemma 4.2 implies that if \( \psi \in \mathcal{S} \), then for every \( n \in N_h \),
\[
|\psi(n)|^2 \in \{0, \psi(n^*n)\}. \quad (4.6)
\]
This condition is a variant of the notion of compatible state introduced in [27], the difference being that (4.6) is required to hold only for elements of \( N_h \) rather than all of \( N \) as in [27].

By [27, Proposition 4.4(iii)] and the Cauchy-Schwartz inequality, the compatibility condition (4.6) implies that in the GNS representation \((\pi_\psi, \mathcal{H}_\psi)\) associated to \( \psi \), the set of vectors \( \mathcal{V} := \{n + L_\psi : n \in N_h\} \) has the property that any two vectors in \( \mathcal{V} \) are either orthogonal or parallel; here \( L_\psi \) is the left kernel of \( \psi \), \( L_\psi := \{a \in A : \psi(a^*a) = 0\} \). Notice also that span \( \mathcal{V} \) is dense in \( \mathcal{H}_\psi \).

For any \((n, x) \in \mathcal{S}\), define an element of \( A^\# \) by
\[
\psi_{(n,x)}(a) := \frac{\Delta(n^*a)(x)}{|n|(x)}. \quad (4.7)
\]
Simple calculations show that \( \|\psi_{(n,x)}\| = 1 \) and for \( d_1, d_2 \in D \) and \( a \in A \),
\[
\psi_{(n,x)}(d_1 ad_2) = d_1(\alpha_n(x))\psi_{(n,x)}(a)d_2(x).
\]
In other words, in the language of [12, Section 2], \( \psi_{(n,x)} \) is a norm one eigenfunctional with source \( s(\psi_{(n,x)}) = x \) and range \( r(\psi_{(n,x)}) = \alpha_n(x) \). Furthermore, observe that \((n, x) \in \mathcal{S} \iff (n^*, \alpha_n(x)) \in \mathcal{S} \) and a calculation using Proposition 4.3 shows that for \((n, x) \in \mathcal{S}\),
\[
\psi_{(n,x)}^* = \psi_{(n^*, \alpha_n(x))}. \quad (4.8)
\]
For later use, notice that for \( d \in D \) with \( d(x) > 0 \) and \( z \in \mathbb{T} \),
\[
\psi_{(nd,z)} = \psi_{(n,x)} \quad \text{and} \quad \psi_{(zn,x)} = \overline{\psi}_{(n,x)}.
\] (4.9)

Let
\[
\mathcal{E} := \{\psi_{(n,x)} : (n, x) \in G\}. \tag{4.10}
\]

Since a state \( \psi \) on a C*-algebra \( B \) is uniquely determined by \( |\psi| \), it also makes sense to define source and range maps on \( |\mathcal{E}| \) by \( s(|\psi_{(n,x)}|) = x \) and \( r(|\psi_{(n,x)}|) = \alpha_n(x) \). Then the source and range maps carry \( \mathcal{E} \) and \( |\mathcal{E}| \) onto \( X \).

Given \( \psi \in \mathcal{E} \), write \( \psi = \psi_{(n,x)} \in \mathcal{E} \), and choose \( m \in \mathbb{N}_h \) such that \( \psi(m) \neq 0 \). Notice that for any \( a \in A \), we have
\[
\Delta(a)(x) = \frac{\psi(ma)}{\psi(m)} \quad \text{and} \quad \Delta(a)(m,x) = \frac{\psi(am)}{\psi(m)}. \tag{4.11}
\]

(Indeed, since \( \psi(m) \neq 0 \), Lemma 4.2 gives \( n \sim_G m \), and a computation gives (4.11).) Setting
\[
s(\psi) := \frac{\psi(ma)}{\psi(m)} \quad \text{and} \quad r(\psi) = \frac{\psi(am)}{\psi(m)}, \tag{4.12}
\]
then \( s(\psi) = s(\psi) \circ \Delta \) and \( r(\psi) = r(\psi) \circ \Delta \). Thus \( s(\psi) \) and \( r(\psi) \) are the (necessarily unique) elements of \( \mathcal{G} \) satisfying
\[
s(\psi)|_D = s(\psi) \quad \text{and} \quad r(\psi)|_D = r(\psi).
\]

Also, notice that \( \mathcal{G} \subset \mathcal{E} \), for if \( \psi = x \circ \Delta \in \mathcal{G} \), then \( \psi = \psi_{(n,x)} \) for any \( d \in D \) with \( d(x) > 0 \). Also, it follows easily (using Lemma 4.2) that
\[
\mathcal{G} = \{\psi_{(n,x)} : \Delta(n)(x) > 0\} = \{\psi_{(d,x)} : d \in D \text{ and } d(x) > 0\}. \tag{4.13}
\]
We list a few additional properties of \( \mathcal{E} \) and \( |\mathcal{E}| \).

**Lemma 4.9.** The following statements hold.

1. The map \( \psi_{(n,x)} \mapsto [n,x]_{\Sigma} \) is a well-defined bijection of \( \mathcal{E} \) onto \( \Sigma \).
2. If \( g \in \mathcal{E} \) and \( m \in \mathbb{N}_h \) satisfies \( g(m) > 0 \), then \( g = \psi_{(m,s(g))} \).
3. \( \mathcal{E} \cup \{0\} \) is weak*-compact; in particular \( \mathcal{E} \) is locally compact. Furthermore, \( s, r \) are continuous mappings of \( \mathcal{E} \) onto \( X \).
4. The map \( \psi_{(n,x)} \mapsto [n,x]_{\Sigma} \) is a well-defined bijection of \( |\mathcal{E}| \) onto \( G \).
5. If \( \phi \in |\mathcal{E}| \) and \( m \in \mathbb{N}_h \) satisfies \( |\phi|(m) \neq 0 \), then \( |\phi| = |\psi_{(m,s(|\phi|))}| \).
6. \( |\mathcal{E}| \) is locally compact and \( s, r \) are continuous mappings of \( |\mathcal{E}| \) onto \( X \).

**Proof.** We prove statements (1), (2) and (3), leaving the others to the reader. To establish the first, it suffices to show \( \psi_{(n_1,x_1)} = \psi_{(n_2,x_2)} \) if and only if \( [n_1,x_1]_{\Sigma} = [n_2,x_2]_{\Sigma} \) and this is what we do.

Suppose \( \psi_{(n_1,x_1)} = \psi_{(n_2,x_2)} \). Applying the source map gives \( x_1 = x_2 \); write \( x := x_1 = x_2 \). Now
\[
0 < \psi_{(n_2,x)}(n_2) = \psi_{(n_1,x)}(n_2) = \frac{\Delta(n_1^*n_2)(x)}{|n_1|(x)},
\]
which implies \( \Delta(n^2 n_2)(x) > 0 \). Proposition 4.7 now gives \([n_1, x_1] \Sigma = [n_2, x_2] \Sigma\). Conversely, if \([n_1, x_1] \Sigma = [n_2, x_2] \Sigma\), then \(x_1 = x_2 =: x\) and there exists \(d_1, d_2 \in D\) with \(d_1(x) > 0\) and \(d_2(x) > 0\) such that \(n_1 d_1 = n_2 d_2\). Then

\[
\psi(n_1, x_1) = \psi(n_1, x) = \psi(n_1 d_1, x) = \psi(n_2 d_2, x) = \psi(n_2, x_2).
\]

This gives statement (1).

For statement (2), write \(\phi = \psi(n, x)\) and apply Proposition 4.7 and part (1).

Turning now to statement (3), \(s(\psi(n, x)) = x \circ \Delta\) and \(r(\psi(n, x)) = \alpha_n(x) \circ \Delta\), so the maps \(s, r : \mathcal{E} \to \mathcal{G}\) are surjective. They are continuous by (4.12), so \(s, r : \mathcal{E} \to X\) are also continuous surjections.

Next suppose that \(\psi(n_i, x_i)\) is a net in \(\mathcal{E}\) converging weak-* to \(\phi \in \mathcal{A}^\#\); write \(\psi_i \:= \psi(n_i, x_i)\). If \(\phi = 0\), there is nothing to do. So suppose \(\phi \neq 0\). By [12, Proposition 2.3], \(\phi\) is an eigenfunctional. Thus if \(x := s(\phi)\), continuity of \(s\) yields \(x_i \to x\).

Since \(\text{span} \: N_h\) is dense in \(A\), there exists \(n \in N_h\) such that \(\phi(n) > 0\).

Since \(n(n^* n)^{1/k} \to n\) as \(k \to \infty\), we have \(0 < \phi(n) = \lim_k \phi(n(n^* n)^{1/k}) = \phi(n) \lim_k (n^* n)^{1/k}(x)\). Thus \(n^* n(x) \neq 0\) and so \((n, x) \in \mathcal{S}\). Since \(\psi_i \to \phi\), \(\psi_i(n)\) is eventually nonzero, so we may as well assume that \(\psi_i(n) \neq 0\) for every \(\lambda\). Proposition 4.7 implies \((n_i, x_i) \sim_G (n, x)\). Hence there exists \(z_i \in \mathbb{T}\) such that \(\psi_i = \psi(z_i n_i, x_i) = \overline{z_i} \cdot \psi(n_i, x_i)\). Therefore,

\[
0 < \phi(n) = \lim_{z_i} \overline{z_i} \cdot \Delta(n^* n)(x_i) = \lim_{z_i} |n|(x_i).
\]

As \(|n|(x_i) \to |n|(x)|\), we conclude \(z_i \to 1\). It follows that \(\phi = \lim \psi_i = \lim \overline{z_i} \cdot \psi(n, x_i) = \psi(n, x)\), so \(\phi \in \mathcal{E}\). Thus \(\mathcal{E} \cup \{0\}\) is a closed subset of the unit ball of \(\mathcal{A}^\#\), and hence is compact. \(\square\)

**Notation 4.10.** We use the bijections of Lemma 4.9 to identify \(\Sigma\) with \(\mathcal{E}\) (respectively \(G\) with \(|\mathcal{E}|\)) and will use \(\mathcal{E}\) and \(\Sigma\) interchangeably (resp. \(G\) and \(|\mathcal{E}|\)) depending upon what is convenient for the context. Thus for \(a \in A\), we will often write \([n, x]|_{\Sigma}(a)\) and \([n, x]|_{G}(a)\) instead of \(\psi(n, x)(a)\) and \(|\psi(n, x)|(a)\). Then \(\Sigma\) and \(G\) become Hausdorff topological spaces of functions on \(A\). When convenient, we will also identify \(\mathcal{G}\) with \(X\) via the restriction mapping from 4.8(1).

**4.3. The twist associated to a \(\Gamma\)-Cartan pair.** We are now prepared to place groupoid structures on \(G\) and \(\Sigma\). This is done exactly as in [26, Definition 8.10 and Theorem 8.12] or [28, Definition 7.17 and Theorem 7.18]; for convenience, we provide sketches of the proofs using the present notation.

**Lemma 4.11.** \(\Sigma\) and \(G\) are Hausdorff topological groupoids under the following operations:

- **Multiplication:** \([m, \alpha_n(x)][n, x] = [mn, x]\);
- **Inversion:** \([n, x]^{-1} = [n^*, \alpha_n(x)]\).
The map \( x \mapsto [d, x] \) for \( d \in D \) with \( d(x) > 0 \) identifies \( X \) with the unit space of \( \Sigma \) and \( G \). Furthermore, under this identification \( r([n, x]) = \alpha_n(x) \) and \( s([n, x]) = x \).

**Proof.** We sketch the proof for \( \Sigma \). The proof for \( G \) is left to the reader (details may be found in \([26]\) or \([28]\)). That inversion is well-defined and continuous follows from (4.7), (4.8), and Lemma 4.9. Also, it is clear that inversion is involutive.

Next we show multiplication is well-defined. Suppose \([m_1, y] \Sigma = [m_2, y] \Sigma \) and \([n_1, x] \Sigma = [n_2, x] \Sigma \). Using the bijection in Lemma 4.9 we can identify \( \psi \) and \( \phi \) with \([m_1, y] \Sigma = [m_2, y] \Sigma \) and \([n_1, x] \Sigma = [n_2, x] \Sigma \) respectively. We have \( y = \alpha_n(x) \). By the definition of \( \sim \Sigma \) we can assume \( m_2 = m_1d \) and \( n_2 = n_1d' \) where \( d(y) > 0 \) and \( d'(x) > 0 \). So to show that multiplication is well defined it suffices to show that \( \psi_{(m_1n_1,x)} = \psi_{(m_1dn_1d',x)} \). But this follows since \( m_1dn_1d' = m_1n_1\theta_{n_1}(d)d' \) and we know from equation (4.9) that \( \psi_{(\nu b,x)} = \psi_{(\nu,x)} \) for all \( \nu \in N_h, x \in \text{dom}(\nu) \) and \( b \in D \) with \( b(x) > 0 \).

Multiplication is associative since multiplication in the \( C^* \)-algebra is.

Suppose \([m, x], [n, y] \in \Sigma \) are such that the composition \([m, x][n, y] \) is defined. Then \( x = \alpha_n(y) \). We must show that

\[ [m, x][n, y][n^*, \alpha_n(y)] = [m, x] \quad \text{and} \quad [m^*, \alpha_m(y)][m, x][n, y] = [n, y]. \]

But these equalities follow from Lemma 4.9(2) because

\[ [mnn^*, \alpha_n(y)](m) > 0 \quad \text{and} \quad [m^*mn, y](n) > 0. \]

This completes the proof that \( \Sigma \) is a groupoid when equipped with the indicated operations.

Since \( \Sigma^{(0)} = \{(m, x) \Sigma^{-1}[m, x] : (m, x) \in \mathcal{G} \} \) we obtain

\[ \Sigma^{(0)} = \{[d, x] \Sigma : d \in D \, \text{and} \, d(x) > 0 \} = \mathcal{G}. \]

It follows that the map \( X \ni x \mapsto [d, x] \Sigma \) where \( d \in D \) is chosen so that \( d(x) > 0 \), is a bijection of \( X \) onto \( \Sigma^{(0)} \). Similarly, the map \( X \ni x \mapsto [d, x] \Sigma \) where \( d \in D \) satisfies \( d(x) > 0 \) (or merely satisfies \( d(x) \neq 0 \)) is a bijection of \( X \) onto \( G^{(0)} \).

For \((n, x) \in \mathcal{G}, r([n, x]) = [mn^*, \alpha_n(x)] \) and \( s([n, x]) = [n^*n, x] \). This gives the desired identification of the range and source maps.

We have already observed that inversion is continuous and we now verify that multiplication is continuous. Let \( \mathcal{E}^{(2)} \) be the set of composable pairs, that is, the collection \((\psi, \phi) \in \mathcal{E} \times \mathcal{E} \) with \( s(\psi) = r(\phi) \). Suppose \((\phi_i)_{i \in I} \) and \((\psi_i)_{i \in I} \) are nets in \( \mathcal{E} \) converging to \( \phi, \psi \in \mathcal{E} \) respectively, and such that \((\phi_i, \psi_i) \in \mathcal{E}^{(2)} \) for all \( \lambda \). Since \( s \) and \( r \) are continuous, we find that

\[ s(\phi) = \lim_i s(\phi_i) = \lim_i r(\psi_i) = r(\psi), \quad \text{so} \quad (\phi, \psi) \in \mathcal{E}^{(2)}. \]

Let \( n, m \in N_h \) be such that \( \phi(n) > 0 \) and \( \psi(m) > 0 \). There exists \( i_0 \), so that \( i \geq i_0 \) implies \( \phi_i(n) \) and \( \psi_i(m) \) are non-zero. For each \( i \geq i_0 \), there exist scalars \( \lambda_i, \lambda'_i \in \mathbb{T} \) such that \( \phi_i = \lambda_i [n, s(\phi_i)] \) and \( \psi_i = \lambda'_i [m, s(\psi_i)] \). Since

\[ \lim_i \phi_i(n) = \phi(n) = \lim_i [n, s(\phi_i)](n) \]
and
\[ \lim_{i} \psi(n) = \psi(n) = \lim_{i}[n, s(\psi)](n), \]
we conclude that \( \lim \lambda_i = 1 = \lim \lambda'_i \). So for any \( a \in A \),
\[ (\phi \psi)(a) = \frac{s(\psi)((nm)^* a)}{(s(\psi)((nm)^* (nm)))^{1/2}} \]
\[ = \lim_{i}[n, s(\psi)](n, s(\psi_i)) = \lim_{i}(\phi_i \psi_i)(a), \]
giving continuity of multiplication. □

Define \( q : \Sigma \to G \) and \( \iota : \mathbb{T} \times G^{(0)} \to \Sigma \) by
\[ q([n, x]) := [n, x]_G \quad \text{and} \quad \iota(\lambda, [d, x]_G) = [\lambda d, x]_\Sigma. \]
Then \( q \) and \( \iota \) are continuous groupoid homomorphisms with \( q \) surjective and \( \iota \) injective. Moreover,
\[ q^{-1}(G^{(0)}) = \{[d, x]_\Sigma : d \in D \text{ and } d(x) \neq 0\} = \iota(\mathbb{T} \times G^{(0)}). \]
Furthermore, for \((n, x) \in \mathcal{G}\), and \( \lambda \in \mathbb{T}\),
\[ \iota(\lambda, [mn^*, \alpha_n(x)]_G) = [\lambda n, x]_\Sigma = [n, x]_\Sigma \iota(\lambda, [n^* n, x]_G). \]
We thus have a central extension of groupoids,
\[ \mathbb{T} \times G^{(0)} \xrightarrow{\iota} \Sigma \xrightarrow{\varphi} G. \]
Also, for \( \lambda \in \mathbb{T} \) and \((n, x) \in \mathcal{G}\),
\[ \lambda \cdot [n, x]_\Sigma = [\lambda n, x]_\Sigma. \quad (4.14) \]

As \( G^{(0)} \) may be identified with \( X \), we usually identify \( \iota(\mathbb{T} \times G^{(0)}) \) with \( \mathbb{T} \times X \) by \( [d, x]_\Sigma \mapsto \left( \frac{d(x)}{|d(x)|}, x \right) \).
(4.15)
Under this identification, the extension of groupoids above becomes
\[ \mathbb{T} \times X \hookrightarrow \Sigma \xrightarrow{\varphi} G. \]

**Remark 4.12.** We have already seen an action of \( \mathbb{T} \) on \( \Sigma \): \( \lambda \cdot [n, x]_\Sigma = [\lambda n, x]_\Sigma \). When elements of \( \Sigma \) are identified with their corresponding elements of \( E \) via the map in Lemma 4.9, there is another action of \( \mathbb{T} \) on \( \Sigma \), namely scalar multiplication of linear functionals. These actions differ: if scalar multiplication of linear functionals is denoted by juxtaposition, then \( \overline{\lambda}[n, x]_\Sigma = \lambda \cdot [n, x]_\Sigma. \)

For \( n \in N_h \), let
\[ Z(n) := \{[n, x]_G : x \in \text{dom}(n)\}. \]

**Lemma 4.13.** For each \( n \in N_h \), \( Z(n) \) is an open bisection for \( G \) and \( \{Z(n) : n \in N_h\} \) is a base for the topology on \( G \). Moreover, \( q^{-1}(Z(n)) \) is homeomorphic to \( \mathbb{T} \times Z(n) \). In particular, \( G \) is an étale groupoid and the bundle \( \Sigma \to G \) is locally trivial.
Proof. The relevant definitions and an application of Lemma 4.7 yield
\[ q^{-1}(Z(n)) = \{ [m, y] \in \Sigma : |m, y|(n) \neq 0 \}, \]
which is an open subset of \( \Sigma \). Thus \( Z(n) \) is an open subset of \( G \). We claim \( r|_{Z(n)} \) and \( s|_{Z(n)} \) are homeomorphisms of \( Z(n) \) onto \( \text{ran}(n) \) and \( \text{dom}(n) \) respectively. As \( r \) is the composition of the source map with the inversion map, it suffices to show this for \( s \) only. First note that \( s|_{Z(n)} : Z(n) \to \text{dom}(n) \) is a bijection by definition. By Lemma 4.9(6), \( s, r : G \to X \) are continuous. Next we show \( (s|_{Z(n)})^{-1} \) is a continuous function from \( \text{dom}(n) \) to \( Z(n) \). If \( x_i \in \text{dom}(n) \) is a net and \( x_i \to x \in \text{dom}(n) \), then \( \psi(n, x_i) \to \psi(n, x) \) (by definition of the weak-* topology), so \([n, x_i]_G \to [n, x]_G \) by Lemma 4.9(4). Thus the claim holds, and \( Z(n) \) is therefore an open bisection.

Let \( U \subseteq G \) be open and choose \([n, x]_G \in U \). Then \( V := U \cap Z(n) \) is an open bisection, so \( s(V) \) is an open subset of \( X \) containing \( x \). Let \( d \in D \) be such that \( \text{supp} d \subseteq s(V) \) and \( d(x) = 1 \). Since \( \text{dom}(nd) = \text{dom}(n) \cap \text{supp}'(d) \subseteq s(V) \), we find
\[ [n, x]_G \in Z(nd) = s^{-1}(\text{dom}(nd)) \subseteq V \subseteq U. \]
Thus, \( \{ Z(n) : n \in N_h \} \) is a base for the topology on \( G \). As \( \{ Z(n) : n \in N_h \} \) covers \( G \), \( G \) is étale.

Consider the map \( \tau : T \times \text{dom}(n) \to q^{-1}(Z(n)) \) defined by \((z, x) \mapsto [zn, x]_\Sigma \). This map is a homeomorphism, and as \( s|_{Z(n)} : Z(n) \to \text{dom}(n) \) is a homeomorphism, we see \( \Sigma \to G \) is locally trivial. \( \square \)

The following summarizes our discussion so far.

Proposition 4.14. Both \( \Sigma \) and \( G \) are locally compact Hausdorff topological groupoids, \( G \) is étale, and \( T \times X \hookrightarrow \Sigma \twoheadrightarrow G \) is a twist.

Define a map \( \text{gr} : N_h \to \Gamma \) by by taking \( n \in A_t \) to \( t \). This induces maps \( c_\Sigma : \Sigma \to \Gamma \) and \( c_G : G \to \Gamma \) given by
\[ c_\Sigma([n, x]_\Sigma) = \text{gr}(n) \quad \text{and} \quad c_G([n, x]_G) = \text{gr}(n). \]
(4.16)

Notice that the definition of the topologies and the groupoid multiplications imply that \( c_\Sigma \) and \( c_G \) are continuous homomorphisms. We therefore have produced the graded twist,
\[ T \times G^{(0)} \longrightarrow \Sigma \longrightarrow G \]
\[ \text{c}_\Sigma \downarrow \text{c}_G \]
\[ \Gamma. \]

4.4. Every \( \Gamma \)-Cartan pair is a twisted groupoid \( C^* \)-algebra. For \( a \in A \), define a function \( \hat{a} : \Sigma \to \mathbb{C} \) by
\[ [n, x]_\Sigma \mapsto \frac{\Delta(n^*a)(x)}{(n^*n)^{1/2}(x)}, \quad \text{that is,} \quad \hat{a}([n, x]_\Sigma) = \psi_{[n, x]}(a). \]
By construction, \( \hat{a} \) is a continuous function on \( \Sigma \), and for \( z \in \mathbb{T} \),
\[
\hat{a}(z \cdot [n, x]_\Sigma) = z\overline{a}(n, x)_{\Sigma},
\]
so \( \hat{a} \) may be regarded as a continuous section of the line bundle over the twist \( \Sigma \to G \). Thus we may regard the open support of \( \hat{a} \) as a subset of \( G \), as in Remark 2.4.

**Lemma 4.15.** Suppose \( n \in N_h \), then the open support of \( \hat{n} \), \( \text{supp}'(\hat{n}) \), is the set \( Z(n) \).

**Proof.** Consider \( \hat{n} \) for \( n \in N_h \). Then
\[
\hat{n}[m, y] = \frac{\Delta(m^*n)(y)}{(m^*m)^{1/2}(y)}.
\]
This is zero unless \( \Delta(m^*n) \neq 0 \). Now Proposition 4.7 gives \( [m, y]_G = [n, y]_G \), that is \( [m, y]_G \in Z(n) \).

**Lemma 4.16.** The map \( \Psi : A \to C(\Sigma; G) \) given by \( a \mapsto \hat{a} \) is linear and injective.

**Proof.** This map is linear since \( \Delta \) is. Injectivity will follow since \( \text{span} N_h \) is dense in \( A \). Indeed, suppose \( \hat{a} \equiv 0 \). Then for all \( n \in N_h \),
\[
\Delta(n^*a)(y) = 0
\]
for all \( y \in \text{Dom}(n) \). Thus \( \Delta(n^*a) = 0 \) for all \( n \in N_h \). By assumption \( a \in \text{span}(N_h) \); take a net \( \nu_i \in \text{span}(N_h) \) such that \( \nu_i \to a \). By linearity,
\[
\forall i \Delta(\nu_i^*a) = 0.
\]
Thus by continuity \( \Delta(a^*a) = 0 \). Since \( \Delta \) is faithful, \( a = 0 \).

Now let
\[
N_{h,c} := \{ n \in N_h : \text{supp} \hat{n} \text{ is compact} \} \quad \text{and} \quad A_c := \text{span} N_{h,c} \text{ (no closure)}.
\]
Note that \( A_c \) is a \(*\)-algebra and by Lemma 4.15, for \( a \in A_c \), \( \hat{a} \in C_c(\Sigma; G) \).

**Lemma 4.17.** Let \((A, D)\) be a \( \Gamma \)-Cartan pair. Then
\begin{enumerate}
\item \( N_{h,c} \) is dense in \( N_h \).
\item \( A_c \) is dense in \( A \).
\item \( \Psi : a \mapsto \hat{a} \) sends \( A_c \) bijectively onto \( C_c(\Sigma; G) \) and \( D_c = D \cap A_c \) bijectively onto \( C_c(X) \).
\item \( \Psi \) is a \(*\)-algebra homomorphism.
\end{enumerate}

**Proof.** For (1), let \((e_i)\) be an approximate unit for \( D \) with \( e_i \in C_c(X) \) for every \( i \). By Lemma 3.10(4), \((e_i)\) is also an approximate unit for \( A \). Thus \( n = \lim_n e_i \). So to prove \( N_{h,c} \) is dense it suffices to show that \( nd \in N_{h,c} \) for all \( d \in C_c(X) \). Given \( d \in C_c(X) \), let \( d_1 \in C_c(X) \) be such that \( \text{supp}'(d_1) \supset \text{supp}(d) \). By Lemma 4.15, \( \text{supp}'(nd_1) = Z(nd_1) \). Recalling that \( s|_{Z(nd_1)} \) is a homeomorphism of \( Z(nd_1) \) onto \( \text{dom}(nd_1) \), we see that \( Z(nd) \) is compact.
because \( \overline{Z(nd)} \subseteq Z(nd_1) \) and \( \text{dom}(nd) = \text{supp}'(n^*n) \cap \text{supp}'(d) \) has compact closure in \( \text{dom}(nd_1) \).

Now (2) follows immediately from (1).

Lemma 4.16 shows that \( \Psi \) is injective and \( \Psi(D_c) = C_c(\mathcal{G}) \cong C_c(X) \), so to obtain (3), we must show \( \Psi(A_v) = C_c(\Sigma, G) \). Now \( C_c(\Sigma; G) \) is the span of sections of the line bundle supported on sets of the form \( Z(n) \), as the \( Z(n) \) form a basis for \( G \) and we can use a partition of unity argument. Thus it suffices to show that for \( n \in \mathcal{N}_h \), every \( f \in C_c(\Sigma; G) \) with support in \( Z(n) \) is in the image of \( \Psi \). To proceed note the following.

i. The line bundle is trivial over \( Z(n) \): this is true because \( q^{-1}(Z(n)) = \{ z \cdot [n, x]_\Sigma : x \in \text{dom}(n), z \in \mathbb{T} \} \) and the map \( \mathbb{T} \times Z(n) \ni (z, [n, x]_G) \mapsto [zn, x]_\Sigma \) is a homeomorphism of \( \mathbb{T} \times Z(n) \) onto \( q^{-1}(Z(n)) \).

ii. The source map of \( G \) sends \( Z(n) \) homeomorphically to \( \{ x : n^*n(x) \neq 0 \} \) because \( Z(n) \) is an open bisection.

Now let \( f \) be a section of the line bundle supported on \( Z(n) \). By the first item above we can view \( f \) as a function. By item (ii), \( f = d \circ (s|_{Z(n)}) \) for some \( d \in D \). Now take \( a = \frac{n^2}{(n^*n)^{1/2}} \). We show \( \hat{a} = f \). Indeed,

\[
\hat{a}[m, x] = \frac{\Delta(dn^*m)(x)}{(n^*n)^{1/2}(m^*m)^{1/2}(x)},
\]

which is 0 unless the germ of \( m \) is the same as \( n \). So we can assume that \( n = m \). Hence the above becomes

\[
\frac{d(x)n^*n(x)}{n^*n(x)} = d(x) = f([n, x])
\]

Thus \( \hat{a} = f \) and the claim holds.

Part (3) now follows.

It remains to show (4). By linearity it is enough to check that \( \hat{m}n = \hat{m} \ast \hat{n} \) and \( \hat{m}^* = (\hat{m})^* \) for \( m, n \in \mathcal{N}_{h} \). Using (2.7) we compute:

\[
\hat{m} \ast \hat{n}([\nu, x]_\Sigma) = \sum_{[v, y]_\Sigma[w, x]_\Sigma = [\nu, x]_\Sigma} \hat{m}([v, y]_\Sigma) \ast \hat{n}([w, x]_\Sigma)
\]

(again, for each factorization \( [v, y]_G[w, x]_G = [\nu, x]_G \) only one factorization \( [v, y]_\Sigma[w, x]_\Sigma = [\nu, x]_\Sigma \) is chosen). But \( \hat{m}([v, y]_\Sigma) \ast \hat{n}([w, x]_\Sigma) = 0 \) unless \( [v, y]_G = [m, y]_G \) and \( [w, x]_G = [n, x]_G \). When this occurs, there exist \( z_v, z_w \in \mathbb{T} \) so that \( [v, y]_\Sigma = [z_v m, y]_\Sigma \) and \( [w, x]_\Sigma = [z_w n, x]_\Sigma \). As \( [v, y]_\Sigma[w, x]_\Sigma = [\nu, x]_\Sigma \), we have \( y = \alpha_n(x) \) and \( [\nu, x]_\Sigma = [z_v z_w m n, x]_\Sigma \).
So
\[ \hat{m} \ast \hat{n}([\nu, x]_\Sigma) = \hat{m}([z_v m, y]_\Sigma) \hat{n}([z_w n, x]_\Sigma) \]
\[ = z_v z_w \sqrt{(m^*m)(y)(n^*n)(x)} \]
\[ = z_v z_w \left( \frac{(n^*m^*mn)(x)}{(n^*n)(x)} \right)^{1/2} \]
\[ = \hat{m} \hat{n}([z_v z_w mn, x]_\Sigma) = \hat{m} \hat{n}([\nu, x]_\Sigma), \]
as desired.

To see \( \hat{m}^* = (\hat{m})^* \), use Lemma 4.9 and (4.8):
\[ \hat{m}^*([n, x]_\Sigma) = \psi^*_{(n, x)}(m^*) = \frac{\psi^*_{(n, x)}(m)}{\sqrt{\psi^*_{(n, x)}(m)}} = \hat{m}([n, x]_\Sigma^{-1}) = (\hat{m})^*([n, x]_\Sigma). \]

**Lemma 4.18.** When \( C_c(\Sigma; G) \) is equipped with the reduced norm, \( \Psi|_{A_c} : A_c \to C_c(\Sigma; G) \) is an isometric \(*\)-isomorphism.

**Proof.** Lemma 4.17 gives \( \Psi|_{A_c} \) is a \(*\)-isomorphism of \( A_c \) onto \( C_c(\Sigma; G) \).

Fix \( x \in X \). Using Remark 2.5, we may regard \( \pi_x \) as the GNS representation of \( C_c(\Sigma; G) \) arising from the functional \( \varepsilon_x \). On the other hand, the state \( \rho_x := x \circ \Delta \) determines the GNS representation \((\pi_{\rho_x}, \mathcal{H}_{\rho_x})\) of \( A \). Let \( L_x \subseteq C^*_c(\Sigma; G) \) and \( L_{\rho_x} \subseteq A \) be the left kernels of \( \varepsilon_x \) and \( \rho_x \) respectively.

We claim that for \( n, m \in N_{h,c} \),
\[ \rho_x(mn) = \varepsilon_x(\hat{m} \ast \hat{n}). \tag{4.17} \]
To see this, choose \( d \in D \) with \( d(x) = 1 \), so that \([d, x]_\Sigma \in \Sigma^{(0)} \). For \([n, x]_\Sigma \) with \([n, x]_\Sigma^{-1}[n, x]_\Sigma = [d, x]_\Sigma \), a computation similar to that used in the proof of Lemma 4.17(4) gives
\[ \varepsilon_x(\hat{m} \ast \hat{n}) = \hat{m} \ast \hat{n}([d, x]_\Sigma) = \hat{m}([n^*, \alpha_n(x)]) \hat{n}([n, x]_\Sigma) \]
\[ = \Delta(nm)(\alpha_n(x)) \sqrt{(n^*n)(x)}^{1/2} = \Delta(nm)(\alpha_n(x)) \]
\[ = \Delta(nm)(x) = \rho_x(mn). \]

For \( a \in A_c \), (4.17) gives
\[ \rho_x(a^*a) = \varepsilon_x(\hat{a}^* \ast \hat{a}). \]
Thus for \( a \in A_c \), the map \( a + L_{\rho_x} \mapsto \hat{a} + L_x \) extends to an isometry \( W_x : \mathcal{H}_{\rho_x} \to \mathcal{H}_x \). Lemma 4.17(3) implies that \( W_x \) is onto. For \( m, n \in N_h \),
\[ W_x \pi_{\rho_x}(m)(n + L_{\rho_x}) = W_x(mn + L_{\rho_x}) = \hat{m} \ast \hat{n} + L_x = \pi_x(\hat{m}) W_x(n + L_{\rho_x}). \]
It follows that \( W_x \pi_{\rho_x}(m) W_x^* = \pi_x(\hat{m}) \). Hence for \( a \in A_c \),
\[ W_x \pi_{\rho_x}(a) W_x^* = \pi_x(\Psi(a)). \]
Finally, for \( a \in A_c \),
\[
\|\Psi(a)\|_{C_r^*(\Sigma; G)} = \sup_x \|\pi_x(\Psi(a))\| = \sup_x \|\pi_{\rho_x}(a)\| = \|a\|_A,
\]
with the last equality following from the fact that \( \Delta \) is faithful (as in the proof of Lemma 4.16). \( \square \)

We now come to the main result of this section.

**Theorem 4.19.** Let \((A, D)\) be a \( \Gamma \)-Cartan pair. Then there exists a graded twist
\[
\begin{array}{c}
\mathbb{T} \times G^{(0)} \to \Sigma \\
\downarrow c\Sigma \rightarrow \downarrow c_G \to \to \to \Gamma
\end{array}
\]
and a \( \hat{\Gamma} \)-covariant \( * \)-isomorphism \( \Psi : A \to C_r^*(\Sigma; G) \) such that \( \Psi(D) = C_0(G^{(0)}) \).

**Proof.** Lemmas 4.17 and 4.18 show that \( \Psi \) determines a \( * \)-isomorphism of \( A \) onto \( C_r^*(\Sigma; G) \) and the construction of the graded twist shows \( \Psi \) is \( \hat{\Gamma} \)-covariant. It remains to show that \( \Psi(D) = C_0(X) \).

For \( d \in D \) and \([n, x]_\Sigma \in \Sigma\),
\[
d([n, x]_\Sigma) = \frac{\Delta(n^*)(x)}{|n|(x)}d(x).
\]
Changing perspective to viewing \( \hat{d} \) as a section of the line bundle instead of as a covariant function and recalling that \([n, x]_G \in G^{(0)} \) if and only if \( \Delta(n)(x) \neq 0 \), we get
\[
\hat{d}([n, x]_G) = \left\{ \begin{array}{ll}
\frac{\Delta(n^*)(x)}{|n|(x)}d(x), [n, x]_\Sigma & \text{if } [n, x]_G \notin G^{(0)} \\
\left[d(x), \frac{\Delta(n^*)(x)}{|n|(x)}n, x\right] & \text{if } [n, x]_G \in G^{(0)}.
\end{array} \right.
\]
As \([\Delta(n^*)(x)}_{|n|(x)}n, x]_\Sigma \in \Sigma^{(0)}\), under the identification of \( X \) with \( \Sigma^{(0)} \),
\[
\left[d(x), \frac{\Delta(n^*)(x)}{|n|(x)}n, x\right]_\Sigma
\]
and \([d(x), x] \) represent the same element of the line bundle \( L \). Thus
\[
\hat{d}([n, x]_G) = \left\{ \begin{array}{ll}
0 & \text{if } [n, x]_G \notin G^{(0)} \\
[d(x), x] & \text{if } [n, x]_G \in G^{(0)},
\end{array} \right.
\]
showing that \( \Psi(d) \in C_0(X) \). On the other hand, if \( f \in C_c(\Sigma; G) \) vanishes off \( G^{(0)} \), define \( d \in D \) as follows. For \( x \in X \), choose \( n \in N_h \) so that \((n^*n)(x) \neq 0\); then let \( d(x) \) be the unique scalar satisfying \( f([n^*n, x]_G) = \)
$[d(x), z] \in L$. Then $\hat{d}(x) = f$. It follows that $C_0(X) = \Psi(D)$ and the proof is complete. $\square$

5. $\Gamma$-Cartan pairs from $\Gamma$-graded twists

In the previous section, we associated a graded twist $(\Sigma, G, \Gamma)$ to a $\Gamma$-Cartan pair $(A, D)$ and showed that $(A, D)$ can be recovered from $(\Sigma, G, \Gamma)$. The purpose of this section is to produce a $\Gamma$-Cartan pair from any suitable twist graded by the abelian group $\Gamma$.

Throughout this section we assume the following:

**Assumptions 5.1.** We fix a $\Gamma$-graded twist

\[
\begin{array}{ccc}
\mathbb{T} \times G^{(0)} & \xrightarrow{q} & G \\
\downarrow{c_{\Sigma}} & & \downarrow{c_G} \\
\Sigma & \xrightarrow{\gamma} & G \\
\end{array}
\]

with $G$ étale (and Hausdorff) where the diagram commutes and

1. $\Gamma$ is a discrete abelian group;
2. $c_G$ and $c_{\Sigma}$ are (continuous) groupoid homomorphisms; and
3. $c^{-1}_G(0)$ is effective.

The homomorphisms $c_G$ and $c_{\Sigma}$ are often called *cocycles* in the literature as they are elements of the first groupoid cohomology group with coefficients. We will persist in referring to $c_{\Sigma}$ and $c_G$ as cocycles here.

For notational convenience, let

\[\mathcal{P} := c_{\Sigma}^{-1}(0) \text{ and } R := c_G^{-1}(0).\]

The commutativity of (5.1) yields

\[\mathcal{P} = q^{-1}(R) \text{ and } G^{(0)} = R^{(0)}.\]

Also, the continuity of $c_G$ ensures $R$ is a clopen subgroupoid of $G$. Thus we obtain the twist

\[\mathbb{T} \times G^{(0)} \hookrightarrow \mathcal{P} \xrightarrow{\psi} R.\]

Since $R$ is étale and effective, it follows from Renault’s work in [33, Section 4] that $C_0(G^{(0)})$ is a Cartan MASA in $C^*_p(\mathcal{P}; R)$. (Renault makes the assumption that $R^{(0)}$ is second countable, but that assumption is not required to show that $(C^*_p(\mathcal{P}; R), C_0(R^{(0)}))$ is a Cartan pair. A close inspection of [33] shows that he uses $R$ effective instead of $R$ topologically principal, but these notions coincide when $R^{(0)}$ is second countable.)

By Lemma 2.7, the inclusion $C_c(\mathcal{P}; R) \hookrightarrow C_c(\Sigma; G)$ given by extension by zero extends to a *-monomorphism

\[i : C^*_p(\mathcal{P}; R) \hookrightarrow C^*_p(\Sigma; G).\]
Proposition 5.2. The image of $C^*_r(\mathcal{P}, R)$ under $i$ is the fixed point algebra of the action of $\hat{\Gamma}$ on $C^*_r(\Sigma; G)$, that is, $i(C^*_r(\mathcal{P}; R)) = C^*_r(\Sigma; G)^{\hat{\Gamma}}$.

Proof. First notice that $i(C^*_r(\mathcal{P}; R)) \subseteq C^*_r(\Sigma; G)^{\hat{\Gamma}}$: indeed, if $f \in C_c(\mathcal{P}; R)$ and $\hat{\gamma} \in G$,

$$\omega \cdot i(f)(\hat{\gamma}) = \langle \omega, c_G(\hat{\gamma}) \rangle i(f)(\hat{\gamma}) = \begin{cases} 0 & \text{if } \hat{\gamma} \notin R \\ \langle \omega, 0 \rangle i(f)(\hat{\gamma}) = i(f)(\hat{\gamma}) & \text{if } \hat{\gamma} \in R \end{cases} = i(f)(\hat{\gamma}).$$

We now turn to showing $C^*_r(\Sigma; G)^{\hat{\Gamma}} \subseteq i(C^*_r(\mathcal{P}; R))$. First suppose $a \in C^*_r(\Sigma; G)^{\hat{\Gamma}} \cap C_c(\Sigma; G)$. Then for $\hat{\gamma} \in G$,

$$a(\hat{\gamma}) = \int_{\hat{\Gamma}} (\omega \cdot a)(\hat{\gamma}) d\omega = \int_{\hat{\Gamma}} \langle \omega, c_G(\hat{\gamma}) \rangle a(\hat{\gamma}) d\omega = a(\hat{\gamma}) \int_{\hat{\Gamma}} \langle \omega, c_G(\hat{\gamma}) \rangle d\omega,$$

which vanishes unless $\hat{\gamma} \in R$. Thus $a \in i(C_c(\mathcal{P}, R))$.

For general $a \in C^*_r(\Sigma; G)^{\hat{\Gamma}}$, choose a net $f_i \in C_c(\Sigma; G)$ so that $f_i \to a$. Then $\Phi_0(f_i) \to \Phi_0(a) = a$. Also note that $\Phi_0(C_c(\Sigma; G)) \subseteq C_c(\Sigma; G)$, so $\Phi_0(f_i) \in i(C_c(\mathcal{P}; R))$. It follows that $a \in i(C^*_r(\mathcal{P}; R))$. \qed

Here is the main result of this section.

Proposition 5.3. The pair $(C^*_r(\Sigma; G), C_0(G^{(0)}))$ is a $\Gamma$-Cartan pair.

Proof. It is well known that $C_0(G^{(0)})$ is an abelian subalgebra of $C^*_r(\Sigma; G)$ that contains an approximate unit for $C^*_r(\Sigma; G)$ [32, Lemma 3.2]. Lemma 2.10 gives an action of $\hat{\Gamma}$ on $C^*_r(\Sigma; G)$. We have already observed that $C_0(G^{(0)})$ is a Cartan MASA in $C^*_r(\mathcal{P}; R)$, so Lemma 5.2 shows that $C_0(G^{(0)})$ is a Cartan MASA in $C^*_r(\Sigma; G)^{\hat{\Gamma}}$. Since $G$ is étale, span $N$ is dense in $C^*_r(\Sigma; G)$. Thus $(C^*_r(\Sigma; G), C_0(G^{(0)}))$ is $\Gamma$-Cartan. \qed

We close this section with a result describing the supports of homogeneous normalizers. This is necessary for the proof of Lemma 6.1 below.

Lemma 5.4. Let $a \in C^*_r(\Sigma; G)$ and $S_a$ be the open support of $a$. Then $a$ is a homogeneous normalizer if and only if $S_a$ is a bisection in $c^{-1}(t)$ for some $t$ in $\Gamma$.

Proof. An element $a \in C^*_r(\Sigma; G)$ is homogeneous of degree $t$ if and only if

$$a = \int_{\hat{\Gamma}} \omega \cdot a(\omega, t) d\omega$$

$$\Leftrightarrow a(\gamma) = \int_{\hat{\Gamma}} \langle \omega, c(\gamma) \rangle a(\gamma)(\omega, t) d\omega = a(\gamma) \int_{\hat{\Gamma}} \langle \omega, c(\gamma) \rangle(\omega, t) d\omega$$

$$\Leftrightarrow t = c(\gamma) \text{ for all } \gamma \in S_a.$$

Thus $a \in A_t$ if and only if $S_a \subseteq c^{-1}(t)$. 

By the argument in [33, Proposition 4.7], if $a$ is a normalizer, then $S_a^{-1}S_a \subseteq \text{Iso}(G)$. Thus, when $a$ is a homogeneous normalizer, $S_a \subseteq e^{-1}(t)$ for some $t$, whence $S_a^{-1}S_a \subseteq \text{Iso}(G) \cap R$. As $R$ is effective and $S_a^{-1}S_a$ is open, we obtain $S_a^{-1}S_a \subseteq G(0)$. This implies that $S_a$ is a bisection. \hfill \Box

6. Analysis of $C^*_{\gamma}(\Sigma; G)$

Throughout this section we fix a $\Gamma$-graded twist $(\Sigma, G, \Gamma)$ satisfying Assumptions 5.1. Let $(A, D)$ be the $\Gamma$-Cartan pair constructed from $(\Sigma, G, \Gamma)$ in Proposition 5.3. An application of Theorem 4.19 to $(A, D)$ yields another $\Gamma$-graded twist $(\Sigma_1, G_1, \Gamma)$ also satisfying Assumptions 5.1. Our goal is to show that $(\Sigma_1, G_1, \Gamma)$ and $(\Sigma, G, \Gamma)$ are isomorphic in the sense that there are topological groupoid isomorphisms $\Upsilon_\Sigma : \Sigma \to \Sigma_1$ and $\Upsilon_G : G \to G_1$ such that the diagram,

\[
\begin{array}{ccc}
\mathbb{T} \times G(0) & \xrightarrow{\iota} & \Sigma \\
\downarrow \text{id} \times \Upsilon_{G(0)} & & \downarrow \Upsilon_\Sigma \\
\mathbb{T} \times G_1(0) & \xrightarrow{\iota_1} & \Sigma_1
\end{array}
\]

\[
\begin{array}{ccc}
\mathbb{T} \times G(0) & \xrightarrow{\iota} & \mathbb{G} \\
\downarrow \text{id} \times \Upsilon_{G(0)} & & \downarrow \Upsilon_G \\
\mathbb{T} \times G_1(0) & \xrightarrow{\iota_1} & \mathbb{G}_1
\end{array}
\]

commutes.

Throughout, we will use the notation established in Section 4 for $(A, D)$: thus $X = G(0)$, $D = C(X)$, $\Delta = E \circ \Phi_0$, etc. Further, notice that for $a \in C_c(\Sigma; G)$, $\Delta(a)$ is nothing more than $a|_X$. Thus, for every $a \in A$, $\Delta(a)(x) = \varepsilon_x(a)$. Lastly, recall from Section 4 that $E = \{\psi_{(n,x)} : (n, x) \in \mathbb{G}\}$ is a family of linear functionals on $A$ which becomes a topological groupoid when equipped with the weak*-topology, product $\psi_{(m,\alpha_n(x))}\psi_{(n,x)} = \psi_{(mn,x)}$, and inverse $\psi_{(n,x)}^{-1} = \psi_{(n^*,\alpha_n(x))}$. From Section 4 we have $\Sigma_1 = \mathcal{E}$ and $G_1 = |\mathcal{E}|$.

To begin, for $\gamma \in \Sigma$, consider the linear functional $\varepsilon_\gamma$ on $A$ determined by Proposition 2.8, described as follows. For $a \in A$, there is a unique scalar $\varepsilon_\gamma(a)$ such that $j(a)(\dot{\gamma}) \in L$ is represented by $(\varepsilon_\gamma(a), \gamma) \in \mathbb{T} \times \Sigma$, that is,

\[
\gamma(a)(\dot{\gamma}) = [\varepsilon_\gamma(a), \gamma].
\]

Alternatively, if $a$ is viewed as a covariant function on $\Sigma$,

\[
\varepsilon_\gamma(a) = a(\gamma).
\]

Note that $\varepsilon_\gamma$ is a norm one linear functional on $A$.

**Lemma 6.1.** The map $\Upsilon_\Sigma : \Sigma \to A^#$ given by $\gamma \mapsto \varepsilon_\gamma$ is a homeomorphism of $\Sigma$ onto $\mathcal{E}$. Furthermore, $\Upsilon_\Sigma$ is an isomorphism of topological groupoids.

**Proof.** Fix $\gamma \in \Sigma$, put $x := s(\gamma)$ and choose $n \in N_h$ such that $\varepsilon_\gamma(n) > 0$. By Lemma 5.4, $n$ is supported on a homogeneous bisection, whence $\dot{\gamma}$ is the unique element of supp $n$ whose source is $x$. Thus $(n^*n)(x) =
\[ \sum_{\sigma_1 \sigma_2 = \pi} \overline{n(\sigma_2)n(\sigma_2)} = \overline{n(\gamma)n(\gamma)} > 0, \text{ so } (n, x) \in \mathcal{S}. \] To show \( \varepsilon_\gamma = \psi_{(n, x)} \), it suffices to show \( \varepsilon_\gamma(m) = \psi_{(n, x)}(m) \) for every \( m \in N_h \). Choosing \( m \in N_h \), we have \( \Delta(n^*m)(x) = (n^*m)(x) = \sum_{\sigma \in Gx} \overline{n(\sigma)m(\sigma)}. \) As the terms in this sum are zero unless \( \sigma \in \text{supp } n \), and \( \text{supp } n \cap Gx = \{ \gamma \} \), we have
\[
\psi_{(n, x)}(m) = \frac{\Delta(n^*m)(x)}{|n|(x)} = \frac{\overline{n(\gamma)m(\gamma)}}{|n(\gamma)|} = \varepsilon_\gamma(m)
\]
because \( n(\gamma) > 0 \). Thus \( \varepsilon_\gamma = \psi_{(n, x)}, \text{ as desired.} \)

Now suppose \( (n, x) \in \mathcal{S} \). Since \( n \) is supported on an open bisection by Lemma 5.4, there is a unique element of \( \text{supp } n \) whose source is \( x \). Therefore, there is a unique element \( \gamma \in \Sigma \) satisfying \( s(\gamma) = x \) and \( \varepsilon_\gamma(n) > 0 \). The argument of the previous paragraph shows \( \psi_{(n, x)} = \varepsilon_\gamma \). We have thus shown that \( \Upsilon_\Sigma(\Sigma) = \mathcal{E} \). Notice that our work also shows that \( \Upsilon_\Sigma \) is bijective.

Recall that \( G \) is étale, \( C_c(\Sigma; G) \) is dense in \( A \), and elements of \( \mathcal{E} \) are norm one linear functionals on \( A \). So if \( (\gamma_i) \) is a net in \( \Sigma \) and \( \gamma \in \Sigma \),
\[
\gamma_i \to \gamma \iff \text{for every } a \in C_c(\Sigma; G), \ \varepsilon_{\gamma_i}(a) \to \varepsilon_\gamma(a) \\
\iff \text{for every } a \in A, \ \varepsilon_{\gamma_i}(a) \to \varepsilon_\gamma(a) \\
\iff (\varepsilon_{\gamma_i}) \text{ converges weak-}^* \text{ to } \varepsilon_\gamma.
\]
Thus \( \Upsilon_\Sigma \) is a homeomorphism.

We now observe that \( \Upsilon_\Sigma \) preserves the groupoid operations. First, suppose \( \gamma \in \Gamma \) and \( n \in N_h \) is such that \( \varepsilon_\gamma(n) > 0 \). Then \( \varepsilon_\gamma = \psi_{(n, s(\gamma))} \). For \( d \in D \), we have \( \varepsilon_\gamma(dn) = d(r(\gamma))n(\gamma) \). On the other hand, \( \psi_{(n, s(\gamma))}(dn) = d(\alpha_n(s(\gamma)))\sqrt{\sum_{\sigma \in Gx} \overline{n(\sigma)n(\sigma)} = d(\alpha_n(s(\gamma)))|n(\gamma)|} \). But as this holds for every \( d \in D \) and \( n(\gamma) > 0 \), we conclude that
\[
r(\gamma) = \alpha_n(s(\gamma)). \tag{6.2}
\]

Suppose the product of \( \gamma_1, \gamma_2 \in \Sigma \) is defined. For \( i = 1, 2 \), choose \( n_i \in N_h \) so that \( \varepsilon_{\gamma_i}(n_i) > 0 \). As \( n_i \) are supported in open bisections of \( G \) (Lemma 5.4),
\[
\varepsilon_{\gamma_1\gamma_2}(n_1n_2) = \varepsilon_{\gamma_1}(n_1n_2) = n_1(\gamma_1)n_2(\gamma_2) = \varepsilon_{\gamma_1}(n_1)\varepsilon_{\gamma_2}(n_2) > 0.
\]
We therefore obtain
\[
\Upsilon_\Sigma(\gamma_1\gamma_2) = \psi_{(n_1n_2, s(\gamma_2))} = \psi_{(n_1, r(\gamma_2))}\psi_{(n_2, s(\gamma_2))} = \Upsilon_\Sigma(\gamma_1)\Upsilon_\Sigma(\gamma_2).
\]
For \( \gamma \in \Sigma \) and \( n \in N_h \) such that \( \varepsilon_\gamma(n) > 0 \), we have \( \varepsilon_{\gamma^{-1}}(n^*) = n^*(\gamma^{-1}) = \overline{n(\gamma)} > 0 \), so \( \varepsilon_{\gamma^{-1}} = \psi_{(n^*, r(\gamma))} \). As \( r(\psi_{(n, s(\gamma))}) = \alpha_n(s(\gamma)) = r(\gamma) = \alpha_n(s(\gamma)) \), we obtain
\[
\Upsilon_\Sigma(\gamma^{-1}) = (\Upsilon_\Sigma(\gamma))^{-1}.
\]
Finally, suppose \( z \in T \) and \( \gamma \in \Sigma \). Choose \( n \in N \) so that \( \varepsilon_\gamma(n) > 0 \). Then \( \varepsilon_{z\gamma}(zn) = (zn)(z \cdot \gamma) = \varepsilon(zn)(\gamma) = n(\gamma) > 0 \). Thus, \( \varepsilon_{z\gamma} = \psi_{(zn, s(\gamma))} \). So by Remark 4.12,
\[
\Upsilon_\Sigma(z \cdot \gamma) = z \cdot \Upsilon_\Sigma(\gamma).
\]
By Theorem 6.2, there are isomorphisms $\Upsilon_G : G \to G_1$ given by $\Upsilon_G(\gamma) := q_1(\Upsilon_\Sigma(\gamma))$ is a well-defined isomorphism of groupoids. That $\Upsilon_G$ is a homeomorphism follows from the fact that $\Sigma \to G$ and $\Sigma_1 \to G_1$ are locally trivial and $\Upsilon_\Sigma$ is a homeomorphism (or use the fact that $q, q_1$ are quotient maps and $\Upsilon_\Sigma$ is a homeomorphism).

Now suppose $\dot{\gamma} \in G$ and $c_G(\dot{\gamma}) = t$. Then for $\gamma \in q^{-1}(\dot{\gamma})$, $c_G(\gamma) = t$. Choosing $n \in N_h$ with $\varepsilon_n(n) > 0$, we obtain $\text{supp} n \subseteq c^{-1}(t)$. So by (4.16) we obtain $c_{\Sigma_1}(\psi_{(n,s(\gamma))}) = c_{G_1}(\psi_{(n,s(\gamma))}) = t$. It follows that (6.1) commutes. Thus we have proved the following theorem.

**Theorem 6.2.** Let $\Sigma \to G$ be a $\Gamma$-graded twist satisfying Assumptions 5.1. Let $\Sigma_1 \to G_1$ be the twist constructed from $(C^*_r(\Sigma; G), C_0(G(0)))$. For each $\gamma \in \Sigma$, choose a homogeneous normalizer $n \in C^*_r(\Sigma, G)$ such that $n(\gamma) > 0$. Then the map $\Upsilon_\Sigma : \Sigma \to \Sigma_1$ given by $\gamma \mapsto [n, s(\gamma)]_{\Sigma_1}$ descends to a well-defined isomorphism of twists such that the diagram (6.1) commutes.

**Corollary 6.3.** Suppose $\Sigma \to G$ and $\Sigma' \to G'$ are $\Gamma$-graded twists satisfying Assumptions 5.1. Suppose further that $\Xi : C^*_r(\Sigma; G) \to C^*_r(\Sigma'; G')$ is an isomorphism of $C^*$-algebras such that

1. $\Xi$ is equivariant for the induced $\hat{\Gamma}$ actions; and
2. $\Xi|_{C_0(G(0))} : C_0(G(0)) \to C_0(G'(0))$ is an isomorphism.

Then there exists groupoid isomorphisms $\nu_\Sigma, \nu_G$ such that the following diagram commutes.

\[
\begin{array}{cccccc}
\mathbb{T} \times G(0) & \overset{\iota}{\longrightarrow} & \Sigma & \overset{q}{\longrightarrow} & G \\
\downarrow \text{id} \times \nu_G \big|_{G(0)} & & \nu_\Sigma & & \nu_G \\
\mathbb{T} \times G'(0) & \overset{\iota'}{\longrightarrow} & \Sigma' & & \overset{q'}{\longrightarrow} & G'
\end{array}
\]

**Proof.** By Theorem 6.2, there are isomorphisms $\Upsilon_\Sigma : \Sigma \to \Sigma_1$, $\Upsilon_G : G \to G_1$, $\Upsilon_{\Sigma'} : \Sigma' \to \Sigma'_1$, $\Upsilon_{G'} : G' \to G'_1$. Since $\Xi$ is an equivariant isomorphism it takes $C^*_r(\Sigma; G)_{\hat{\Gamma}}$ isomorphically onto $C^*_r(\Sigma'; G')_{\hat{\Gamma}}$. Thus by construction, $\Sigma_1 \cong \Sigma'_1$, $G_1 \cong G'_1$. The result then follows from composition of isomorphisms.  \[\square\]
7. Examples

Example 7.1. Let $G$ be a finite discrete abelian group. Take $A = C^*(G)$. Then

$$C^*(G) = \text{span}\{\delta_g : g \in G\}.$$  

As pointed out in [10], if $|G| = |H|$, then $C^*(G) \cong C^*(H)$. So it is surprising that we would be able to recover $G$ using Theorem 6.2. However, as this example illustrates, the induced action of $\Gamma$ required in Theorem 6.2 plays a crucial role.

Suppose $c : G \to \Gamma$ is a homomorphism of $G$ into a discrete abelian group, with $c^{-1}(0)$ topologically principal. Then $c^{-1}(0) = \{0\}$, so $c$ is injective and $c(G)$ is isomorphic to $G$ as a subgroup of $\Gamma$. So $A_0 = \mathbb{C}\delta_0$ and we consider the inclusion $D = A_0 \subseteq A$.

Notice that for $\omega \in G$, $\omega \cdot \delta_0(h) = (\omega, c(h)) \delta_0(h)$ so that $\omega \cdot \delta_0 = (\omega, c(g)) \delta_0$. Thus, by Lemma 3.4, $\delta_g \in A_{c(g)}$ and furthermore $\delta_g \notin A_t$ for $t \neq c(g)$. Since $C^*(G) = \text{span}\{\delta_g : g \in G\}$ we have

$$A_t = \begin{cases} \mathbb{C}\delta_g & t = c(g) \\ 0 & \text{otherwise.} \end{cases}$$

Thus the homogeneous normalizers of $A_0$ are all of the form $\lambda \delta_g$ for some $\lambda \in \mathbb{C}$. Take $X = \{\ast\} = A_0$. Now

$$[\lambda \delta_g, \ast]_\Sigma = [\lambda' \delta_{g'}, \ast]_\Sigma \iff g = g' \text{ and } \bar{\lambda} \lambda' > 0,$$  

$$[\lambda \delta_g, \ast]_G = [\lambda' \delta_{g'}, \ast]_G \iff g = g'.$$

So here $\Upsilon_G : g \mapsto [\delta_g, \ast]_G$ and $\Upsilon_\Sigma(z, g) \mapsto [z \delta_g, \ast]_\Sigma$ where $\Upsilon_\Sigma : \mathbb{T} \times G \to \Sigma_W$ are the desired isomorphisms from Theorem 6.2.

Example 7.2. Let $\Lambda$ be a $k$-graph. That is, $\Lambda$ is a small category endowed with a functor, the degree map, $d : \Lambda \to \mathbb{N}^k$, that satisfies the following unique factorization property: if $\lambda \in \Lambda$ and $d(\lambda) = m + n$ there exists unique $\mu, \nu \in \Lambda$ such that $d(\mu) = m, d(\nu) = n$ and $\lambda = \mu \nu$. We assume $\Lambda$ has no sources in that for all objects $v$ and all $m \in \mathbb{N}^k$ there exists $\mu$ with $d(\mu) = v$ and $d(\mu) = m$.

In [22], Kumjian, Pask, and Sims introduce categorical cohomology on a $k$-graph $\Lambda$. In particular, they define a 2-cocycle with coefficients in $\mathbb{T}$ to be a function $\phi : \Lambda \ast \Lambda \to \mathbb{T}$ such that

$$\phi(\lambda_1, \lambda_2) + \phi(\lambda_1 \lambda_2, \lambda_3) = \phi(\lambda_2, \lambda_3) + \phi(\lambda_1, \lambda_2 \lambda_3)$$

where $\Lambda \ast \Lambda := \{(\mu, \nu) : s(\mu) = r(\nu)\}$ and $\lambda_i$ are defined so that all of the compositions above make sense. Denote the set of these 2-cocycles by $Z_2(\Lambda, \mathbb{T})$. They prove in [22, Theorem 4.15], that there is an isomorphism from the second cubical cohomology group they defined in [21] to this categorical cohomology group.
They define in [22, Definition 5.2] the twisted $k$-graph $C^*$-algebra by $\phi \in \mathbb{Z}_2(\Lambda, \mathbb{T})$ to be the universal $C^*$-algebra $C^*(\Lambda, \phi)$ generated by elements $t_\mu$, $\mu \in \Lambda$ of a $C^*$-algebra satisfying the following.

1. The $t_v$ for $v \in d^{-1}(0)$ are mutually orthogonal projections,
2. $t_\mu t_\nu = \phi(\mu, \nu) t_{\mu\nu}$ whenever $s(\mu) = r(\nu)$,
3. $t_\lambda^* t_\lambda = t_{s(\lambda)}$, and
4. for all $v \in d^{-1}(0)$ and $n \in \mathbb{N}^k$, $t_v = \sum_{r(\lambda)=v \atop d(\lambda)=n} t_\lambda^* t_\lambda$.

By the universal property of $C^*(\Lambda, \phi)$, $d : \Lambda \rightarrow \mathbb{N}^k$ induces an action of $\mathbb{T}^k$ on $C^*(\Lambda, \phi)$ characterized by $z \cdot t_\mu^* t_\nu^* = z^{d(\mu) - d(\nu)} t_\mu^* t_\nu^*$.

Let $C = \text{span}\{t_\mu^* t_\nu^* : d(\mu) = d(\nu)\}$, and let $D = \text{span}\{t_\mu^*\}$.

By [22, Lemma 7.4] $C$ is the fixed point algebra $C^*(\Lambda, \phi)^{\mathbb{T}^k}$, for this action. Moreover, as elements of the generating set $\{t_\mu^* t_\nu^* : d(\mu) = d(\nu)\}$ are all normalizers for $D$, to show $D$ is Cartan in $C$ it suffices to show $D$ is maximal abelian and that there is a conditional expectation from $C$ onto $D$.

The conditional expectation $P$ from $C$ onto $D$ is given by, for $\mu, \nu \in \Lambda$ with $d(\mu) = d(\nu)$

$$P(t_\mu^* t_\nu^*) = \delta_{\mu, \nu} t_\mu^* t_\nu^*.$$  

The $C^*$-algebra $C$ is an AF-algebra. This is shown in [22, Proposition 7.6]. We recap and reframe some of those details to show $D$ is Cartan in $C$.

For each $n \in \mathbb{N}^k$ let

$$C_n = \text{span}\{t_\mu^* t_\nu^* : \mu, \nu \in \Lambda^n\},$$

and let

$$D_n = \text{span}\{t_\mu^* : \mu \in \Lambda^n\}.$$  

When $m \leq n$ we embed $C_m$ in $C_n$ using condition (4) in the definition of $C^*(\Lambda, \phi)$ above: if $\mu, \nu \in \Lambda^m$ then

$$t_\mu t_\nu^* = \sum_{\lambda \in \Lambda^{n-m} \atop s(\mu)} t_\mu t_{\lambda_\nu}^* \in C_n.$$  

Note that this embedding also gives $D_m \subseteq D_n$. We have then that

$$C = \bigcup_{n \in \mathbb{N}^k} C_n,$$

and

$$D = \bigcup_{n \in \mathbb{N}^k} D_n.$$
For each \( v \in \Lambda^0 \) and \( n \in \mathbb{N}^k \) denote by \( K(\Lambda^nv) \) the compact operators on the Hilbert space \( \ell^2(\Lambda^n v) \). Using a matrix unit argument, it is observed in [22, Proposition 7.6(1)] that

\[
C_n = \bigoplus_{v \in \Lambda^0} K(\Lambda^nv).
\]

As \( D_n \) is formed by the self-adjoint matrix units, \( D_n \) is a maximal abelian subalgebra of \( C_n \). Further, there is a faithful conditional expectation \( P_n \) on \( C_n \). We can describe this conditional expectation by

\[
P_n(a) = \sum_{\mu \in \Lambda^n} (t_\mu t_\mu^*) a(t_\mu t_\mu^*),
\]

where the series converges in the strong operator topology. Using this formula we can extend \( P_n \) to all of \( B(H) \). A simple calculation shows that \( P_n(B(H)) = D'_n \), i.e., \( P_n \) is a conditional expectation onto \( D'_n \).

We further note that the embeddings of \( C_m \) into \( C_n \) for \( m \leq n \), give \( P_n|_{C_m} = P_m \). The conditional expectation \( P: C \to D \) can then be described as the direct limit of the maps \( \{P_n\} \) (see e.g. [29, Proposition A.8]).

To show that \( D \) is maximal abelian in \( C \) we use an argument similar to that found in [36, Chapter 1]. Suppose \( a \in D' \cap C \). Since \( a \in C \) there is a net \( (a_n) \) with \( a_n \in C_n \) such that

\[
\lim_n \|a_n - a\| = 0.
\]

Further, since \( a \in D'_n \), we have that \( a \in D'_n \) for each \( n \in \mathbb{N}^k \), and thus \( P_n(a) = a \) for each \( n \in \mathbb{N}^k \). Hence

\[
\|P_n(a_n) - a\| = \|P_n(a_n) - a\| \leq \|a_n - a\|.
\]

And thus the net \( (P_n(a_n))_n \) converges to \( a \). Since \( P_n(a_n) \in D_n \) it follows that \( a \in D \), and therefore \( D \) is maximal abelian in \( C \).

Thus \((C^*(\Lambda, \phi), D)\) is a \( \mathbb{Z}^k \)-Cartan pair. Hence by Theorem 4.19 there exists a twist \( \Sigma_W \rightarrow G_W \) such that \( C^*(\Lambda, \phi) \cong C^r_r(\Sigma_W; G_W) \). Notice that here \( \Sigma_W \) and \( G_W \) consist of elements of the form \([s_\mu s_\nu^*, x]\) with \( \mu, \nu \in \Lambda \) and \( x \in \Lambda^\infty \).

In [22], the authors construct a groupoid \( G_\Lambda \) and a continuous cocycle \( \varsigma \) such that \( C^*(\Lambda, \phi) \cong C^*_{r}(G_\Lambda, \varsigma) \) [22, Theorem 6.7]. By Theorem 6.2, \( \Sigma_W \cong \mathbb{T} \times \varsigma G_\Lambda \) and \( G_W \cong G_\Lambda \), that is Theorem 4.19 recovers the construction in [22]. We provide some details of the isomorphisms of twists given above, but to proceed we need to provide a few details of the construction in [22].

The groupoid construction in [22] is standard and goes back to [19, 31, 20]. We say \( \Lambda^\infty := \{x: \mathbb{N} \times \mathbb{N} \rightarrow \Lambda, x \text{ is a degree preserving functor}\} \) and \( \sigma^p : \Lambda^\infty \rightarrow \Lambda^\infty \) by \( \sigma^p(x)(m, n) = x(m + p, n + p) \).

\[
G_\Lambda := \{(x, \ell - m, y) \in \Lambda^\infty \times \mathbb{Z}^k \times \Lambda^\infty : \ell, m \in \mathbb{N}^k, \sigma^\ell x = \sigma^m y\}
\]
with the topology on $G_\Lambda$ given by basic open sets

$$Z(\mu, \nu) := \{(\mu x, d(\mu) - d(\nu), \nu x) : x \in \Lambda^\infty, r(x) = s(\mu) = s(\nu)\}.$$  

It turns out that under our hypotheses each $Z(\mu, \nu)$ is compact and open and so there exists a subset $\mathfrak{P} \subseteq \Lambda \times \Lambda$ such that \{Z(\mu, \nu) : (\mu, \nu) \in \mathfrak{P}\} is a partition of $G_\Lambda$. Thus for each $\gamma \in G_\Lambda$ there exists $(\mu_\gamma, \nu_\gamma) \in \mathfrak{P}$ such that $\gamma \in Z(\mu_\gamma, \nu_\gamma)$.

Now by [22, Lemma 6.3] for $\gamma, \eta \in G_\Lambda$ composable we can find $y \in \Lambda^\infty, \alpha, \beta, \zeta \in \Lambda$ such that

$$\gamma = (\mu_\gamma \alpha y, d(\mu_\gamma) - d(\nu_\gamma), \nu_\gamma \alpha y), \quad \eta = (\mu_\eta \beta y, d(\mu_\eta) - d(\nu_\eta), \nu_\eta \beta y),$$

$$\gamma \eta = (\mu_{\gamma \eta} \zeta y, d(\mu_{\gamma \eta}) - d(\nu_{\gamma \eta}), \nu_{\gamma \eta} \zeta y)$$

and

$$\varsigma_\phi(\gamma, \eta) := (\phi(\mu_\gamma, \alpha) - \phi(\nu_\gamma, \alpha)) + (\phi(\mu_\eta, \beta) - \phi(\nu_\eta, \beta)) - (\phi(\mu_{\gamma \eta}, \zeta) - \phi(\nu_{\gamma \eta}, \zeta))$$

is a well-defined continuous groupoid cocycle (see [31] for the definition).

We can then define

$$\Sigma_{\Lambda, \phi} = \mathbb{T} \times_G G_\Lambda.$$  

and then the twist is

$$\mathbb{T} \times G_\Lambda^{(0)} \to \Sigma_{\Lambda, \phi} \to G_\Lambda.$$  

Now the isomorphisms in Theorem 6.2 are given by

$$\Upsilon_\Sigma : (z, (\mu_\gamma x, d(\mu_\gamma) - d(\nu_\gamma), \nu_\gamma x)) \mapsto [s_{\mu_\gamma}, s_{\nu_\gamma}, \nu_\gamma x]_\Sigma$$

$$\Upsilon_G : (\mu_\gamma x, d(\mu_\gamma) - d(\nu_\gamma), \nu_\gamma x) \mapsto [s_{\mu_\gamma}, s_{\nu_\gamma}, \nu_\gamma x]_G.$$  

Example 7.3. A main result in [4] is that any separable, unital, nuclear $C^*$-algebra which contains a Cartan subalgebra satisfies the UCT. In fact, more is shown. It is shown in [4, Theorem 3.1] that if $\Sigma \to G$ is a twist, where $G$ is an étale Hausdorff locally compact second countable groupoid where the reduced $C^*$-algebra $C^*_r(\Sigma; G)$ is nuclear, then $C^*_r(\Sigma; G)$ satisfies the UCT. Hence we have the following corollary to Theorem 4.19 and [4, Theorem 3.1].

Corollary 7.4. Let $A$ be a separable and nuclear $C^*$-algebra. If $A$ contains an abelian subalgebra $D$ such that $(A, D)$ is a $\Gamma$-Cartan pair for a some discrete abelian group $\Gamma$, then $A$ satisfies the UCT.

Appendix A. Nonabelian groups

In the previous sections we assumed we had gradings by discrete abelian groups and actions by the dual group, as this case is familiar and doesn’t involve the introduction of coactions. However all of the results of the paper can be extended to gradings by nonabelian groups, by replacing actions with coactions: in this short appendix we outline how to extend our results to the nonabelian case for those readers already familiar with coactions. For those readers interested in more information on coactions we recommend [13, Appendix A].
Throughout this appendix, all tensor products of $C^*$-algebras are spatial tensor products.

(A.1) Uses of Commutativity. The alert reader will no doubt have noticed that we used the commutativity of $\Gamma$ in a few key places:

1. to define a $\Gamma$ grading on a $C^*$-algebra $A$ when an action of $\hat{\Gamma}$ on $A$ is given;
2. to define maps $\Phi_t : A \to A_t$, including the faithful conditional expectation $\Phi_0$ onto $A_0$, the fixed point algebra (Lemma 3.4);
3. to define an action of $\hat{\Gamma}$ on $C^r_r(\Sigma; G)$ where $c : G; \Sigma \mapsto \Gamma$ (Lemma 2.10); and
4. to show the fixed point algebra of the action above contains $C_0(G^{(0)})$ as a Cartan subalgebra (Proposition 5.2).

Now suppose that $\Gamma$ is a not necessarily abelian discrete group whose identity we denote by $e$. For $s, t \in \Gamma$, we will use $\delta_s$ to denote the indicator function of the set $\{s\}$ and $\delta_{s, t}$ for the Kronecker $\delta$ (so $\delta_{s, t} = 1$ if $s = t$ and 0 if $s \neq t$). Let $A : C^*_r(\Gamma) \to B(\ell^2(\Gamma))$ be the left regular representation of $\Gamma$.

Also, the map $\delta_s \mapsto \delta_s \otimes \delta_s \in C^*_r(\Gamma) \otimes C^*_r(\Gamma)$ extends to a $\ast$-homomorphism $\nu : C^*_r(\Gamma) \to C^*_r(\Gamma) \otimes C^*_r(\Gamma)$.

Let $\nu : A \to M(A \otimes C^*_r(\Gamma))$ be a (reduced) coaction. This means that $\nu$ is a non-degenerate $\ast$-homomorphism of $A$ into $M(A \otimes C^*_r(\Gamma))$ such that

1. $\nu(A)(I \otimes C^*_r(\Gamma)) \subseteq A \otimes C^*_r(\Gamma)$; and
2. $(\nu \otimes \text{id}_\Gamma) \circ \nu = (\text{id}_A \otimes \nu_\Gamma) \circ \nu$ (these maps belong to $B(A, M(A \otimes C^*_r(\Gamma) \otimes C^*_r(\Gamma)))$).

Notice that since $\Gamma$ is discrete, $I \otimes \delta_e$ is the identity of $M(A \otimes C^*_r(\Gamma))$. Thus condition (i) implies that actually,

$$\nu : A \to A \otimes C^*_r(\Gamma).$$

Furthermore, the fact that $\Gamma$ is discrete implies that $\nu$ is non-degenerate in the sense that $\nu(A)(I \otimes C^*_r(\Gamma))$ is dense in $A \otimes C^*_r(\Gamma)$; see [3] or [13, Remark A.22(3)].

For $t \in \Gamma$, there is a slice map $S_t : A \otimes C^*_r(\Gamma) \to A$ characterized by

$$a \otimes b \mapsto a\langle \Lambda(b)\delta_e, \delta_t \rangle,$$

(see [40] or [13, §A.4]). Further, it follows from the second statement of [13, Lemma A.30] that for $x \in A \otimes C^*_r(\Gamma)$,

$$x = 0 \iff \text{for all } t \in \Gamma, S_t(x) = 0.$$

Thus, every element $x \in A \otimes C^*_r(\Gamma)$ has a uniquely determined “Fourier series”

$$x \sim \sum_{t \in \Gamma} S_t(x) \otimes \delta_t.$$

Define continuous maps $\Phi_t : A \to A$ by

$$\Phi_t := S_t \circ \nu.$$
Then for every \( a \in A \),
\[
\nu(a) \sim \sum_{t \in \Gamma} \Phi_t(a) \otimes \delta_t. \tag{A.2}
\]

While we will not need this fact here, the \( \ast \)-homomorphism property of \( \nu \) and the series representation (A.2) implies that the “coefficient maps” \( \{ \Phi_t \}_{t \in \Gamma} \) behave much as Fourier coefficients do under convolution multiplication and adjoints: for every \( t \in \Gamma \) and \( a, b \in A \),
\[
\Phi_t(ab) = \sum_{s \in \Gamma} \Phi_{ts^{-1}}(a) \Phi_s(b) \quad \text{and} \quad \Phi_t(a^*) = \Phi_{t^{-1}}(a^*).
\]

What we do require is that condition (ii) in the definition of coaction given above implies that for every \( s, t \in \Gamma \) and \( a \in A \),
\[
\Phi_s(\Phi_t(a)) = \begin{cases} 
0 & \text{if } s \neq t, \\
\Phi_t(a) & \text{when } s = t.
\end{cases}
\]

Define
\[
A_t := \Phi_t(A).
\]

Note that as \( S_e \) arises from the (faithful) trace on \( C^*_r(\Gamma) \), \( \Phi_e : A \to A_e \) is a faithful conditional expectation.

We will call an element \( a \in A \) homogeneous if \( a \in A_t \) for some \( t \in \Gamma \). This gives us the \( \Gamma \)-grading and an analog of Lemma 3.4, which addresses the first two points of Paragraph A.1.

We now address the third and fourth items of Paragraph A.1. Assume we have a twist with a cocycle as in Section 5 but with \( \Gamma \) not necessarily abelian:
\[
\begin{array}{ccc}
\mathbb{T} \times G(0) & \longrightarrow & \Sigma \\
\downarrow c_{\mathbb{T}} & & \downarrow c_{G} \\
& \longrightarrow & \longrightarrow \\
& \Gamma & \\
\end{array}
\tag{A.3}
\]

The proof of [10, Lemma 6.1] goes through without change to show there exists a coaction
\[
\nu : C^*_r(\Sigma; G) \to C^*_r(\Sigma; G) \otimes C^*_r(\Gamma)
\]
characterized by
\[
\nu(f) = f \otimes \delta_t \quad \text{where } f \in C_c(G) \text{ and } \text{supp}(f) \subseteq c_{G}^{-1}(t).
\]

Note that for \( f \in C_c(G) \) and \( \text{supp}(f) \subseteq c_{G}^{-1}(t) \),
\[
\Phi_s(f) = S_s(f \otimes \delta_t) = f(\Lambda(\delta_t)\delta_c, \delta_s) = f(\delta_t, \delta_s) = f \delta_{s,t}.
\]

Now for \( f \in C_c(G) \), \( f = \sum_{t \in \Gamma} f|_{c_{G}^{-1}(t)} \) so that the above computation shows that
\[
\Phi_s(f) = f|_{c_{G}^{-1}(s)}.
\]

By continuity of \( \Phi_s \) and \( j : C^*_r(\Sigma; G) \to C_0(\Sigma; G) \), we get that \( j(\Phi_s(a)) = j(a)|_{c_{G}^{-1}(s)} \). As in Section 5, let \( R = c_{G}^{-1}(e) \) and \( \mathcal{P} = c_{\Sigma}^{-1}(e) \). Then Lemma 2.7
goes through without change, and if \( a \in C_r^*(\Sigma; G) \) and \( f_i \in C_r^*(\Sigma; G) \) is a net converging to \( a \), by the above we have \( \Phi_e(f_i) \to a \) and \( \Phi_e(f_i)|_R \in C_c(R; \mathcal{P}) \), so that \( a \in C^*(R; \mathcal{P}) \), giving Proposition 5.2.

**Theorem A.1.** Let \( A \) be a \( C^* \)-algebra and let \( D \) be an abelian \( C^* \)-algebra of \( A \) such that:

- there is a coaction \( \nu \) of a discrete group \( \Gamma \) on \( A \);
- \( D \) is Cartan in the algebra \( A_c \); and
- \( \text{span} \, N_h(A, D) = A \).

Let \( A_c \) be the algebraic span of \( N_h \). Then there exists a \( \Gamma \)-graded twist \( T \times X \to \Sigma \to G \) and a \( * \)-isomorphism \( \Psi : A_c \to C_r^*(\Sigma; G) \) which induces an isomorphism \( A \to C^*(\Sigma; G) \) taking \( D \) to \( C_0(G(0)) \).

**Proof.** The arguments of Section 4 go through without change. \( \square \)

**Remark A.2.** Compare the conditions of Theorem A.1 to the definition of \( \Gamma \)-Cartan (3.9), noting that by Lemma 3.10(1), the conditions on the normalizers coincide when \( \Gamma \) is abelian. While we have not checked details, we expect that if \( \Gamma \) is a (not necessarily abelian) discrete group, and the hypotheses of Theorem A.1 are weakened so that the condition \( \text{span} \, N_h(A, D) = A \) is replaced with \( \text{span} \, N(A, D) = A \), then it is still true that \( N_h(A, D) = A \). If this is the case, a \( \Gamma \)-Cartan pair could then be defined to be an inclusion of \( C^* \)-algebras \( D \subseteq A \) satisfying the weakened hypotheses of Theorem A.1. All the results of this paper would be valid for this notion of \( \Gamma \)-Cartan pairs.

The arguments of Sections 5 and 6 yield the following result for (possibly non-commutative) discrete groups \( \Gamma \).

**Theorem A.3.** Let \( \Sigma \to G \) be a locally trivial twist, with a cocycle \( c \) into a discrete group \( \Gamma \). Then \((C^*_r(\Sigma; G), C_0(G(0)))\) is a \( \Gamma \)-Cartan pair. Let \( \Sigma_1 \to G_1 \) be the \( \Gamma \)-graded twist constructed from \((C^*_r(\Sigma; G), C_0(G(0)))\). For each \( \gamma \in \Sigma \), choose a homogeneous normalizer \( n \in C^*_r(\Sigma; G) \) such that \( n(\gamma) > 0 \). Then the map

\[ \Upsilon_\Sigma : \Sigma \to \Sigma_1 \text{ given by } \gamma \mapsto [n, s(\gamma)]_{\Sigma_1} \]

descends to a well-defined isomorphism of twists such that the following diagram commutes.

\[
\begin{array}{ccc}
\Sigma & \xrightarrow{q} & G \\
\downarrow{q} & & \downarrow{q_1} \\
\Sigma_1 & \xrightarrow{q_1} & G_1 \\
\end{array}
\]

\[
\begin{array}{ccc}
\tau_\Sigma & \xrightarrow{\gamma} & \Gamma \\
\downarrow{\gamma} & & \downarrow{\gamma_1} \\
\Sigma_1 & \xrightarrow{\gamma_1} & G_1 \\
\end{array}
\]
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