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An enriched degree of theWronski map

Thomas Brazelton

Abstract. Given 𝑚𝑝 different 𝑝-planes in general position in (𝑚 + 𝑝)-
dimensional space, a classical problem is to ask how many 𝑝-planes intersect
all of them. For example when 𝑚 = 𝑝 = 2, this is precisely the question of
“lines meeting four lines in 3-space” after projectivizing. The Brouwer degree
of the Wronski map provides an answer to this general question, first com-
puted by Schubert over the complex numbers and Eremenko and Gabrielov
over the reals. We provide an enriched degree of the Wronski map for all𝑚
and 𝑝 even, valued in the Grothendieck–Witt ring of a field, using machinery
from𝔸1-homotopy theory. We further demonstrate in all parities that the local
contribution of an𝑚-plane is a determinantal relationship between certain
Plücker coordinates of the 𝑝-planes it intersects.
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1. Introduction
Given𝑚 functions 𝑓1(𝑡), … , 𝑓𝑚(𝑡) of degree equal to𝑚 + 𝑝 − 1, we define their
Wronskian

Wr(𝑓1, … , 𝑓𝑚)(𝑡) ∶=

|||||||||||||||

𝑓1(𝑡) 𝑓2(𝑡) ⋯ 𝑓𝑚(𝑡)
𝑓′1(𝑡) 𝑓′2(𝑡) ⋯ 𝑓′𝑚(𝑡)
⋮ ⋮ ⋱ ⋮

𝑓(𝑚−1)1 (𝑡) 𝑓(𝑚−1)2 (𝑡) ⋯ 𝑓(𝑚−1)𝑚 (𝑡)

|||||||||||||||

.

This is a polynomial of degree at most𝑚𝑝. Let 𝑘𝑚+𝑝−1[𝑡] denote the vector space
of polynomials of degree at most𝑚+𝑝−1 over a field 𝑘. We observe that if 𝑠 is a
root of theWronskian, then the𝑚-plane span {𝑓1, … , 𝑓𝑚} ⊆ 𝑘𝑚+𝑝−𝑡[𝑡] intersects
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the 𝑝-plane 𝐸𝑝(𝑠) = span
{
(𝑡 − 𝑠)𝑚+𝑝−1, … , (𝑡 − 𝑠)𝑚

}
nontrivially. Thus the fiber

of the Wronski counts certain𝑚-planes intersecting𝑚𝑝 different 𝑝-planes. For
example when𝑚 = 𝑝 = 2, we recover the classical statement that there are two
lines meeting four lines in three-space.
We could also envision these polynomials 𝑓𝑖 as defining a rational curve by
𝜑∶ ℙ1 → ℙ𝑚−1, given by 𝑡 ↦ [𝑓1(𝑡) ∶ … ∶ 𝑓𝑚(𝑡)]. In this case 𝑠 is a root of
the Wronski if and only if the vectors 𝜑(𝑠), 𝜑′(𝑠), … , 𝜑(𝑚−1)(𝑠) do not span all
of ℙ𝑚−1.1 We say that 𝜑 inflects at such a point. Thus the fiber of the Wronski
counts rational curves of degree (𝑚+𝑝−1)with𝑚𝑝 prescribed inflection points.
Viewing the polynomials 𝑓𝑖 as spanning an𝑚-plane in the (𝑚+𝑝)-dimensional
vector space of polynomials over 𝑘 of degree at most (𝑚+𝑝−1), we can consider
the Wronski map as a morphism between𝑚𝑝-dimensional varieties

Wr ∶ Gr𝑘(𝑚,𝑚 + 𝑝) → ℙ𝑚𝑝𝑘 = Proj(𝑘𝑚𝑝[𝑡]). (1.1)

In 1886, Schubert [Sch86] formulated the number of 𝑚-planes meeting 𝑚𝑝
general 𝑝-planes in (𝑚 + 𝑝)-dimensional space as

𝑛ℂ =
1!2!⋯ (𝑝 − 1)!(𝑚𝑝)!

𝑚!(𝑚 + 1)!⋯ (𝑚 + 𝑝 − 1)!
. (1.2)

This admits a combinatorial description in that it counts the number 𝑑(𝑚, 𝑝)
of standard Young tableaux of size𝑚 × 𝑝. It is also the Brouwer degree of the
complex Wronski map (Equation 1.1 when 𝑘 = ℂ). Over the reals, orientation
data prevents producing a well-defined integer value for the Brouwer degree of
the real Wronski, nonetheless by working on an affine open cell, Eremenko and
Gabrielov computed the Brouwer degree of the real Wronski map (Equation 1.1
when 𝑘 = ℝ) [EG01, EG02], which also admits a combinatorial description,
being the number of semi-shifted standard Young tableaux of size𝑚 × 𝑝 [HH92,
Whi01].

𝑛ℝ = ±
⎧

⎨
⎩

1!2!⋯(𝑝−1)!(𝑚−1)!(𝑚−2)!⋯(𝑚−𝑝+1)!(𝑚𝑝∕2)!

(𝑚−𝑝+2)!(𝑚−𝑝+4)!⋯(𝑚+𝑝−2)!
(𝑚−𝑝+1

2

)
!
(𝑚−𝑝+3

2

)
!⋯

(𝑚+𝑝−1
2

)
!

𝑚 + 𝑝 odd

0 𝑚 + 𝑝 even.

We attach the first few values of these for the reader’s reference:

1This is analogously phrased as inflection of a linear series 𝑉 ⊆ Γ(ℙ1, 𝒪(𝑚 + 𝑝 − 1)). For
an investigation of arithmetically-enriched inflection on elliptic and hyperelliptic curves, see
[CG22, CDH23].
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𝑝
𝑚 2 3 4 5

2 2 5 14 42
3 5 42 462 6006
4 14 462 24024 1662804
5 42 6006 1662804 701149020

Figure 1. Values of 𝑛ℂ

𝑝
𝑚 2 3 4 5

2 0 1 0 2
3 1 0 2 0
4 0 2 0 12
5 2 0 12 0

Figure 2. Values of
|𝑛ℝ|

In this paper we unify these two computations into a single enriched Brouwer
degree in the case when𝑚 and 𝑝 are both even. The algebrao-geometric ana-
logue of the Brouwer degree that we use is called the 𝔸1-Brouwer degree, first
defined by Morel [Mor06], which is valued in the Grothendieck–Witt group of
symmetric bilinear forms over 𝑘. This tool has been instrumental in the devel-
opment of 𝔸1-enumerative geometry (or enriched enumerative geometry). This
program has grown in recent years due to seminal work of Levine [Lev20], Kass
and Wickelgren [KW19], Bachmann and Wickelgren [BW23], among others.

Theorem A. (As Theorem 3.29) Let 𝑘 be any field in which (𝑚 + 𝑝 − 1)! is
invertible, and let𝑚 and 𝑝 both be even. Then the 𝔸1-degree of the Wronski
Wr ∶ Gr𝑘(𝑚,𝑚 + 𝑝) → ℙ𝑚𝑝𝑘 computed on an open affine cell is

deg𝔸
1
Wr =

𝑛ℂ
2 ℍ,

where 𝑛ℂ is the Brouwer degree of the Wronski over the complex numbers, and
ℍ denotes the hyperbolic form ⟨1, −1⟩.

Given a closed point 𝑊 = span {𝑓1, … , 𝑓𝑚} with Wronskian having roots at
distinct scalars 𝑠1, … , 𝑠𝑚𝑝 ∈ 𝑘, we may compute the local degree of the Wronski
map in any parities.

Theorem B. (As Theorem 4.3) Let 𝑘 be any field in which (𝑚 + 𝑝 − 1)! is
invertible, and let𝑊 ∈ Gr𝑘(𝑚,𝑚 + 𝑝) be a closed point whose Wronskian is of
the formWr(𝑊)(𝑡) =

∏𝑚𝑝
𝑖=1(𝑡 − 𝑠𝑖) for distinct 𝑠𝑖 ∈ 𝑘. Then we have that

deg𝔸
1

𝑊 (Wr) = ⟨𝐶 ⋅ detℬ⟩ ,
where 𝐶 is a fixed constant depending only on 𝑚, 𝑝, and the 𝑠𝑖’s, and ℬ is a
matrix of distinguished Plücker coordinates of the 𝑝-planes 𝐸𝑝(𝑠1), … , 𝐸𝑝(𝑠𝑚𝑝).

The 𝓁th column of ℬ consists of𝑚𝑝 distinguished Plücker coordinates of the
plane 𝐸𝑝(𝑠𝓁), and each row corresponds to the same coordinate. Thus consid-
ering the columns as vectors over 𝑘, we have that detℬ is a signed volume of
vectors determined by the 𝑝-planes that span {𝑓1, … , 𝑓𝑚} intersects.
As the Wronski map also counts rational curves with prescribed inflection data,
we provide evidence that the local 𝔸1-degree encodes information about the
geometry of the associated rational curve. In Corollary 4.11 we demonstrate
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that the local degree at a planar quartic aligns with an enrichedWelschinger
invariant in the sense of [Kas+22].

1.1. Outline. In Section 2, we provide some historical background for studying
the Brouwer degree of the Wronski map, before exploring in greater detail
the technical machinery. We discuss the rational normal curve, Grassmann
duality, and Plücker coordinates, before providing relevant background from
𝔸1-enumerative geometry. We discuss relative orientations of vector bundles
and how the formalism of 𝔸1-enumerative geometry allows one to associate to
them a well-defined Euler number valued in Grothendieck–Witt of a ground
field.
In Section 3, we compare the Wronski map to a section of an appropriate vector
bundle over an affine chart on the Grassmannian, and demonstrate that their
Brouwer degrees agree up to some global constant. In the case where 𝑚 and
𝑝 are both even, we can compute the global 𝔸1-degree of the Wronski map on
an affine patch using the fact that the Euler classes of relatively oriented vector
bundles with odd rank summands are hyperbolic.
Finally, in Section 4, we provide an arithmetic formula for the local𝔸1-degree of
the Wronski map that holds in all parities. We demonstrate that this local index
at an𝑚-plane can be interpreted as a “signed volume” of the 𝑝-planes that this
𝑚-plane intersects. This agrees with and generalizes the local index computed
by [SW21]. We provide some very preliminary evidence towards a connection
between the local 𝔸1-degree of the Wronski map and arithmetic Welschinger
invariants a la [Kas+22].

1.2. Acknowledgements. Thank you to Kirsten Wickelgren for suggesting
and supervising this problem, and for Mona Merling for being a constant source
of mathematical support. We are immensely grateful to Frank Sottile for inspir-
ing conversations about this work and related topics. Finally, we have benefited
from discussions about this work with many people, including Connor Cassady,
Andrew Kobin, Marc Levine, Jake Levinson, Stephen McKean, Sabrina Pauli,
and Frank Sottile, to name a few.

2. Preliminaries
We will begin by delving into the Wronski map, understanding its geometric
interpretation as counting planes meeting planes of the correct codimension
osculating the rational normal curve. By mapping a plane of covectors to the
plane it annihilates, we have a natural duality on Grassmannians, and it will
benefit us to be able to translate information through this duality, and discuss
how it relates to things like Plücker coordinates. After this, we establish some
of the foundations of𝔸1-enumerative geometry, from which we collect the tools
to explore the local degree of the Wronski in greater detail.
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2.1. The rational normal curve. Over the complex numbers, the degree of
the Wronski map provides a count of planes which meet a collection of planes,
which are said to osculate the rational normal curve. We will define these terms,
and provide a rough outline of this argument over any field here, but for a more
rigorous version of this statement over the complex numbers, we refer the reader
to [Sot11, §10.1].
We may view affine space 𝔸𝑚+𝑝

𝑘 as the space 𝑘𝑚+𝑝−1[𝑡] of polynomials of de-
gree at most 𝑚 + 𝑝 − 1 with coefficients in 𝑘 by considering a rational point
(𝑎0, … , 𝑎𝑚+𝑝−1) ∈ 𝔸𝑛

𝑘 as a polynomial 𝑎0 +𝑎1𝑡 +…+𝑎𝑚+𝑝−1𝑡
𝑚+𝑝−1 ∈ 𝑘[𝑡]. We

then let 𝛾 ∶ 𝔸1
𝑘 → 𝔸𝑚+𝑝

𝑘 denote the rational normal curve, also referred to the
moment curve 𝛾, defined to be the image of the map

𝑠 ↦ (1, 𝑠, 𝑠2, 𝑠3, … , 𝑠𝑚+𝑝−1),

where as above we are identifying affine space with a space of polynomials. That
is

𝛾(𝑠) = 1 + 𝑠𝑡 + 𝑠2𝑡2 + … + 𝑠𝑚+𝑝−1𝑡𝑚+𝑝−1 ∈ 𝑘𝑚+𝑝−1[𝑡].

We may define the derivative of the rational normal curve by deriving termwise,
to obtain

𝛾′(𝑠) = (0, 1, 2𝑠, 3𝑠2, … , (𝑚 + 𝑝 − 1)𝑠𝑚+𝑝−2),

which corresponds to the polynomial

𝛾′(𝑠) = 𝑡 + 2𝑠𝑡2 + 3𝑠2𝑡3 + … + (𝑚 + 𝑝 − 1)𝑠𝑚+𝑝−2𝑡𝑚+𝑝−1 ∈ 𝑘𝑚+𝑝−1[𝑡].

Higher derivatives are defined analogously. One may check that, for any 𝑠, the
elements 𝛾(𝑠), 𝛾′(𝑠), …, 𝛾(𝑚+𝑝−1)(𝑠) yield a basis of 𝑘𝑚+𝑝−1[𝑡]. Thus we obtain
an osculating flag 𝐹∙(𝑠) along the rational curve whose 𝑖-plane at any time 𝑠 is
the span:

𝐹𝑖(𝑠) ∶= span
{
𝛾(𝑠), 𝛾′(𝑠), … , 𝛾(𝑖−1)(𝑠)

}
. (2.1)

In this setting, we say that the 𝑖-plane 𝐹𝑖(𝑠) osculates the rational normal curve
at the point 𝛾(𝑠). We will see in Remark 2.5 that 𝐹𝑚(𝑠) is dual in a sense to the
planes 𝐸𝑝(𝑠) defined in the introduction.
Themonomial basis for polynomials provides an isomorphismbetween𝑘𝑚+𝑝−1[𝑡]
and its dual 𝑘𝑚+𝑝−1[𝑡]∗, given by sending a polynomial 𝑔 to 𝑔∗, where 𝑔∗(𝑓) is
defined to be the dot product of the coefficients of 𝑔 and 𝑓. Under this isomor-
phism we may view each 𝛾(𝑖)(𝑠) as a covector, from which perspective it admits
an interesting interpretation.

Proposition 2.2. Considering 𝛾(𝑖)(𝑠) as a covector, we see that it has the inter-
pretation of mapping a polynomial to its 𝑖th derivative evaluated at 𝑠:

(
𝛾(𝑖)(𝑠)

)∗
(𝑓) = 𝑓(𝑖)(𝑠).
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Proof. We may compute explicitly for 0 ≤ 𝑗 ≤ 𝑚 + 𝑝 − 1 that

𝛾(𝑗)(𝑠) =
𝑚+𝑝−1∑

𝑟=𝑗

𝑟!
(𝑟 − 𝑗)!

𝑠𝑟−𝑗𝑡𝑟 ∈ 𝑘𝑚+𝑝−1[𝑡].

Therefore for any 𝑓(𝑡) =
∑𝑚+𝑝−1

𝑖=0 𝑎𝑖𝑡𝑖, we have that

(
𝛾(𝑗)(𝑠)

)∗
(𝑓) =

𝑚+𝑝−1∑

𝑟=𝑗

𝑟!
(𝑟 − 𝑗)!

𝑎𝑟𝑠𝑟−𝑗 = 𝑓(𝑗)(𝑠).

□

We note that we may write the Wronskian as a determinant of matrices built out
of the rational normal curve and the input polynomials. Let 𝑓1(𝑡), … , 𝑓𝑚(𝑡) ∈
𝑘𝑚+𝑝−1(𝑡) be𝑚 linearly independent polynomials of degree at most𝑚 + 𝑝 − 1,
so that their span defines a point on Gr𝑘(𝑚,𝑚 + 𝑝). Let 𝑓𝑖(𝑡) =

∑𝑚+𝑝−1
𝑗=0 𝑎𝑖,𝑗𝑡𝑗,

and define a matrix𝑀 comprised of the coefficients of the polynomials 𝑓𝑖:

𝑀 =
⎛
⎜
⎜
⎝

coefficients of 𝑓1
coefficients of 𝑓2

⋮
coefficients of 𝑓𝑚

⎞
⎟
⎟
⎠

=
⎛
⎜
⎜
⎝

𝑎1,0 𝑎1,1 ⋯ 𝑎1,𝑚+𝑝−1
𝑎2,0 𝑎2,1 ⋯ 𝑎2,𝑚+𝑝−1
⋮ ⋮ ⋱ ⋮

𝑎𝑚,0 𝑎𝑚,1 ⋯ 𝑎𝑚,𝑚+𝑝−1

⎞
⎟
⎟
⎠

.

Let Γ(𝑠) denote the matrix 𝑘𝑚 → 𝑘𝑚+𝑝−1[𝑡] whose 𝑗th column is given by the
coefficients of the polynomial 𝛾(𝑗−1)(𝑠) ∈ 𝑘𝑚+𝑝−1[𝑡]

Γ(𝑠) =
(
𝛾(𝑠) 𝛾′(𝑠) ⋯ 𝛾(𝑚−1)(𝑠)

)
.

Phrased differently, the columns of Γ(𝑠) are the basis vectors spanning the𝑚-
plane 𝐹𝑚(𝑠) osculating the rational normal curve at 𝛾(𝑠).
Proposition 2.3. In the previous notation, one may express the Wronskian of
𝑓1, … , 𝑓𝑚 evaluated at a point 𝑠 as a determinant:

det(𝑀 ⋅ Γ(𝑠)) =Wr(𝑓1, … , 𝑓𝑚)(𝑠).

Proof. Multiplying a row of𝑀 with a column of Γ(𝑠) is the same as taking the
dot product of 𝛾(𝑖)(𝑠) with 𝑓𝑗(𝑡), yielding 𝑓(𝑖)(𝑠) by Proposition 2.2. It follows
then that the determinant of the product of𝑀 and Γ(𝑠) yields the Wronskian
evaluated at 𝑠. □

Corollary 2.4. Consider 𝑓1, … , 𝑓𝑚 as covectors in 𝑘𝑚+𝑝−1[𝑡]∗, and let𝐻 be the
𝑝-plane in 𝑘𝑚+𝑝−1[𝑡] defined by their simultaneous vanishing, and let 𝑠 ∈ 𝑘 be
a fixed scalar. Then the Wronskian Wr(𝑓1, … , 𝑓𝑚)(𝑡) vanishes at 𝑠 if and only if
𝐻 meets 𝐹𝑚(𝑠) non-trivially.
Proof. Linear dependence in the columns of 𝑀 ⋅ Γ(𝑠) implies that there is a
non-trivial linear combination of the covectors 𝛾(𝑠), … , 𝛾(𝑚−1)(𝑠)which vanishes
on each 𝑓𝑖(𝑡). This linear combination provides a point on the intersection of
𝐹𝑚(𝑠), which is the span of these covectors, and on 𝐻, the plane of covectors
annihilating span {𝑓1, … , 𝑓𝑚}. □
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We can rephrase this result slightly to state that the plane defined by the span of
𝑓1, … , 𝑓𝑚 intersects a 𝑝-plane dual to 𝐹𝑚(𝑠) nontrivially. In order to make this
precise, we must discuss a natural duality arising on Grassmannian varieties.

2.2. Grassmann duality. Let Gr𝑘
(
𝑚, (𝑘𝑚+𝑝−1[𝑡])∗

)
denote the collection of

𝑚-planes in the space of linear forms on 𝑘𝑚+𝑝−1[𝑡], and let span {ℎ1, … , ℎ𝑚}
denote a point on this Grassmannian. We may consider the action of the ℎ𝑖’s
on 𝑘𝑚+𝑝−1[𝑡]. The subspace of 𝑘𝑚+𝑝−1[𝑡] given by those polynomials 𝑓 so that
ℎ1(𝑓) = 0 is a subspace of codimension 1. The vanishing locus of 𝑚 linearly
independent linear forms imposes𝑚 linearly independent conditions, and thus
produces a subspace of 𝑘𝑚+𝑝−1[𝑡] of codimension𝑚. That is to say, each such
point {ℎ1, … , ℎ𝑚} canonically defines a𝑝-plane in 𝑘𝑚+𝑝−1[𝑡]. This yields a canon-
ical (i.e. basis-independent) isomorphism

Gr𝑘
(
𝑚, (𝑘𝑚+𝑝−1[𝑡])∗

)
≅ Gr𝑘(𝑝, 𝑘𝑚+𝑝−1[𝑡]).

This isomorphism is called Grassmann duality. It is an important property of
Grassmannians, and for instance can be used to explain the fact that 𝑑(𝑚, 𝑝) =
𝑑(𝑝,𝑚), where 𝑑(𝑚, 𝑝) is the degree of the complex Wronski map from Equa-
tion 1.2. Grassmann duality is a crucial tool for our geometric interpretation of
the Wronski map, and shall be used heavily in this paper.

Remark 2.5. We may define a flag 𝐸∙(𝑠) in 𝑘𝑚+𝑝−1[𝑡] where

𝐸𝑖(𝑠) = span
{
(𝑡 − 𝑠)𝑚+𝑝−1, … , (𝑡 − 𝑠)𝑚+𝑝−𝑖−1

}

is the space of those polynomials which vanish at 𝑠 to order ≥ 𝑚 + 𝑝 − 𝑖. Then
for a polynomial 𝑓 and a fixed 𝑠 ∈ ℙ1, the following are equivalent:

(1) 𝑓 ∈ 𝐸𝑖(𝑠)
(2) (𝑡 − 𝑠)𝑚+𝑝−𝑖|||𝑓(𝑡)
(3) 𝑓, viewed as a linear form, annihilates 𝐹𝑚+𝑝−𝑖(𝑠), the osculating plane

to the rational normal curve at 𝑠.

Thus the flags 𝐸∙(𝑠) and 𝐹∙(𝑠) are dual [Sot11, Theorem 10.8]. This allows us to
revisit Corollary 2.4 to say that Wr(𝑓1, … , 𝑓𝑚)(𝑡) vanishes at 𝑠 if and only if the
𝑚-plane𝑊 = span {𝑓1, … , 𝑓𝑚} intersects 𝐸𝑝(𝑠) non-trivially. This perspective
allows us to develop a geometric intuition for the Wronski.

Proposition 2.6. (Geometric interpretation of the Wronski map) Let 𝑠1, … , 𝑠𝑚𝑝
be distinct scalars in 𝑘. Then Wr−1

(∏𝑚𝑝
𝑖=1(𝑡 − 𝑠𝑖)

)
consists of those 𝑚-planes

which intersect each of 𝐸𝑝(𝑠1), … , 𝐸𝑝(𝑠𝑚𝑝) non-trivially.

In particular this tells us that the Brouwer degree of the Wronski map provides
a solution to an enumerative problem.

2.3. Schubert cells and the Plücker embedding. Frequently the Grassman-
nian can be understood better once it has been embedded in projective space.
Viewing the vectors spanning a plane as a wedge power, we can sit the Grass-
mannian inside a suitably large projective space.
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Definition 2.7. ThePlücker embedding for theGrassmannianGr𝑘(𝑚, 𝑘𝑚+𝑝−1[𝑡])
is defined to be the closed embedding

Pl ∶ Gr(𝑚, 𝑘𝑚+𝑝−1[𝑡]) /↪ Proj
(
∧𝑚𝑘𝑚+𝑝−1[𝑡]

)

span {𝑓1, … , 𝑓𝑚} ↦ [𝑓1 ∧⋯ ∧ 𝑓𝑚] .

Notation 2.8. We denote by
([𝑚+𝑝]

𝑚

)
the following set of integer sequences:

([𝑚 + 𝑝]
𝑚

)
= {(𝛼1, … , 𝛼𝑚) ∶ 1 ≤ 𝛼1 < 𝛼2 < ⋯ < 𝛼𝑚 ≤ 𝑚 + 𝑝} .

Provided we have chosen a basis 𝑒1, … , 𝑒𝑚+𝑝 for 𝑘𝑚+𝑝−1[𝑡], we see that the pro-

jective space Proj
(
∧𝑚𝑘𝑚+𝑝−1[𝑡]

)
= ℙ(

𝑚+𝑝
𝑚 )−1 inherits a basis consisting of the

coordinates

𝑃𝛼 = 𝑒𝛼1 ∧ 𝑒𝛼2 ∧⋯ ∧ 𝑒𝛼𝑚 ,

where 𝛼 is varying over all multiindices in
([𝑚+𝑝]

𝑚

)
. Given any

𝑊 = span {𝑓1, … , 𝑓𝑚}

on Gr𝑘(𝑚,𝑚 + 𝑝), we may embed it in projective space, where it must be ex-
pressible as a 𝑘-linear sum over the 𝑃𝛼’s. We refer to the coefficients appearing
in this sum as the Plücker coordinates of𝑊, and denote them by 𝑧𝛼(𝑊):

𝑓1 ∧⋯ ∧ 𝑓𝑚 =
∑

𝛼∈([𝑚+𝑝]𝑚 )
𝑧𝛼(𝑊)𝑃𝛼.

How do we compute these 𝑧𝛼(𝑊)’s? We remark that we may write the coeffi-
cients of 𝑓1, … , 𝑓𝑚 in the basis 𝑒1, … , 𝑒𝑚+𝑝, yielding an𝑚× (𝑚 + 𝑝)matrix over
𝑘. The coefficient 𝑧𝛼(𝑊) associated to a multiindex 𝛼 = (𝛼1, … , 𝛼𝑚) is precisely
the determinant of the𝑚 ×𝑚-minor of this matrix given by the 𝛼𝑖th columns.
As the image of the Plucker embedding is a projective space, any ambiguities
arising in expressing𝑊 as a matrix are resolved; that is, the Plücker coordinates
corresponding to𝑊 are well-defined.

Remark 2.9. It is a classical fact that the Plücker embedding is injective; that
is, a point on the Grassmannian can be recovered from its Plücker coordinates.

Grassmann duality translates to duality on Plücker coordinates as well. In order
to demonstrate this, we must first define the dual of a multiindex.

Definition 2.10. Let 𝛼 ∈
([𝑚+𝑝]

𝑚

)
be a multiindex (𝛼1, … , 𝛼𝑚). Denote by 𝛼𝑐 ∈

([𝑚+𝑝]
𝑝

)
the complement of𝛼 in (1, … ,𝑚+𝑝). Thenwe define the dualmultiindex

𝛼∗ whose entries are𝑚 + 𝑝 + 1 − (𝛼𝑐)𝑖 for 𝑖 = 1, … ,𝑚.

Example 2.11. If 𝑚 = 2 and 𝑝 = 3, let 𝛼 = (1, 4). Then 𝛼𝑐 = (2, 3, 5), and
𝛼∗ = (1, 3, 4).
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Proposition 2.12. Consider the Grassmann duality isomorphism

Gr𝑘(𝑚, 𝑘𝑚+𝑝−1[𝑡]∗)
∼
,→ Gr𝑘(𝑝, 𝑘𝑚+𝑝−1[𝑡]),

given by sending an 𝑚-plane of covectors to the 𝑝-plane it annihilates. Let
𝛼 ∈

([𝑚+𝑝]
𝑚

)
, and fix a basis {𝑒𝑖} of 𝑘𝑚+𝑝−1[𝑡] with dual basis

{
𝑒∗𝑖
}
. Then for any

𝑊∗ ∈ Gr𝑘(𝑚, 𝑘𝑚+𝑝−1[𝑡]∗), where𝑊 is the plane it annihilates, we have that

𝑧𝛼(𝑊∗) = 𝑧𝛼∗(𝑊).

That is, the 𝛼th Plücker coordinate of𝑊∗ in the dual basis 𝑒∗𝑖 is the 𝛼
∗th Plücker

coordinate of𝑊 in the basis {𝑒𝑖}.

Example 2.13. We have that 𝑧𝛼(𝐹𝑚(𝑠)) = 𝑧𝛼∗(𝐸𝑝(𝑠)) for any scalar 𝑠 and any
multiindex 𝛼.

2.4. Background from 𝔸𝟏-enumerative geometry. Solving an enumerative
problem can often be reduced to the computation of a certain characteristic
number of a vector bundle, under certain orientation data and expected dimen-
sion assumptions. We first begin with a moduli space of possible solutions to the
enumerative problem (for the example of lines on a cubic surface, our moduli
space would simply be the Grassmannian of lines in projective 3-space). Fol-
lowing this, we construct an appropriate vector bundle over the moduli space
together with a section of the bundle whose zeros are precisely the solutions to
the enumerative problem at hand, and which are assumed to be isolated points.
In the presence of certain orientation data for the bundle, the solution to our
enumerative problem is the Euler class of the bundle, which by the Poincaré–
Hopf theorem can be thought of as a sum of local indices of the section at points
in its zero locus. On a coordinate patch which is compatible with our orientation
data, these local indices can be computed as local Brouwer degrees of our section
at points in the vanishing locus. Over the complex numbers, the local Brouwer
degree at any simple zero will be equal to 1, which we read as a Boolean value
informing us that this point on the moduli space is a solution to the enumerative
problem (at non-simple points, it will encode the multiplicity of the solution as
a natural number). Over other fields, a richer definition of Brouwer degree can
produce a wider variety of data at a single solution to an enumerative problem,
often revealing deep information about the ambient geometry that was invisible
in the complex setting.
The algebrao-geometric analogue of the Brouwer degree that we use is called
the 𝔸1-Brouwer degree, first defined by Morel [Mor06], which is valued in the
Grothendieck–Witt group of symmetric bilinear forms over 𝑘. This tool has been
instrumental in the development of 𝔸1-enumerative geometry (or enriched enu-
merative geometry). This program has grown in recent years due to seminal work
of Levine [Lev20], Kass and Wickelgren [KW19], Bachmann and Wickelgren
[BW23], among others. Recent results include an enriched Bézout’s theorem
[McK21], an enriched count of lines on a quintic threefold [Pau22], and a count
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of conics meeting eight lines [Dar+23]. For further reading on this field we refer
the reader to the survey papers [Bra21, PW21].
In order to compute local 𝔸1-degrees of sections of vector bundles, we will first
need some analogue of charts from differential topology. This is provided by
Nisnevich coordinates, defined by [KW21, Definition 17].

Definition 2.14. Let𝑋 be a smooth 𝑛-scheme, 𝑝 ∈ 𝑋 a closed point, and𝑈 ∋ 𝑝
an open neighborhood. Then we say that an étale map

𝜑 ∶ 𝑈 → 𝔸𝑛
𝑘 ,

which induces an isomorphism on the residue field at 𝑝, defines Nisnevich
coordinates near 𝑝. We say this defines Nisnevich coordinates centered at 𝑝 if
𝜑(𝑝) = 0.

Definition 2.15. Let 𝑋 be a smooth 𝑛-scheme admitting Nisnevich coordinates
𝜑 ∶ 𝑈 → 𝔸𝑛

𝑘 = Spec 𝑘[𝑥1, … , 𝑥𝑛] near a point 𝑝 ∈ 𝑋. Affine space admits a
standard trivialization, given by the basis elements 𝑑

𝑑𝑥1
, … , 𝑑

𝑑𝑥𝑛
on 𝑇𝔸𝑛

𝑘 . Since 𝜑
is étale, it induces an isomorphism

𝑇𝑋|𝑈
∼
,→ 𝑇𝔸𝑛

𝑘 ,

and by pulling back the basis elements 𝑑
𝑑𝑥𝑖
, we obtain a basis for 𝑇𝑋|𝑈 . We refer

to these basis elements as the distinguished trivialization of 𝑇𝑋|𝑈 arising from
the Nisnevich coordinates 𝜑.

Example 2.16. If 𝑓 ∶ 𝔸𝑛
𝑘 → 𝑋 is a Zariski open immersion, then by denoting

𝑈 ∶= im(𝑓), the function 𝑈 → 𝔸𝑛
𝑘 given by 𝑦 ↦ 𝑓−1(𝑦) is étale, and moreover

defines Nisnevich coordinates.

Definition 2.17. (c.f. [OT14], [KW21], [Mor12, §4.3]) Suppose 𝐸 → 𝑋 is a
vector bundle of rank 𝑛 over a smooth, projective 𝑛-scheme over a field 𝑘. Then
we say 𝐸 is relatively oriented over 𝑋 if there is an isomorphism

𝑗 ∶ ℋom (det 𝑇𝑋, det 𝐸) ≅ L ⊗2,

for L → 𝑋 a line bundle. Any such choice of isomorphism 𝑗 is called a relative
orientation.

Definition 2.18. For an open set 𝑈 ⊆ 𝑋, and a relatively oriented bundle
(𝐸, 𝑗) we say a section 𝑠 ∈ Γ (𝑈,ℋom (det 𝑇𝑋, det 𝐸)) is a square if its image in
Γ(𝑈,L ⊗2) is a square, meaning it is of the form 𝑠′ ⊗ 𝑠′ for some 𝑠′ ∈ Γ(𝑈,L ).

Now suppose we had Nisnevich coordinates 𝜑 ∶ 𝑈 → 𝔸𝑛
𝑘 near a point 𝑝 ∈ 𝑋,

and a relative orientation 𝑗 ∶ ℋom (det 𝑇𝑋, det 𝐸)
∼
,→ L ⊗2. As in Defini-

tion 2.15, the coordinates 𝜑 induce a trivialization of 𝑇𝑋|𝑈 , and by restricting
𝑈 we may assume that there is a trivialization of the vector bundle 𝐸 over 𝑈,
meaning an isomorphism 𝜓∶ 𝐸|𝑈

∼
,→ 𝔸𝑛

𝑘 × 𝑈. In particular we have a choice
of projection 𝐸|𝑈 → 𝔸𝑛

𝑘 .
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Definition 2.19. In the situation above, we say the trivialization 𝜓 is compat-
ible with the Nisnevich coordinates 𝜑 and the relative orientation (𝐸, 𝑗) if the
associated element in

ℋom
(
det 𝑇𝑋|𝑈 , det 𝐸|𝑈

)

taking our distinguished basis of det 𝑇𝑋|𝑈 to the distinguished basis of det 𝐸|𝑈
is a square.

If 𝜎∶ 𝑋 → 𝐸 is a section, 𝑝 is an isolated rational zero of 𝜎, and 𝑈 ∋ 𝑝 an
open neighborhood not containing any other points of 𝑍(𝜎), we can pull back
the map 𝜓◦𝜎|𝑈 by 𝜑 to an endomorphism of affine space, which we denote by
(𝑓1, … , 𝑓𝑛), yielding the following diagram:

𝑈 𝐸|𝑈

𝔸𝑛
𝑘 𝔸𝑛

𝑘 .

𝜑

𝜎|𝑈

(𝑓1,…,𝑓𝑛)

Here the rightmost vertical map is induced by the trivialization 𝜓.

Definition 2.20. The local index of 𝜎 at 𝑝 is defined by

ind𝑝𝜎 = deg𝔸
1

𝜑(𝑝)(𝑓1, … , 𝑓𝑛),

where deg𝔸
1

𝜑(𝑝)(𝑓) is the local𝔸
1-Brouwer degree of 𝑓 at 𝜑(𝑝), that is, it is a class

in the Grothendieck–Witt group GW(𝑘).

For techniques and code for computing such local degrees, we refer the reader
to [BMP23].

Definition 2.21. [KW21, Definition 33] Let 𝐸 → 𝑋 be a relatively oriented
vector bundle of rank 𝑟 over a smooth 𝑟-dimensional scheme 𝑋 ∈ Sm𝑘, and
let 𝜎∶ 𝑋 → 𝐸 be a section of the bundle with isolated zeros so that Nisnevich
coordinates exist near every zero. We define the Euler class

𝑒(𝐸, 𝜎) =
∑

𝑝∈𝑍(𝜎)
ind𝑝𝜎,

where we are summing over closed points 𝑝 where 𝜎 vanishes.

Proposition 2.22. ([BW23, Theorem1.1]) The Euler class of a relatively oriented
vector bundle 𝑒(𝐸, 𝜎) over a smooth and proper scheme 𝑋 is independent of the
choice of section.

We can also ask about how we might wield Nisnevich coordinates to compute a
global 𝔸1-degree of a morphism between suitably nice smooth 𝑛-schemes. This
notion is based off forthcoming work of Kass, Levine, Solomon and Wickelgren
[Kas+22], and was discussed briefly in the expository paper [PW21, §8]. See
also [MS23, 2.53] for the degree of an endomorphism of projective space, and
[Mor12] for the degree of an endomorphism of ℙ𝑛∕ℙ𝑛−1.
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Definition 2.23. ([Kas+22]) Let 𝑓∶ 𝑋 → 𝑌 be a finite map of smooth 𝑛-
schemes over a field 𝑘. We say that 𝑓 is oriented if det 𝑓∗𝑇𝑌 is a relatively
oriented vector bundle over 𝑋. Phrased differently, a relative orientation for 𝑓 is
a choice of isomorphism

𝑗 ∶ ℋom(det 𝑇𝑋, det 𝑓∗𝑇𝑌)
∼
,→ L ⊗2,

for L → 𝑋 a line bundle over 𝑋.

Definition 2.24. ([Kas+22]) Let 𝑈 ⊆ 𝑋 and 𝑉 ⊆ 𝑌 be open sets such that
𝑓(𝑈) ⊆ 𝑉. We say that Nisnevich coordinates 𝜑 ∶ 𝑈 → 𝔸𝑛

𝑘 and 𝜓 ∶ 𝑉 → 𝔸𝑛
𝑘

are compatible with the relative orientation 𝑗 if the distinguished section of

Γ(𝑈,ℋom(det 𝑇𝑋|𝑈 , det 𝑓∗𝑇𝑌
|||𝑈)

is a square.

Theorem 2.25. ([Kas+22, 2.3], c.f. [PW21, 8.7]) Let 𝑓∶ 𝑋 → 𝑌 be a local
complete intersectionmap of smooth proper 𝑘-schemes, with𝑌 an𝔸1-connected
scheme, and suppose that 𝑓 is relatively oriented. Then we obtain a degree
valued in GW(𝑘), defined by deg𝔸

1
(𝑓) =

∑
𝑝∈𝑓−1(𝑞) deg

𝔸1

𝑝 (𝑓). Note that the local
degrees depend on the choice of relative orientation.

3. The 𝔸𝟏-degree of theWronski map
Our strategy for computing the𝔸1-degree of theWronski is to exhibit a section 𝜎
of a particular vector bundle 𝒱 → Gr𝑘(𝑚,𝑚 + 𝑝), and on a suitable open chart,
equate 𝜎 with the Wronski map up to another morphism of constant 𝔸1-degree.
In this way, we will be able to equate the local index of the section 𝜎 with a
constant multiple of the local 𝔸1-degree of the Wronski map in all possible
parities (Lemma 3.27). In the case when𝑚 and 𝑝 are even, the bundle 𝒱 will be
relatively orientable, and its Euler number will therefore be an integer multiple
of the hyperbolic form in GW(𝑘) (Lemma 3.28), as will the global 𝔸1-degree of
the Wronski map on an affine chart. Deferring to the classical computation of
Schubert, as we know the rank of this form over ℂ, we are able to provide the
global 𝔸1-degree of the Wronski map in Theorem 3.29.

3.1. Nisnevich coordinates on the Grassmannian, distinguished bases.
We will begin by establishing the existence of Nisnevich coordinates on an
arbitrary Grassmannian. Let𝑊 ∈ Gr𝑘(𝑚,𝑚+𝑝) be an arbitrary point, and pick
a basis 𝑒1, … , 𝑒𝑚+𝑝 of 𝑘𝑚+𝑝−1[𝑡] so that

𝑊 = span
{
𝑒𝑝+1, … , 𝑒𝑚+𝑝

}
.

Definition 3.1. We define amoving basis around𝑊, denoted by
{
𝑒1, … , 𝑒𝑚+𝑝

}
,

to be a basis of 𝑘𝑚+𝑝−1[𝑡], parametrized by 𝔸
𝑚𝑝
𝑘 = Spec [𝑥𝑖,𝑗]1≤𝑖≤𝑚, 1≤𝑗≤𝑝:

𝑒𝑖 = {
𝑒𝑖 1 ≤ 𝑖 ≤ 𝑝
𝑒𝑖 +

∑𝑝
𝑗=1 𝑥𝑖−𝑝,𝑗𝑒𝑗 𝑝 + 1 ≤ 𝑖 ≤ 𝑚 + 𝑝.

(3.2)
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Consider the morphism

𝔸𝑚𝑝
𝑘 = Spec [𝑥𝑖,𝑗]1≤𝑖≤𝑚, 1≤𝑗≤𝑝 → Gr𝑘(𝑚,𝑚 + 𝑝)

(𝑥𝑖,𝑗)𝑖,𝑗 ↦ span
{
𝑒𝑝+1, … , 𝑒𝑚+𝑝

}
.

Another way to phrase the image of this map is that (𝑥𝑖,𝑗) is sent to

RowSpace
⎛
⎜
⎜
⎝

1 0 ⋯ 0 𝑥1,1 ⋯ 𝑥1,𝑝
0 1 ⋯ 0 𝑥2,1 ⋯ 𝑥2,𝑝
⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮
0 0 ⋯ 1 𝑥𝑚,1 ⋯ 𝑥𝑚,𝑝

⎞
⎟
⎟
⎠

. (3.3)

where the columns correspond to the basis elements 𝑒1, … , 𝑒𝑚+𝑝. This defines a
Zariski open immersion by the content of the argument in [KW21, Lemma 40].
Letting 𝑈 denote its image, we obtain Nisnevich coordinates centered around
𝑊 by Example 2.16.

Remark 3.4. We can provide a more classical description of the Nisnevich
coordinates above. We note that the𝑚-plane𝑊 lives inside the ambient vector
space, so we have a short exact sequence

𝑊 ,→ 𝑘𝑚+𝑝−1[𝑡] → 𝑘𝑚+𝑝−1[𝑡]∕𝑊.
Picking a splitting for this is equivalent to picking a complementary 𝑝-plane
to 𝑊. We remark that, due to the construction of the tangent space to the
Grassmannian at𝑊, we have an isomorphism

𝑇𝑊Gr𝑘(𝑚, 𝑘𝑚+𝑝−1[𝑡]) ≅ Hom(𝑊, 𝑘𝑚+𝑝−1[𝑡]∕𝑊).
By fixing such a complementary plane (i.e. choosing a basis 𝑒1, … , 𝑒𝑝), we can
identify Hom(𝑊, 𝑘𝑚+𝑝−1[𝑡]∕𝑊) with 𝔸𝑚𝑝

𝑘 , by sending a homomorphism to its
graph. This graph is precisely given by the matrix in Equation 3.3. In this sense,
our open cell 𝑈 is the subspace of𝑚-planes in the Grassmannian which only
intersect the 𝑝-plane span

{
𝑒1, … , 𝑒𝑝

}
trivially (c.f. [EH16, §3.2.2]).

Remark 3.5. We remark that the 𝑥𝑖,𝑗’s can be recovered as particular Plücker
coordinates. Let𝑊 denote the 𝑚-plane corresponding to (𝑥𝑖,𝑗). Consider the
𝑘 × 𝑘 minor of columns (𝑗, 𝑝 + 1,… , 𝑝 + 𝑖, … , 𝑝 +𝑚). Expanding along the first
column, we see that everything vanishes until we hit the 𝑖th row, at which point
the determinant yields (−1)𝑖𝑥𝑖,𝑗. That is,

𝑥𝑖,𝑗 = (−1)𝑖𝑝(𝑗,𝑝+1,𝑝+𝑖,…,𝑝+𝑚)(𝑊).

Here the Plücker coordinates are taken with respect to the basis
{
𝑒1, … , 𝑒𝑚+𝑝

}
.

For concision we will introduce new notation to correspond to this multiindex:

𝛼(𝑖, 𝑗) ∶= (𝑗, 𝑝 + 1,… , 𝑝 + 𝑖, … , 𝑝 + 𝑚). (3.6)

Nisnevich coordinates defined by a moving basis induce distinguished basis
elements on the tangent space 𝑇Gr𝑘(𝑚,𝑚 + 𝑝)|||𝑈 . In order to describe these
distinguished basis elements, we first must discuss the structure of the tangent
space of the Grassmannian.
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Definition 3.7. The tautological bundle on the Grassmannian, denoted 𝒮 →
Gr𝑘(𝑚,𝑚+𝑝), is the𝑚-plane bundle whose fiber over the point𝑊 is the vector
space𝑊 itself.

The line bundle 𝒪(1) on the Grassmannian, defined to be the pullback of 𝒪(1)
under the Plücker embedding, is precisely det 𝒮 = ∧𝑚𝒮. Including the tauto-
logical bundle into the trivial rank𝑚𝑝 bundle, we obtain the quotient bundle,
defined as the cokernel

0 → 𝒮 → 𝔸𝑚𝑝
𝑘 ↠ 𝒬 → 0.

We can therefore express the tangent bundle of the Grassmannian by
𝑇Gr𝑘(𝑚,𝑚 + 𝑝) ≅ ℋom(𝒮, 𝒬) = 𝒮∗ ⊗𝒬. (3.8)

Proposition 3.9. Given Nisnevich coordinates 𝑈 → 𝔸𝑚𝑝
𝑘 corresponding to a

moving basis 𝑒1, … , 𝑒𝑚+𝑝, then one has the following distinguished bases over
𝑈:

(1)
{
𝑒𝑝+1, … , 𝑒𝑝+𝑚

}
is a distinguished basis for the tautological bundle 𝒮|𝑈

(2) Letting 𝜑𝑖 denote the cobasis element to 𝑒𝑖, we see that
{
𝜑𝑝+1, … , 𝜑𝑚+𝑝

}

provides a distinguished basis for the dual tautological bundle 𝒮∗|𝑈 .
(3)

{
𝑒1, … , 𝑒𝑝

}
provides a distinguished basis for the quotient bundle 𝒬|𝑈 .

(4) The tensor products of vectors
{
𝜑𝑗 ⊗ 𝑒𝑖 ∶ 1 ≤ 𝑖 ≤ 𝑝 and 𝑝 + 1 ≤ 𝑗 ≤ 𝑚 + 𝑝

}

provide a distinguished basis for the tangent bundle 𝑇Gr𝑘(𝑚,𝑚 + 𝑝)|||𝑈 .

Lemma 3.10. If𝑚 and 𝑝 are both even, there is a global orientation of the tan-
gent bundle𝑇Gr𝑘(𝑚,𝑚+𝑝)which is compatiblewith anyNisnevich coordinates
defined by moving bases.

Proof. This is a direct generalization of [SW21, Lemma 8]. Let (𝑒1, … , 𝑒𝑚+𝑝)
and (𝑒′1, … , 𝑒

′
𝑚+𝑝) denote two bases of 𝑘𝑚+𝑝−1[𝑡], and let {𝑒𝑖}, {𝑒

′
𝑖 } denote the

associatedmoving bases parametrizing open cells𝑈 and𝑈′ of theGrassmannian.
If 𝑈 ∩ 𝑈′ ≠ ∅, we have that

span{𝑒𝑝+1, … , 𝑒𝑚+𝑝} = span{𝑒′𝑝+1, … , 𝑒
′
𝑚+𝑝} on 𝑈 ∩ 𝑈′. (3.11)

Letting 𝜑𝑖 and 𝜑′𝑖 denote the dual basis elements, respectively, we obtain canoni-
cal trivializations for 𝑇Gr𝑘(𝑚,𝑚 + 𝑝)|||𝑈∩𝑈′ , given by:

{𝜑𝑗 ⊗ 𝑒𝑖 ∶ 1 ≤ 𝑖 ≤ 𝑝, 𝑝 + 1 ≤ 𝑗 ≤ 𝑚 + 𝑝},
{𝜑′𝑗 ⊗ 𝑒′𝑖 ∶ 1 ≤ 𝑖 ≤ 𝑝, 𝑝 + 1 ≤ 𝑗 ≤ 𝑚 + 𝑝}.

Denote by 𝐵 the change of basis matrix from
{
𝑒1, … , 𝑒𝑝

}
and

{
𝑒′1, … , 𝑒

′
𝑝
}
on the

quotient bundle 𝒬|𝑈∩𝑈′ , and denote by𝐴 the change of basis matrix on 𝒮∗|𝑈∩𝑈′

from the basis
{
𝜑𝑝+1, … , 𝜑𝑚+𝑝

}
to
{
𝜑′𝑝+1, … , 𝜑

′
𝑚+𝑝

}
. Then the change of basis

matrix on 𝑇Gr𝑘(𝑚,𝑚 + 𝑝)|||𝑈∩𝑈′ is given by 𝐴 ⊗ 𝐵. The determinant of this
matrix is det(𝐴)𝑚 det(𝐵)𝑝. As𝑚 and 𝑝 are both even, this is a square in 𝒪(𝑈 ∩
𝑈′)×. □
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3.2. Relative orientations of bundles over the Grassmannian; even-even
parity. We will discuss a bundle 𝒱 over the Grassmannian, which is relatively
orientable in the case where𝑚 and 𝑝 are both even. We will additionally con-
struct a section 𝜎 ∶ Gr𝑘(𝑚,𝑚 + 𝑝) → 𝒱 , whose local degree at any simple zero
is related to the local 𝔸1-degree of the Wronski map in any parities.

Notation 3.12. We denote by 𝒱 the𝑚𝑝-dimensional line bundle

𝒱 =
𝑚𝑝⨁

𝑖=1

𝑚⋀
𝒮∗ → Gr𝑘(𝑚,𝑚 + 𝑝). (3.13)

Proposition 3.14. The vector bundle𝒱 → Gr𝑘(𝑚,𝑚+𝑝) is relatively orientable
if and only if𝑚 and 𝑝 are both even.

Proof. For our bundle 𝒱 , we compute that

ℋom(det 𝑇Gr(𝑚,𝑚 + 𝑝), det 𝒱) ≅ ℋom (𝒪(𝑚 + 𝑝),
𝑚𝑝∏

𝑖=1
det(ℰ))

≅ ℋom(𝒪(𝑚 + 𝑝),𝒪(𝑚𝑝))
≅ 𝒪(−𝑚 − 𝑝) ⊗ 𝒪(𝑚𝑝)
≅ 𝒪(𝑚𝑝 −𝑚 − 𝑝).

Wenote that𝒪(𝑚𝑝−𝑚−𝑝) is a square of a line bundle if and only if𝑚𝑝−𝑚−𝑝 ≡
0 (mod 2), that is,𝑚 and 𝑝 are both even. □

Proposition 3.15. If𝑚 and 𝑝 are both even, then there is a relative orientation
of the vector bundle 𝒱 → Gr𝑘(𝑚,𝑚 + 𝑝) which is compatible with Nisnevich
coordinates defined by moving bases.

Proof. Take two cells𝑈 and𝑈′ on Gr𝑘(𝑚,𝑚+𝑝)with non-empty intersection,
parametrized respectively by the moving bases 𝑒𝑖 and 𝑒′𝑖 , and assume as before
that

span
{
𝑒𝑝+1, … , 𝑒𝑚+𝑝

}
= span

{
𝑒′𝑝+1, … , 𝑒

′
𝑚+𝑝

}
on 𝑈 ∩ 𝑈′.

The trivializations
{
𝜑𝑝+1, … , 𝜑𝑚+𝑝

}
and

{
𝜑′𝑝+1, … , 𝜑

′
𝑚+𝑝

}
on the dual tautological

bundle 𝒮∗|𝑈∩𝑈′ induce associated trivializations 𝜑𝑝+1 ∧⋯ ∧ 𝜑𝑚+𝑝 and 𝜑′𝑝+1 ∧
⋯ ∧ 𝜑′𝑚+𝑝, respectively, for ∧

𝑚𝒮∗|𝑈∩𝑈′ . If 𝐴 denotes the change of basis matrix
on 𝒮∗|𝑈∩𝑈′ as above, then det(𝐴) denotes the change of basis on ∧𝑚𝒮∗|𝑈∩𝑈′ .
Since 𝒱 = ⊕𝑚𝑝

𝑖=1 ∧
𝑚 𝒮∗, we have that the change of basis on 𝒱|𝑈∩𝑈′ is given

by a block sum of 𝑚𝑝 copies of det(𝐴). Thus the change of basis matrix in
ℋom(det 𝑇Gr𝑘(𝑚,𝑚+𝑝), det 𝒱) ≅ (det 𝑇Gr𝑘(𝑚,𝑚+𝑝))∗⊗det𝒱 over𝑈∩𝑈′

is given by

det (𝐴 ⊗ 𝐵)−1 ⊗ det (
𝑚𝑝⨁

𝑖=1
det(𝐴)) = det(𝐴)−𝑚 det(𝐵)−𝑝 det(𝐴)𝑚𝑝.

As𝑚 and 𝑝 are both even, this is a square. □
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3.3. Interpreting the Wronski map as a section of a line bundle. We now
construct a section 𝜎 of the bundle 𝒱 which is intimately related to the Wronski.
For this section we fix 𝑠1, … , 𝑠𝑚𝑝 to be distinct scalars in 𝑘— the reader is invited
to think of these scalars as timestamps on 𝔸1

𝑘, yielding positions on the rational
normal curve at each time, as well as osculating planes.
Recall from Proposition 2.2 the covector

(
𝛾(𝑗)(𝑠)

)∗
, which mapped a polynomial

𝑓 to 𝑓(𝑗)(𝑠). We would like to consider these covectors as 𝑗 ranges from 0 to
𝑚 − 1, and as 𝑠 varies over our set of scalars

{
𝑠1, … , 𝑠𝑚𝑝

}
. To that end, it will be

beneficial to introduce some more compact notation.

Notation 3.16. We denote by 𝜎𝑖,𝑗 the covector
(
𝛾(𝑗−1)(𝑠𝑖)

)∗
, given by

𝜎𝑖,𝑗 ∶ 𝑘𝑚+𝑝−1[𝑡] → 𝑘

𝑓 ↦ 𝑓(𝑗−1)(𝑠𝑖).
Note the indexing on 𝜎𝑖,𝑗: the index 𝑖 is running from 1 to𝑚𝑝, keeping track of
the time on the rational normal curve, while 𝑗 is running from 1 to𝑚, indicating
the extent to which the input is being differentiated.

Remark 3.17. For a fixed 𝑖, the covectors
{
𝜎𝑖,1, 𝜎𝑖,2, … , 𝜎𝑖,𝑚

}
cut out a 𝑝-plane

under Grassmannian duality. This plane is precisely 𝐸𝑝(𝑠𝑖), as defined in Re-
mark 2.5.

Notation 3.18. We denote by 𝜎𝑖 the wedge of covectors 𝜎𝑖,1 ∧⋯ ∧ 𝜎𝑖,𝑚. This is
a section of 𝒪(1) over the Grassmannian, that is, 𝜎𝑖 ∶ Gr𝑘(𝑚,𝑚 + 𝑝) → ∧𝑚𝒮∗.
Letting 𝑖 vary from 1 to𝑚𝑝, we obtain𝑚𝑝 sections of ∧𝑚𝒮∗, that is, a section of
our bundle 𝒱 . We denote by 𝜎 this section:

𝜎 ∶=
𝑚𝑝⨁

𝑖=1
𝜎𝑖 =

𝑚𝑝⨁

𝑖=1

(
∧𝑚𝑗=1𝜎𝑖,𝑗

)
∶ Gr𝑘(𝑚,𝑚 + 𝑝) → 𝒱 =

𝑚𝑝⨁

𝑖=1
∧𝑚𝒮∗.

We may also write 𝜎 = 𝜎(𝑠1, … , 𝑠𝑚𝑝) if we wish to indicate dependence of 𝜎 on
the initial choice of scalars 𝑠𝑖.

Proposition 3.19. We see that𝑊 = span {𝑓1, … , 𝑓𝑚} is a zero of 𝜎𝑖 if and only
if the Wronskian Wr(𝑓1, … , 𝑓𝑚)(𝑡) vanishes at 𝑠𝑖.

Proof. We observe that 𝜎𝑖(𝑊) vanishes if and only if
(𝜎𝑖,1 ∧⋯ ∧ 𝜎𝑖,𝑚)(𝑓1 ∧⋯ ∧ 𝑓𝑚) = 0.

This evaluation of wedges of covectors can be computed as
𝜎𝑖(𝑊) = (𝜎𝑖,1 ∧⋯ ∧ 𝜎𝑖,𝑚)(𝑓1 ∧⋯ ∧ 𝑓𝑚)

=

|||||||||||||||

𝑓1(𝑠𝑖) 𝑓2(𝑠𝑖) ⋯ 𝑓𝑚(𝑠𝑖)
𝑓′1(𝑠𝑖) 𝑓′2(𝑠𝑖) ⋯ 𝑓′𝑚(𝑠𝑖)
⋮ ⋮ ⋱ ⋮

𝑓(𝑚−1)1 (𝑠𝑖) 𝑓(𝑚−1)2 (𝑠𝑖) ⋯ 𝑓(𝑚−1)𝑚 (𝑠𝑖)

|||||||||||||||
=Wr(𝑓1, … , 𝑓𝑚)(𝑠𝑖).
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□

Corollary 3.20. Consider the class of the polynomial Φ(𝑡) =
∏𝑚𝑝

𝑖=1(𝑡 − 𝑠𝑖) in
projective space ℙ𝑚𝑝𝑘 . We have that the following are equivalent for a point
𝑊 = span {𝑓1, … , 𝑓𝑚} ∈ Gr𝑘(𝑚,𝑚 + 𝑝):

(1) 𝑊 has nonempty intersection with each of 𝐸𝑝(𝑠1), … , 𝐸𝑝(𝑠𝑚𝑝).
(2) 𝑊 is a zero of the section 𝜎 ∶ Gr𝑘(𝑚,𝑚 + 𝑝) → 𝒱 .
(3) Wr(𝑓1, … , 𝑓𝑚)(𝑡), as a polynomial in 𝑡, has a root at each 𝑠𝑖 for 1 ≤ 𝑖 ≤

𝑚𝑝.
(4) 𝑊 lives in the fiber Wr−1 (Φ(𝑡)).

3.4. Big open cells. Let 𝑌 ⊆ ℙ𝑚𝑝𝑘 denote the collection of monic polynomials
in Proj 𝑘𝑚𝑝[𝑡] of degree equal to𝑚𝑝. This defines an open affine cell of projective
space, of dimension𝑚𝑝. Denote by 𝑋 = Wr−1(𝑌) the preimage of this cell in
the Grassmannian.

Remark 3.21. We refer to 𝑋 as the big open cell, and remark a few properties
about it.

(1) This is a coordinate patch which is parametrized around the point
span

{
𝑡𝑝, … , 𝑡𝑚+𝑝−1

}
, and therefore 𝑋 ≅ 𝔸𝑚𝑝

𝑘 .
(2) This is the big open cell as defined in [EG02, p.5], from where we took

the terminology.
(3) A point 𝑊 ∈ Gr𝑘(𝑚,𝑚 + 𝑝) lies in the open cell 𝑋 if and only its

Wronskian is of degree𝑚𝑝.

By this very last point, if Φ(𝑡) ∶=
∏𝑚𝑝

𝑖=1(𝑡 − 𝑠𝑖), then in order to study the fiber
Wr−1(Φ(𝑡)), it suffices to restrict our attention to the big open cell 𝑋. Let𝑊 ∈ 𝑋
be an arbitrary point, and fix 𝑒𝑝+1, … , 𝑒𝑝+𝑚 to be monic polynomials which span
𝑊. Extending this to a basis 𝑒1, … , 𝑒𝑚+𝑝 of 𝑘𝑚+𝑝−1[𝑡], we can parametrize an
open cell 𝑈 ≅ 𝔸𝑚𝑝

𝑘 centered around𝑊. For degree reasons, we observe that
𝑈 ⊆ 𝑋, so that we have an induced map Wr|𝑈 ∶ 𝑈 → 𝑌.

Remark 3.22. Let𝑊 ∈ 𝑋, and let 𝑈 be an affine cell parametrized around𝑊
by a moving basis. Then the restricted Wronski map Wr|𝑈 ∶ 𝑈 → 𝑌 admits an
orientation induced by the trivializations of 𝑇𝑈 and 𝑇𝑌.

Thus we see that Wr|𝑈 is a map of the form 𝔸𝑚𝑝
𝑘 → 𝔸𝑚𝑝

𝑘 . What does this map
look like? If

(
𝑥𝑖𝑗
)
is a point on𝔸𝑚𝑝

𝑘 ≅ 𝑈, we have that its Wronskian is a degree
𝑚𝑝 polynomial of the form

Wr
(
𝑒𝑝+1(𝑥), … , 𝑒𝑝+𝑚(𝑥)

)
(𝑡) =

𝑚𝑝∑

𝑖=0
ℎ𝑖𝑡𝑖.

This is by definition a point
[
ℎ0 ∶ … ∶ ℎ𝑚𝑝

]
in projective space. In order to take

the affine chart 𝑌 we must divide out by ℎ𝑚𝑝, which we know to be non-zero by
Remark 3.21 since𝑊 lies on𝑋. Moreover since we picked the 𝑒𝑝+𝑖’s to be monic,
we know exactly what ℎ𝑚𝑝 is! By only picking out the highest degree terms
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in the Wronskian, we can observe that ℎ𝑚𝑝 is the coefficient on the monomial
Wr

(
𝑡𝑝, 𝑡𝑝+1, … , 𝑡𝑚+𝑝−1

)
, which is well-defined over 𝑘 via our hypothesis that

(𝑚 + 𝑝 − 1)! is invertible over 𝑘. It is well-known that this is the Vandermonde
𝑉(𝑝, 𝑝 + 1,… ,𝑚 + 𝑝 − 1) [BD10, Lemma 1], and a simple induction argument
shows that this is equal to

∏𝑚−1
𝑖=1 𝑖!. We will now compare the local section 𝜎 to

the Wronski map. In order to do this, we must first introduce some notation.

Notation 3.23. We define the following maps from 𝔸𝑚𝑝
𝑘 to itself:

∙ By abuse of notation, denote by 𝑉𝑚,𝑝 ∶ 𝔸𝑚𝑝
𝑘 → 𝔸𝑚𝑝

𝑘 the map which
multiplies each coordinate by the scalar

∏𝑚−1
𝑖=1 𝑖!.

∙ Let ev𝑠 ∶ 𝔸
𝑚𝑝
𝑘 → 𝔸𝑚𝑝

𝑘 be the map which sends a tuple (𝑎0, … , 𝑎𝑚+𝑝−1),
viewed as a polynomial 𝑔(𝑡) =

∑𝑚𝑝−1
𝑖=0 𝑎𝑖𝑡𝑖, to the tuple

(
𝑔(𝑠1), … , 𝑔(𝑠𝑚𝑝)

)
.

∙ Finally, denote by tr𝑠 the translation map

tr𝑠 ∶ 𝔸
𝑚𝑝
𝑘 → 𝔸𝑚𝑝

𝑘

(𝑥1, … , 𝑥𝑚𝑝) ↦
(
𝑥1 + 𝑉𝑚,𝑝𝑠

𝑚𝑝
1 , … , 𝑥𝑚𝑝 + 𝑉𝑚,𝑝𝑠

𝑚𝑝
𝑚𝑝
)
.

Lemma 3.24. Let 𝑊 ∈ 𝑋, and let 𝑈 be an open cell parametrized around
𝑋, determined by a monomial basis as above. Then the following diagram
commutes:

𝒱|𝑈

𝑈 𝔸𝑚𝑝
𝑘

𝑌 𝔸𝑚𝑝 𝔸𝑚𝑝

⊕𝑚𝑝
𝑖=1(𝑒𝑝+1∧⋯∧𝑒𝑚+𝑝)𝜎|𝑈

Wr|𝑈

𝑉𝑚,𝑝 ev𝑠

tr𝑠

Proof. Fix 𝑒1, … , 𝑒𝑚𝑝 as desired, and begin with a point (𝑥𝑖𝑗) on the affine space
𝑈. Let its Wronski be written as

Wr
(
𝑒𝑝+1(𝑥), … , 𝑒𝑝+𝑚(𝑥)

)
=

𝑚𝑝∑

𝑖=0
ℎ𝑖𝑡𝑖,

where we have that ℎ𝑚𝑝 =
∏𝑚−1

𝑖=1 𝑖! as above. Landing in 𝑌, we have that (𝑥𝑖,𝑗)
is mapped to the𝑚𝑝-tuple

(
ℎ0
ℎ𝑚𝑝

, … ,
ℎ𝑚𝑝−1
ℎ𝑚𝑝

) .

Applying the map 𝑉𝑚,𝑝, we multiply each factor through by ℎ𝑚𝑝 (which we
remark is a constant which is independent of (𝑥𝑖𝑗)), which clears denominators
and maps us to

(
ℎ0, ℎ1, … , ℎ𝑚𝑝−1

)
.
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Applying the evaluation map ev𝑠, we arrive at

⎛
⎜
⎝

𝑚𝑝−1∑

𝑖=0
ℎ𝑖𝑠𝑖1,

𝑚𝑝−1∑

𝑖=0
ℎ𝑖𝑠𝑖2, … ,

𝑚𝑝−1∑

𝑖=0
ℎ𝑖𝑠𝑖𝑚𝑝

⎞
⎟
⎠
.

Finally applying our translation map, we obtain

(
𝑚𝑝∑

𝑖=0
ℎ𝑖𝑠𝑖1, … ,

𝑚𝑝∑

𝑖=0
ℎ𝑖𝑠𝑖𝑚𝑝) =

(
Wr

(
𝑒𝑝+1(𝑥), … , 𝑒𝑝+𝑚(𝑥)

)
(𝑠1), … ,Wr

(
𝑒𝑝+1(𝑥), … , 𝑒𝑝+𝑚(𝑥)

)
(𝑠𝑚𝑝)

)
.

However we remark that by Proposition 3.19 this is exactly what we obtain by
applying 𝜎 to the point (𝑥𝑖𝑗) and trivializing 𝒱 over 𝑈. □

Remark 3.25. The global 𝔸1-degree of the map 𝑉𝑚,𝑝 is
⟨(∏𝑚−1

𝑖=1 𝑖!
)𝑚𝑝⟩

, since

we are simply multiplying the scalar
∏𝑚−1

𝑖=1 𝑖! into each of the𝑚𝑝 coordinates.
The global degree of the translation map tr𝑠 is just ⟨1⟩, since translation is 𝔸1-
homotopic to the identity.

Lemma 3.26. The global 𝔸1-degree of the evaluation map ev𝑠1,…,𝑠𝑚𝑝 is precisely

deg𝔸
1
ev(𝑠1,…,𝑠𝑚𝑝) = ⟨𝑉(𝑠)⟩ ,

where 𝑉(𝑠) ∶= 𝑉(𝑠1, … , 𝑠𝑚𝑝) denotes the Vandermonde determinant. As a
result, since this is a rank one element of GW(𝑘), this is the local 𝔸1-degree at
any root of ev(𝑠1,…,𝑠𝑚𝑝).

Proof. Let ev(𝑠1,…,𝑠𝑚𝑝) = (ev1, … , ev𝑚𝑝), and let (𝑎0, … , 𝑎𝑚𝑝−1) correspond to

𝑎0 + 𝑎1𝑡 + … + 𝑎𝑚𝑝−1𝑡𝑚𝑝−1 + 𝑡𝑚𝑝. Then we can see 𝜕ev𝑗
𝜕𝑎𝑖

= 𝑠𝑖−1𝑗 . □

Lemma 3.27. Let 𝑠1, … , 𝑠𝑚𝑝 be distinct, and let Φ(𝑡) =
∏𝑚𝑝

𝑖=1(𝑡 − 𝑠𝑖). For any
[𝑊] ∈Wr−1(Φ(𝑡)), we have that

ind𝑊𝜎 =
⟨
𝑉(𝑠) ⋅

⎛
⎜
⎝

𝑚−1∏

𝑖=1
𝑖!
⎞
⎟
⎠

𝑚𝑝
⟩
⋅ deg𝔸

1

𝑊 Wr.

Proof. The proof follows from applying the local degree to the commutative
diagram in Lemma 3.24, and deferring to the computation in Lemma 3.26. □

An explicit formula for ind𝑊𝜎 at any simple root will be provided in Section 4.

Lemma 3.28. If𝒱 is relatively orientable, then its Euler number 𝑒(𝒱) ∈ GW(𝑘)
is an integer multiple of the hyperbolic element ℍ.

For a proof of this lemma, see [Lev20, 4.3] as well as the discussion in [SW21,
Section 4].
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Theorem 3.29. Let𝑚 and 𝑝 be even. Then the 𝔸1-degree of the Wronski map
computed on the big open cell 𝑋 is

deg𝔸
1
Wr|𝑋 =

𝑛ℂ
2 ℍ.

Proof. Let 𝑠1, … , 𝑠𝑚𝑝 be distinct, and let 𝑉(𝑠) = 𝑉(𝑠1, … , 𝑠𝑚𝑝) denote their Van-
dermonde determinant. Via Lemma 3.27 the degree of the Wronski is precisely

deg𝔸
1
Wr =

∑

𝑊∈𝑍(Wr)
deg𝔸

1

𝑊 Wr =
⟨
𝑉(𝑠) ⋅

⎛
⎜
⎝

𝑚−1∏

𝑖=1
𝑖!
⎞
⎟
⎠

𝑚𝑝
⟩ ∑

𝑊∈𝑍(𝜎)
ind𝑊𝜎

=
⟨
𝑉(𝑠) ⋅

⎛
⎜
⎝

𝑚−1∏

𝑖=1
𝑖!
⎞
⎟
⎠

𝑚𝑝
⟩
𝑒(𝒱, 𝜎).

By Lemma 3.28, the Euler number is a multiple of ℍ, and since we know the
rank of the bilinear form deg𝔸

1
Wr in the case where𝑚 and 𝑝 are both even via

the classical computation of Schubert, we can determine which integer multiple
of the hyperbolic element it must be.
Finally we remark that the choice of orientation of an affine patch is well-defined
up to a square class in the ground field (this is precisely the issuewe see in [EG02]
where the Brouwer degree of the Wronski is well-defined up to a sign). Since the
degree produced here is hyperbolic, this ambiguity vanishes, since ⟨𝑎⟩ℍ = ℍ
for any 𝑎 ∈ 𝑘×. □

Example 3.30. Consider the case𝑚 = 𝑝 = 2, and let {𝑠1, … , 𝑠4} = {−1, 0, 1, 2}.
Then we have that

Wr(𝑡3 + 𝑥1,1𝑡 + 𝑥1,2, 𝑡2 + 𝑥2,1𝑡 + 𝑥2,2) = (−1)(𝑡 + 1)𝑡(𝑡 − 1)(𝑡 − 2),

and we can verify that the two solutions are given by

(𝑥1,1, 𝑥1,2, 𝑥2,1, 𝑥2,2) = (
1 ±

√
13

2 , −1, −1, 2

1 ±
√
13
) .

In this case the Vandermonde 𝑉2,2 is the identity, while the Vandermonde
𝑉(𝑠1, … , 𝑠4) is equal to 8.

This global count unifies the real and complex degrees of the Wronski map into
one computation in these parities — that is, we recover the complex degree
by taking the rank of this form, and the real degree by taking the signature.
Contained within the local degree of the Wronski map is further geometric
information, which we can now explore.

4. A formula for the local index

In this section we will provide a formula for the local degree deg𝔸
1

𝑊 Wr, when
the Wronski map has a simple root at the point𝑊. To parametrize an affine
open cell around𝑊, we first fix a basis 𝑒1, … , 𝑒𝑚+𝑝 of 𝑘𝑚+𝑝−1[𝑡] so that𝑊 =
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span
{
𝑒𝑝+1, … , 𝑒𝑚+𝑝

}
. Let 𝜑𝑘 denote the dual basis element to 𝑒𝑘. We may then

rewrite the covectors 𝜎𝓁,1, … , 𝜎𝓁,𝑚 in this dual basis. That is, for any 1 ≤ 𝑗 ≤ 𝑚,
we write

𝜎𝓁,𝑗 ∶=
𝑚+𝑝∑

𝑘=1
𝑒(𝑗−1)𝑘 (𝑠𝓁)𝜑𝑘, (4.1)

It is easy to see by acting on 𝑒𝑘 by 𝜎𝓁,𝑗, that 𝑒
(𝑗−1)
𝑘 (𝑠𝓁)will be the coefficient on 𝜑𝑘.

By Equation 2.1, we have that span
{
𝜎𝓁,1, … , 𝜎𝓁,𝑚

}
= 𝐹𝑚(𝑠𝓁), thus by a forgivable

abuse of notation we refer to the matrix of coefficients of these vectors as 𝐹𝑚(𝑠𝓁):

𝐹𝑚(𝑠𝓁) =

⎛
⎜
⎜
⎜
⎝

𝑒1(𝑠𝓁) 𝑒′1(𝑠𝓁) ⋯ 𝑒(𝑚−1)1 (𝑠𝓁)
𝑒2(𝑠𝓁) 𝑒′2(𝑠𝓁) ⋯ 𝑒(𝑚−1)2 (𝑠𝓁)
⋮ ⋮ ⋱ ⋮

𝑒𝑚+𝑝(𝑠𝓁) 𝑒′𝑚+𝑝(𝑠𝓁) ⋯ 𝑒(𝑚−1)𝑚+𝑝 (𝑠𝓁)

⎞
⎟
⎟
⎟
⎠

=
(
coeffs of 𝜎𝓁,1 ⋯ coeffs of 𝜎𝓁,𝑚

)
. (4.2)

We will define the following notation to identify a distinguished minor of this
matrix. Namely we want to take minors consisting of all the bottom 𝑚 rows
except one, and one row from higher in the matrix. Explicitly, let 1 ≤ 𝛾 ≤ 𝑚
and 1 ≤ 𝑘 ≤ 𝑝. Then we denote by 𝛼(𝛾, 𝜅) the multiindex

𝛼(𝛾, 𝑘) ∶= {𝑘, 𝑝 + 1,… , 𝑝 + 𝛾 − 1, 𝑝 + 𝛾 + 1,… , 𝑝 + 𝑚} .

In particular this gives us 𝑧𝛼(𝛾,𝑘)(𝐹𝑚(𝑠𝓁)),which is the 𝛼(𝛾, 𝑘)th Plücker coordi-
nate of 𝐹𝑚(𝑠𝓁):

𝑧𝛼(𝛾,𝑘)(𝐹𝑚(𝑠𝓁)) = det

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

𝑒𝑘(𝑠𝓁) 𝑒′𝑘(𝑠𝓁) ⋯ 𝑒(𝑚−1)𝑘 (𝑠𝓁)
𝑒𝑝+1(𝑠𝓁) 𝑒′𝑝+1(𝑠𝓁) ⋯ 𝑒(𝑚−1)𝑝+1 (𝑠𝓁)
𝑒𝑝+2(𝑠𝓁) 𝑒′𝑝+2(𝑠𝓁) ⋯ 𝑒(𝑚−1)𝑝+2 (𝑠𝓁)

⋮ ⋮ ⋱ ⋮
𝑒𝑝+𝛾−1(𝑠𝓁) 𝑒′𝑝+𝛾−1(𝑠𝓁) ⋯ 𝑒(𝑚−1)𝑝+𝛾−1(𝑠𝓁)
𝑒𝑝+𝛾+1(𝑠𝓁) 𝑒′𝑝+𝛾+1(𝑠𝓁) ⋯ 𝑒(𝑚−1)𝑝+𝛾+1(𝑠𝓁)

⋮ ⋮ ⋱ ⋮
𝑒𝑚+𝑝(𝑠𝓁) 𝑒′𝑚+𝑝(𝑠𝓁) ⋯ 𝑒(𝑚−1)𝑚+𝑝 (𝑠𝓁)

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

=Wr
(
𝑒𝑘, 𝑒𝑝+1, … , 𝑒𝑝+𝛾, … , 𝑒𝑚+𝑝

)
(𝑠𝓁).

We recall that the fiber of the Wronski map over
∏𝑚𝑝

𝑖=1(𝑡 − 𝑠𝑖) counts the number
of𝑚-planes meeting 𝐸𝑝(𝑠1), … , 𝐸𝑝(𝑠𝑚𝑝) non-trivially. Here we can state a new
geometric interpretation for the local index of the Wronski — namely it picks
up a determinantal relation between distinguished Plücker coordinates of the
planes 𝐹𝑚(𝑠𝑖) (under duality these can be considered as distinguished Plücker
coordinates of the 𝐸𝑝(𝑠𝑖)’s). We remark that while our computation of the
global degree of the Wronski only held when 𝑚 and 𝑝 were both even, the
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following result holds in all parities and over arbitrary fields, subject to the
ongoing assumption that (𝑚 + 𝑝 − 1)!−1 ∈ 𝑘.
Theorem 4.3. Let𝑊 be a simple preimage of the Wronski map in the fiber
Wr−1

(∏𝑚𝑝
𝑖=1(𝑡 − 𝑠𝑖)

)
, and let 𝑒1, … , 𝑒𝑚𝑝 be a basis chosen so that

𝑊 = span
{
𝑒𝑝+1, … , 𝑒𝑚+𝑝

}
.

Then in the coordinates of the affine open cell on the Grassmannian, we have
that the local degree of the Wronski map is given by

deg𝔸
1

𝑊 Wr = ⟨𝐶 ⋅ detℬ⟩ ,
where 𝐶 is the global constant

𝐶 = 𝑉(𝑠1, … , 𝑠𝑚𝑝)
⎛
⎜
⎝

𝑚−1∏

𝑖=1
𝑖!
⎞
⎟
⎠

𝑚𝑝

(−1)𝑚(𝑚−1)𝑝∕2,

where 𝑉(𝑠1, … , 𝑠𝑚𝑝) is the Vandermonde determinant of the 𝑠𝑖’s, and ℬ is the
𝑚𝑝 ×𝑚𝑝-matrix defined by

ℬ =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

𝑧𝛼(1,1)(𝐹𝑚(𝑠1)) 𝑧𝛼(1,1)(𝐹𝑚(𝑠2)) ⋯ 𝑧𝛼(1,1)(𝐹(𝑠𝑚𝑝))
𝑧𝛼(1,2)(𝐹𝑚(𝑠1)) 𝑧𝛼(1,2)(𝐹𝑚(𝑠2)) ⋯ 𝑧𝛼(1,2)(𝐹(𝑠𝑚𝑝))

⋮ ⋮ ⋱ ⋮
𝑧𝛼(1,𝑝)(𝐹𝑚(𝑠1)) 𝑧𝛼(1,𝑝)(𝐹𝑚(𝑠2)) ⋯ 𝑧𝛼(1,𝑝)(𝐹(𝑠𝑚𝑝))
𝑧𝛼(2,1)(𝐹𝑚(𝑠1)) 𝑧𝛼(2,1)(𝐹𝑚(𝑠2)) ⋯ 𝑧𝛼(2,1)(𝐹(𝑠𝑚𝑝))

⋮ ⋮ ⋱ ⋮
𝑧𝛼(2,𝑝)(𝐹𝑚(𝑠1)) 𝑧𝛼(2,𝑝)(𝐹𝑚(𝑠2)) ⋯ 𝑧𝛼(2,𝑝)(𝐹(𝑠𝑚𝑝))

⋮ ⋮ ⋱ ⋮
𝑧𝛼(𝑚,𝑝)(𝐹𝑚(𝑠1)) 𝑧𝛼(𝑚,𝑝)(𝐹𝑚(𝑠2)) ⋯ 𝑧𝛼(𝑚,𝑝)(𝐹(𝑠𝑚𝑝))

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

where these Plücker coordinates are written in the basis {𝜑𝑖}.
Proof. Since 𝑍(𝜎) = 𝑍(Wr), we may suppose that 𝜎 has a simple zero at the
top point𝑊 = span

{
𝑒𝑝+1, … , 𝑒𝑚+𝑝

}
∈ Gr𝑘(𝑚,𝑚 +𝑝), and rewrite the covectors

of 𝜎 in the associated cobasis, as in Equation 4.1. Then we have an affine
coordinate chart 𝑈 around𝑊, and we can trivialize 𝒱 over 𝑈 by direct sums of
𝜑𝑝+1 ∧⋯ ∧ 𝜑𝑚+𝑝. We then obtain functions 𝐹1, … , 𝐹𝑚𝑝 on 𝑈 defined by

∧𝑚𝑗=1𝜎𝓁,𝑗 = 𝐹𝓁 ⋅ 𝜑𝑝+1 ∧⋯ ∧ 𝜑𝑚+𝑝. (4.4)
The 𝐹𝑖’s are local representations of 𝜎 in the chart 𝑈, centered around𝑊. As
𝑊 is a simple zero, then in order to compute ind𝑊𝜎 it suffices to compute the
partial derivatives of the functions 𝐹𝑖 at the origin of 𝑈 (which is the point
𝑊 = 𝑒𝑝+1 ∧⋯ ∧ 𝑒𝑚+𝑝). By the definition of the moving basis in Equation 3.2,
we have a change of basis formula2

𝜑𝑘 = {
𝜑𝑘 +

∑𝑚
𝑛=1 𝑥𝑛,𝑘𝜑𝑝+𝑛 1 ≤ 𝑘 ≤ 𝑝

𝜑𝑘 𝑝 + 1 ≤ 𝑘 ≤ 𝑚 + 𝑝.
(4.5)

2By allowing 𝜑𝑖 to act on 𝑒𝑗 , we get the coefficient of 𝜑𝑗 in 𝜑𝑖 .
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For any fixed 𝓁, we may then write
𝑚⋀

𝑗=1
𝜎𝓁,𝑗 =

𝑚⋀

𝑗=1
(
𝑚+𝑝∑

𝑘=1
𝑒(𝑗−1)𝑘 (𝑠𝓁)𝜑𝑘)

=
𝑚⋀

𝑗=1

⎛
⎜
⎝

𝑝∑

𝑘=1
𝑒(𝑗−1)𝑘 (𝑠𝓁) (𝜑𝑘 +

𝑚∑

𝑛=1
𝑥𝑛,𝑘𝜑𝑝+𝑛) +

𝑚+𝑝∑

𝑞=𝑝+1
𝑒(𝑖−1)𝑞 (𝑠𝓁)𝜑𝑞

⎞
⎟
⎠
.

(4.6)

Since we will be evaluating this at 𝑒𝑝 ∧⋯∧ 𝑒𝑚+𝑝−1 we only need to worry about
terms which are of the form 𝜑𝑝+1 ∧ ⋯ ∧ 𝜑𝑚+𝑝−1. In particular we can forget
about the 𝜑𝑘 terms for 1 ≤ 𝑘 ≤ 𝑝, and we obtain

𝑚⋀

𝑗=1

⎛
⎜
⎝

𝑝∑

𝑘=1
𝑒(𝑗−1)𝑘 (𝑠𝓁) (

𝑚∑

𝑛=1
𝑥𝑛,𝑘𝜑𝑝+𝑛) +

𝑚+𝑝∑

𝑘=𝑝+1
𝑒(𝑖−1)𝑘 (𝑠𝓁)𝜑𝑘

⎞
⎟
⎠

=
𝑚⋀

𝑗=1

⎛
⎜
⎝

𝑝∑

𝑘=1

𝑚+𝑝∑

𝑛=𝑝+1
𝑒(𝑗−1)𝑘 (𝑠𝓁)𝑥𝑛−𝑝,𝑘𝜑𝑛 +

𝑚+𝑝∑

𝑞=𝑝+1
𝑒(𝑗−1)𝑞 (𝑠𝓁)𝜑𝑞

⎞
⎟
⎠

=
𝑚⋀

𝑗=1

⎛
⎜
⎝

𝑚+𝑝∑

𝑛=𝑝+1
(𝑒(𝑗−1)𝑛 (𝑠𝓁) +

𝑝∑

𝑘=1
𝑒(𝑗−1)𝑘 (𝑠𝓁)𝑥𝑛−𝑝,𝑘)𝜑𝑛

⎞
⎟
⎠

=det(𝒞) ⋅ 𝜑𝑝+1 ∧⋯ ∧ 𝜑𝑚+𝑝,

(4.7)

where 𝒞𝑗,𝛾 is the coefficient on 𝜑𝑝+𝛾 in the 𝑗th exterior power above. Explicitly,

𝒞𝑗,𝛾 = 𝑒(𝑗−1)𝑝+𝛾 (𝑠𝓁) +
𝑝∑

𝑘=1
𝑒(𝑗−1)𝑘 (𝑠𝓁)𝑥𝛾,𝑘.

Since we will evaluate partials at the origin, we only need to pick out linear
terms in the 𝑥𝛾,𝑘’s, so we can forget higher order terms as well as constant terms.
Thus, we see that

det(𝒞) =
∑

𝜎∈𝑆𝑚

sgn(𝜎)
𝑚∏

𝛾=1
(𝑒(𝜎(𝛾)−1)𝑝+𝛾 (𝑠𝓁) +

𝑝∑

𝑘=1
𝑒(𝜎(𝛾)−1)𝑘 (𝑠𝓁)𝑥𝛾,𝑘) .

For a fixed 𝑥𝛾,𝑘 the constant coefficient on 𝑥𝛾,𝑘 is

𝜕𝐹𝓁
𝜕𝑥𝛾,𝑘

||||||||0
=

∑

𝜎∈𝑆𝑚

sgn(𝜎)𝑒(𝜎(𝛾)−1)𝑘 (𝑠𝓁)
∏

1≤𝑎≤𝑚
𝑎≠𝛾

𝑒(𝜎(𝑎)−1)𝑝+𝑎 (𝑠𝓁), (4.8)

and we can recognize this as a Plücker coordinate!
𝜕𝐹𝓁
𝜕𝑥𝛾,𝑘

||||||||0
=Wr(𝑒𝑝+1, … , 𝑒𝑝+𝛾−1, 𝑒𝑘, 𝑒𝑝+𝛾+1, … , 𝑒𝑚+𝑝)(𝑠𝓁)

= (−1)𝛾−1Wr
(
𝑒𝑘, 𝑒𝑝+1, … , 𝑒𝑝+𝛾, … , 𝑒𝑚+𝑝

)
(𝑠𝓁)

= (−1)𝛾−1𝑧𝛼(𝛾,𝑘) (𝐹𝑚(𝑠𝓁)) .
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In particular by Remark 3.5 we have that (−1)𝛾𝑧𝛼(𝛾,𝑘)(𝐹𝑚(𝑠𝓁)) is the (𝛾, 𝑘)th
affine coordinate of the plane 𝐹𝑚(𝑠𝓁). Varying over all (𝛾, 𝑘) and 𝓁, we obtain
the local index as

ind𝑊𝜎 =
⟨
det (

𝜕𝐹𝓁
𝜕𝑥𝛾,𝑘

)
(𝛾,𝑘),𝓁

⟩

=
⟨
det(−1)𝛾−1

(
𝑧𝛼(𝛾,𝑘)(𝐹𝑚(𝑠𝓁))

)
(𝛾,𝑘),𝓁

⟩
.

As 𝛾 and 𝑘 vary, we can pull a (−1)𝛾−1 out of 𝑝 different rows, where 𝛾 is varying

from 1 to𝑚. So we have to pull out (−1)𝑝
(∑𝑚

𝛾=1 𝛾−1
)

= (−1)𝑚(𝑚−1)𝑝∕2. This is the
coefficient on (−1) we are seeing in the constant for 𝐶. Finally by Lemma 3.27
we have that the local degree of the Wronski and the index of 𝜎 agree up to these
Vandermonde constants. □

Reality check 4.9. In [SW21, Proposition 9], the authors demonstrated a for-
mula for the local index of an analogous section in the specific case where𝑚 = 2
and 𝑝 = 𝑛 − 1 for 𝑛 odd. For the section 𝜎 = ⊕2𝑛−2

𝑖=1 𝛼𝑖 ∧ 𝛽𝑖, they expressed
𝛼𝑖 =

∑
𝑗 𝛼𝑖,𝑗𝜑𝑗 and 𝛽𝑖 =

∑
𝑗 𝑏𝑖,𝑗𝜑𝑗, and demonstrated that the local index at

𝑊 = 𝑒𝑛 ∧ 𝑒𝑛+1 is given by (both in their notation and in the notation from this
paper):

ind𝑊𝜎 =
⟨
det

|||||||||||||||||||||||||||||||||||||

⋯ (𝑎𝑖,1𝑏𝑖,𝑛+1 − 𝑎𝑖,𝑛+1𝑏𝑖,1) ⋯
⋮

⋯ (𝑎𝑖,𝑗𝑏𝑖,𝑛+1 − 𝑎𝑖,𝑛+1𝑏𝑖,𝑗) ⋯
⋮

⋯ (𝑎𝑖,𝑛−1𝑏𝑖,𝑛+1 − 𝑎𝑖,𝑛+1𝑏𝑖,𝑛−1) ⋯
⋯ (𝑎𝑖,𝑛𝑏𝑖,1 − 𝑎𝑖,1𝑏𝑖,𝑛) ⋯

⋮
⋯ (𝑎𝑖,𝑛𝑏𝑖,𝑗 − 𝑎𝑖,𝑗𝑏𝑖,𝑛) ⋯

⋮
⋯ (𝑎𝑖,𝑛𝑏𝑖,𝑛−1 − 𝑎𝑖,𝑛−1𝑏𝑖,𝑛) ⋯

|||||||||||||||||||||||||||||||||||||

⟩

We note that each of the entries in the 𝑖th column of this matrixℬ is obtained by

taking the matrix ( 𝑎𝑖,𝑛 𝑏𝑖,𝑛
𝑎𝑖,𝑛+1 𝑏𝑖,𝑛+1

), swapping out a row for something suitable

(as in our construction above), and then taking a determinant. Rewriting this
local index in the notation from this paper, we can see that it takes the following
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form:

ind𝑊𝜎 =
⟨
det

|||||||||||||||||||||||||||||||||||||

⋯ 𝑧𝛼(1,1)(𝐹2(𝑠𝑖)) ⋯
⋮

⋯ 𝑧𝛼(1,𝑗)(𝐹2(𝑠𝑖) ⋯
⋮

⋯ 𝑧𝛼(1,𝑛−1)(𝐹2(𝑠𝑖)) ⋯
⋯ (−1)𝑧𝛼(2,1)(𝐹2(𝑠𝑖)) ⋯

⋮
⋯ (−1)𝑧𝛼(2,𝑗)(𝐹2(𝑠𝑖)) ⋯

⋮
⋯ (−1)𝑧𝛼(2,𝑛−1)(𝐹2(𝑠𝑖)) ⋯

|||||||||||||||||||||||||||||||||||||

⟩
.

Example 4.10. For 𝑚 = 𝑝 = 2, we can continue with Example 3.30, we can
take , and expand around the point𝑊 = span {𝑓, 𝑔}, where

𝑓 = 𝑡3 +
1 +

√
13

2 𝑡 − 1

𝑔 = 𝑡2 − 𝑡 + 2

1 +
√
13
.

Then 𝐹2(𝑠𝑖) is the matrix

⎛
⎜
⎜
⎝

1 0
𝑠𝑖 1
𝑔(𝑠𝑖) 𝑔′(𝑠𝑖)
𝑓(𝑠𝑖) 𝑓′(𝑠𝑖)

⎞
⎟
⎟
⎠

.

In the notation of [SW21], 𝜇𝐿 is the cross-ratio of the four points [1 ∶ 𝑠𝑖], while 𝜆𝐿
is the cross-ratio of the points [𝑔′(𝑠𝑖) ∶ 𝑓′(𝑠𝑖)], where {𝑠1, 𝑠2, 𝑠3, 𝑠4} = {−1, 0, 1, 2}.
Hence our local degree can be reinterpret in terms of cross-ratios of linesmeeting
four lines in three-space in this low-dimensional setting.

4.1. Maximally inflected curves. Given an𝑚-plane𝑊 = span {𝑓1, … , 𝑓𝑚}
with Wronskian Wr(𝑓1, … , 𝑓𝑚)(𝑡) =

∏𝑚𝑝
𝑖=1(𝑡 − 𝑠𝑖), we can consider it as a ra-

tional curve 𝜑∶ ℙ1 → ℙ𝑚−1, given by mapping 𝑡 ↦ [𝑓1(𝑡) ∶ … ∶ 𝑓𝑚(𝑡)].
The statement that the Wronskian vanishes at 𝑠𝑖 is equivalent to the statement
that the vectors 𝜑(𝑠), 𝜑′(𝑠), … , 𝜑𝑚−1(𝑠) do not span ℙ𝑚−1 at time 𝑡 = 𝑠𝑖 (c.f.
[Sot11, KS03]). Equivalently one says that the curve ramifies or inflects at time
𝑠𝑖. The degree of the Wronski map then admits another interpretation: it counts
how many rational curves of degree ≤ 𝑚 + 𝑝 − 1 have prescribed inflection
at times 𝑡 = 𝑠1, … , 𝑠𝑚𝑝. With our refined local index in hand, we can ask the
following question: How does the local degree deg𝔸

1

𝑊 Wr of theWronski map relate
to the topology (or geometry) of the associated rational curve 𝜑?
We don’t claim any general answer to this question. Indeed studying topological
constraints on inflected curves is a difficult problem in general. In the case
when 𝑚 = 3 and 𝑝 = 1, 2, 3, we are looking at planar cubics, quartics, and
quintics, respectively. Kharlamov and Sottile [KS03] have studied real inflection
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Curve

# isolated points 2 2 2 3 3
Local 𝔸1-index over ℝ +1 +1 +1 −1 −1.

Figure 3. Maximally inflected real quartics, [KS03, p. 23]

data in this setting (by the Shapiro–Shapiro conjecture, when the inflection
points are real, the rational curve will be real as well). We can present some very
preliminary observations that tie our local degree to their work.
In the case of quartics, there are five different quartics with six flexes (this five
is the complex degree of the Wronski map whose domain is Grℂ(2, 5)). The
graphs of these, pulled from [KS03], are included below.3 While the curves look
topologically distinct due to the nodal singularities, it is perhaps more telling
to look at the number of isolated points (real ordinary points with complex
conjugate tangent directions).
Welschinger [Wel05] remarked that (−1)#𝐼 is a revealing invariant to consider
for planar curves, where 𝐼 is the set of isolated points. Using Levine’s arith-
metic Welschinger invariant [Lev18], Kass–Levine–Solomon–Wickelgren have
extended this to define an arithmetic Welschinger invariant valued in GW(𝑘)
[Kas+22] (see also [PW21]). We may compute that Welschinger’s original in-
variant agrees with the local index of 𝜎 following the formula in Theorem 4.3.

Corollary 4.11. When (𝑓1 ∶ 𝑓2 ∶ 𝑓3) defines a real planar quartic, we have that

sgn deg𝔸
1

span{𝑓1,𝑓2,𝑓3}
Wr = (−1)#𝐼 ,

where (−1)#𝐼 is Welschinger’s invariant.

It is possible that the arithmeticWelschinger invariant provides a local𝔸1-degree
for the Wronski map, which could potentially shine light on the classification of
maximally inflected curves in higher degrees and higher dimensions. We plan
to explore this idea in greater detail in a future paper.

References
[BD10] Bostan, Alin; Dumas, Philippe. Wronskians and linear independence,

Amer. Math. Monthly 117 (2010), 722–727. MR2732247, Zbl 1202.00030,
doi: 10.4169/000298910X515785. 212

3One remarks that the three leftmost curves have two flexes at the point of self-intersection.
This is purely an accident, due to the symmetry on the projective line of the prescribed flex points.
In general we shouldn’t expect this to happen, and our computations are not impacted by this
coincidence.

http://www.ams.org/mathscinet-getitem?mr=2732247
http://www.emis.de/cgi-bin/MATH-item?1202.00030
http://dx.doi.org/10.4169/000298910X515785


AN ENRICHED DEGREE OF THE WRONSKI MAP 221

[BMP23] Brazelton, Thomas; McKean, Stephen; Pauli, Sabrina. Bézoutians and the
A1-degree, Algebra Number Theory 17 (2023), 1985–2012. MR4648854, Zbl 1537.14033,
doi: 10.2140/ant.2023.17.1985. 205

[Bra21] Brazelton, Thomas. An Introduction to A1-Enumerative Geometry, In Homotopy
Theory and Arithmetic Geometry – Motivic and Diophantine Aspects, LMS-CMI Re-
search School, London, July 2018, Ed. by Frank Neumann and Ambrus Pál, Springer
International Publishing, 2021, 11–47. MR4419309, Zbl 1478.14002. doi: 10.1007/978-
3-030-78977-0_2. 204

[BW23] Bachmann, Tom; Wickelgren, Kirsten. Euler classes: six-functors formalism, du-
alities, integrality and linear subspaces of complete intersections, J. Inst. Math. Jussieu
22 (2023), 681–746. MR4557905, Zbl 1515.14037. doi: 10.1017/S147474802100027X.
197, 203, 205

[CDH23] Cotterill, Ethan; Darago, Ignacio; Han, Changho. Arithmetic inflection for-
mulae for linear series on hyperelliptic curves, Math. Nachr. 296 (2023), 3272–3300.
MR4626882, Zbl 1537.14034, doi: 10.1002/mana.202100229. 196

[CG22] Cotterill, Ethan; López, Cristhian Garay. Real inflection points of real linear
series on an elliptic curve, Exp. Math. 31 (2022), 506–517. MR4458129, Zbl 1492.14056,
doi: 10.1080/10586458.2019.1655815. 196

[Dar+23] Darwin, Cameron; Galimova, Aygul; Gu, Miao; McKean, Stephen. Conics
meeting eight lines over perfect fields, J. Algebra 631 (2023), 24–45. MR4589636, Zbl
1531.14068, doi: 10.1016/j.jalgebra.2023.04.024. 204

[EG01] Eremenko, Alexandre; Gabrielov, Andrei. The Wronski map and Grassmanni-
ans of real codimension 2 subspaces, Comput. Methods Funct. Theory 1 (2001), 1–25.
MR1931599, Zbl 1052.14057, doi: 10.1007/BF03320973. 196

[EG02] Eremenko, A.; Gabrielov, A.. Degrees of real Wronski maps, Discrete Comput. Geom.
28 (2002), 331–347. MR1923956, Zbl 1004.14011. doi: 10.1007/s00454-002-0735-x. 196,
211, 214

[EH16] Eisenbud, David; Harris, Joe. 3264 and all that. A second course in algebraic geometry.
Cambridge University Press, Cambridge, 2016, 616 pages. MR3617981, Zbl 1341.14001,
doi: 10.1017/CBO9781139062046. 207

[HH92] Hoffman, P. N.; Humphreys, J. F.. Projective representations of the symmetric groups,
Oxford Mathematical Monographs. Q-functions and shifted tableaux, Oxford Science
Publications, The Clarendon Press, Oxford University Press, NewYork, 1992, 304 pages.
MR1205350, Zbl 0777.20005. 196

[Kas+22] Kass, Jesse Leo; Levine, Marc; Solomon, Jake P.; Wickelgren, Kirsten. A
quadratically enriched count of rational plane curves, 2022. 198, 205, 206, 220

[KS03] Kharlamov, Viatcheslav; Sottile, Frank. Maximally inflected real rational
curves, Mosc. Math. J. 3 (2003), 947–987, 1199–1200. MR2078569, Zbl 1052.14070,
doi: 10.17323/1609-4514-2003-3-3-947-987. 219, 220

[KW19] Kass, Jesse Leo; Wickelgren, Kirsten. The class of Eisenbud-Khimshiashvili-
Levine is the local A1-Brouwer degree, Duke Math. J. 168 (2019), 429–469. MR3909901,
Zbl 1412.14014, doi: 10.1215/00127094-2018-0046. 197, 203

[KW21] Kass, Jesse Leo; Wickelgren, Kirsten. An arithmetic count of the lines on a
smooth cubic surface, Compos. Math. 157 (2021), 677–709. MR4247570, Zbl 1477.14085,
doi: 10.1112/s0010437x20007691. 204, 205, 207

[Lev18] Levine, Marc. Toward an algebraic theory of Welschinger invariants, 2018.
doi: 10.48550/ARXIV.1808.02238. 220

[Lev20] Levine, Marc. Aspects of enumerative geometry with quadratic forms, Doc. Math. 25
(2020), 2179–2239. MR4198841, Zbl 1465.14008. 197, 203, 213

[McK21] McKean, Stephen. An arithmetic enrichment of Bézout’s Theorem,Math. Ann. 379
(2021), 633–660. MR4211099, Zbl 1467.14126, doi: 10.1007/s00208-020-02120-3. 203

http://www.ams.org/mathscinet-getitem?mr=4648854
http://www.emis.de/cgi-bin/MATH-item?1537.14033
http://dx.doi.org/10.2140/ant.2023.17.1985
http://www.ams.org/mathscinet-getitem?mr=4419309
http://www.emis.de/cgi-bin/MATH-item?1478.14002
http://dx.doi.org/10.1007/978-3-030-78977-0_2
http://dx.doi.org/10.1007/978-3-030-78977-0_2
http://www.ams.org/mathscinet-getitem?mr=4557905
http://www.emis.de/cgi-bin/MATH-item?1515.14037
http://dx.doi.org/10.1017/S147474802100027X
http://www.ams.org/mathscinet-getitem?mr=4626882
http://www.emis.de/cgi-bin/MATH-item?1537.14034
http://dx.doi.org/10.1002/mana.202100229
http://www.ams.org/mathscinet-getitem?mr=4458129
http://www.emis.de/cgi-bin/MATH-item?1492.14056
http://dx.doi.org/10.1080/10586458.2019.1655815
http://www.ams.org/mathscinet-getitem?mr=4589636
http://www.emis.de/cgi-bin/MATH-item?1531.14068
http://www.emis.de/cgi-bin/MATH-item?1531.14068
http://dx.doi.org/10.1016/j.jalgebra.2023.04.024
http://www.ams.org/mathscinet-getitem?mr=1931599
http://www.emis.de/cgi-bin/MATH-item?1052.14057
http://dx.doi.org/10.1007/BF03320973
http://www.ams.org/mathscinet-getitem?mr=1923956
http://www.emis.de/cgi-bin/MATH-item?1004.14011
http://dx.doi.org/10.1007/s00454-002-0735-x
http://www.ams.org/mathscinet-getitem?mr=3617981
http://www.emis.de/cgi-bin/MATH-item?1341.14001
http://dx.doi.org/10.1017/CBO9781139062046
http://www.ams.org/mathscinet-getitem?mr=1205350
http://www.emis.de/cgi-bin/MATH-item?0777.20005
http://www.ams.org/mathscinet-getitem?mr=2078569
http://www.emis.de/cgi-bin/MATH-item?1052.14070
http://dx.doi.org/10.17323/1609-4514-2003-3-3-947-987
http://www.ams.org/mathscinet-getitem?mr=3909901
http://www.emis.de/cgi-bin/MATH-item?1412.14014
http://dx.doi.org/10.1215/00127094-2018-0046
http://www.ams.org/mathscinet-getitem?mr=4247570
http://www.emis.de/cgi-bin/MATH-item?1477.14085
http://dx.doi.org/10.1112/s0010437x20007691
http://dx.doi.org/10.48550/ARXIV.1808.02238
http://www.ams.org/mathscinet-getitem?mr=4198841
http://www.emis.de/cgi-bin/MATH-item?1465.14008
http://www.ams.org/mathscinet-getitem?mr=4211099
http://www.emis.de/cgi-bin/MATH-item?1467.14126
http://dx.doi.org/10.1007/s00208-020-02120-3


222 THOMAS BRAZELTON

[Mor06] Morel, Fabien. A1-algebraic topology, in Proceedings of the International Congress
of Mathematicians Vol. II, Eur. Math. Soc., Zürich, 2006, 1035–1059. MR2275634
(2007m:14024), Zbl 1097.14014. 197, 203

[Mor12] Morel, Fabien. A1-algebraic topology over a field, Lecture Notes in Mathematics 2052,
Springer, Heidelberg, 2012, 259 pages. MR2934577, Zbl 1263.14003. doi: 10.1007/978-3-
642-29514-0. 204, 205

[MS23] Morel, Fabien; Sawant, Anand. Cellular A1-homology and the motivic version
of Matsumoto’s theorem, Adv. Math. 434 (2023), Paper No. 109346. MR4656524, Zbl
1543.14017. doi: 10.1016/j.aim.2023.109346. 205

[OT14] Okonek, Christian; Teleman, Andrei. A wall-crossing formula for degrees of real
central projections, Internat. J. Math. 25 (2014), Paper No. 1450038. MR3195554, Zbl
1295.14053. doi: 10.1142/S0129167X14500384. 204

[Pau22] Pauli, Sabrina. Quadratic types and the dynamic Euler number of lines on a quin-
tic threefold, Adv. Math. 405 (2022), Paper No. 108508. MR4437612, Zbl 1495.14083.
doi: 10.1016/j.aim.2022.108508. 203

[PW21] Pauli, Sabrina; Wickelgren, Kirsten. Applications to A1-enumerative geometry
of the A1-degree, Res. Math. Sci. 8 (2021), Paper No. 24. MR4245478, Zbl 1469.14047.
doi: 10.1007/s40687-021-00255-6. 204, 205, 206, 220

[Sch86] Schubert, H.. Losüng des Charakteritiken-Problems für lineare Räume beliebiger
Dimension,Mitheil. Math. Ges. Hamburg (1886), 133–155. Zbl 2698729. 196

[Sot11] Sottile, Frank. Real solutions to equations from geometry. University Lecture Series
57, American Mathematical Society, Providence, RI, 2011, 200 pages. MR2830310, Zbl
1233.14001. doi: 10.1090/ulect/057. 199, 201, 219

[SW21] Srinivasan, Padmavathi; Wickelgren, Kirsten. An arithmetic count of the lines
meeting four lines in P3, Trans. Amer. Math. Soc. 374 (2021), with an appendix by
Borys Kadets, Srinivasan, Ashvin A. Swaminathan, Libby Taylor and Dennis Tseng,
427–3451. MR4237952, Zbl 1471.14110. doi: 10.1090/tran/8307. 198, 208, 213, 218, 219

[Wel05] Welschinger, Jean-Yves. Invariants of real symplectic 4-manifolds and lower
bounds in real enumerative geometry, Invent. Math. 162 (2005), 195–234. MR2198329,
Zbl 1082.14052. doi: 10.1007/s00222-005-0445-0. 220

[Whi01] White, Dennis E.. Sign-balanced posets, J. Combin. Theory Ser. A 95 (2001), 1–38.
MR1840476, Zbl 0982.05108. doi: 10.1006/jcta.2000.3146. 196

(Thomas Brazelton) Department of Mathematics, Harvard University, Cambridge, MA
02138, USA
brazelton@math.harvard.edu

This paper is available via http://nyjm.albany.edu/j/2025/31-9.html.

http://www.ams.org/mathscinet-getitem?mr=2275634 (2007m:14024)
http://www.ams.org/mathscinet-getitem?mr=2275634 (2007m:14024)
http://www.emis.de/cgi-bin/MATH-item?1097.14014
http://www.ams.org/mathscinet-getitem?mr=2934577
http://www.emis.de/cgi-bin/MATH-item?1263.14003
http://dx.doi.org/10.1007/978-3-642-29514-0
http://dx.doi.org/10.1007/978-3-642-29514-0
http://www.ams.org/mathscinet-getitem?mr=4656524
http://www.emis.de/cgi-bin/MATH-item?1543.14017
http://www.emis.de/cgi-bin/MATH-item?1543.14017
http://dx.doi.org/10.1016/j.aim.2023.109346
http://www.ams.org/mathscinet-getitem?mr=3195554
http://www.emis.de/cgi-bin/MATH-item?1295.14053
http://www.emis.de/cgi-bin/MATH-item?1295.14053
http://dx.doi.org/10.1142/S0129167X14500384
http://www.ams.org/mathscinet-getitem?mr=4437612
http://www.emis.de/cgi-bin/MATH-item?1495.14083
http://dx.doi.org/10.1016/j.aim.2022.108508
http://www.ams.org/mathscinet-getitem?mr=4245478
http://www.emis.de/cgi-bin/MATH-item?1469.14047
http://dx.doi.org/10.1007/s40687-021-00255-6
http://www.emis.de/cgi-bin/MATH-item?2698729
http://www.ams.org/mathscinet-getitem?mr=2830310
http://www.emis.de/cgi-bin/MATH-item?1233.14001
http://www.emis.de/cgi-bin/MATH-item?1233.14001
http://dx.doi.org/10.1090/ulect/057
http://www.ams.org/mathscinet-getitem?mr=4237952
http://www.emis.de/cgi-bin/MATH-item?1471.14110
http://dx.doi.org/10.1090/tran/8307
http://www.ams.org/mathscinet-getitem?mr=2198329
http://www.emis.de/cgi-bin/MATH-item?1082.14052
http://dx.doi.org/10.1007/s00222-005-0445-0
http://www.ams.org/mathscinet-getitem?mr=1840476
http://www.emis.de/cgi-bin/MATH-item?0982.05108
http://dx.doi.org/10.1006/jcta.2000.3146
mailto:brazelton@math.harvard.edu
http://nyjm.albany.edu/j/2025/31-9.html

	1. Introduction
	2. Preliminaries
	3. The A1-degree of the Wronski map
	4. A formula for the local index
	References

