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ABSTRACT. We first present a survey about recent results on biconservat ive
hypersurfaces in the Minkowski space $E_{4}^{1}$, pseudo-Euclidean space $E_{5}^{2}$
and Rieamnnian space-form $H^{4}$. Then we obtain some geometrical properties of
these hypersurface families concerning their mean curvature and Gauss map.

1. Introduction

Let $\phi : M \rightarrow N$ be a smooth mapping between two Riemannian manifolds
$(M^{n}, g)$, $(N^{m}, \tilde{g})$ and suppose that its tension field is denoted by $\tau(\phi)$. Then, $\phi$ is
said to be biharmonic if it is a critical point of the bienergy functional

$$E_{2}(\phi) = \frac{1}{2} \int_{M} |\tau(\phi)|^{2} v_{\tilde{g}}.$$

In [9], Jiang proved that $\phi$ is biharmonic if and only if it satisfies the system of
fourth order elliptic partial differential equations given by $\tau_{2}(\phi) = 0$, where $\tau_{2}(\phi) = \Delta \tau(\phi) - tr\tilde{R}(d\phi, \tau(\phi))d\phi$ is the bitension field. If $\phi : M \rightarrow N$ is a biharmonic
isometric immersion, then $M$ is said to be a biharmonic submanifold of $N$.

As a generalization of biharmonic submanifolds, the following definition was
given.

DEFINITION 1.1. A submanifold $M$ of $N$ is said to be biconservative if the
isometric immersion $\phi : M \rightarrow N$ satisfies $\tau_{2}(\phi)^{\top} = 0$, where $\tau_{2}(\phi)^{\top}$ denotes the
tangential part of $\tau_{2}(\phi)$.

Before we proceed, we state the following proposition (see [2] [8] [9]).

PROPPOSITION 1.1. Let $\phi : M \rightarrow N$ be an isometric immersion between Rie-
mannian manifolds. Then the following statements are equivalent.

1. $\phi$ (or $M$) is biconservative;
2. The stress-energy tensor $S_{2}$ of $\phi$ satisfies $\text{div} S_{2} = 0$;
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(3) The equation
\[ m \nabla \|H\|^2 + 4 \text{trace} A_{\nabla H} + 4 \text{trace} (\tilde{R} \cdot H) = 0 \]
is satisfied, where \( H, \nabla^\perp \) and \( A \) are the mean curvature vector, normal connection and the shape operator of \( M \), respectively.

In this paper, we give a short survey of biconservative surfaces on pseudo-Riemannian space-forms \( \mathbb{E}^4_1, \mathbb{E}^5_2 \) and \( \mathbb{H}^4 \). Then, we study some of geometrical properties of these hypersurface families considering their Gauss map and mean curvature. The organization of this paper is as following. In Section 2, we first describe some of the basic facts. In Section 3, we present explicit parametrization of biconservative hypersurfaces obtained in \([7, 13, 14]\). In Section 4, we obtain some new results of biconservative hypersurfaces in Minkowski spaces. In Section 5, we get some classification results considering Gauss map of hypersurface families presented in Section 3.

2. Preliminaries

Let \( \mathbb{E}^m_t \) denote the semi-Euclidean \( m \)-space with the canonical semi-Euclidean metric tensor of index \( t \) given by
\[ \tilde{g} = \langle \cdot, \cdot \rangle = -\sum_{i=1}^{t} dx_i^2 + \sum_{j=t+1}^{m} dx_j^2. \]
Pseudo-Riemannian space-forms are defined by
\[ S^n_t(r^2) = \{ x \in \mathbb{E}^{n+1}_t : \langle x, x \rangle = r^{-2} \}, \]
\[ H^n_{t-1}(-r^2) = \{ x \in \mathbb{E}^{n+1}_t : \langle x, x \rangle = -r^{-2} \}. \]
For the particular case \( t = 1 \) and \( r = 1 \), we put \( \mathbb{H}^n_0(-1) = \mathbb{H}^n \) which is called the anti-de Sitter space-time when \( n = 4 \).

Consider an \( n \)-dimensional semi-Riemannian submanifold \( M \) of the pseudo-Euclidean space \( \mathbb{E}^m_t \). We denote the Levi-Civita connections of \( \mathbb{E}^m_t \) and \( M \) by \( \tilde{\nabla} \) and \( \nabla \), respectively. Note that the Gauss and Weingarten formulas are given by
\[ \tilde{\nabla}_X Y = \nabla_X Y + h(X, Y), \]
\[ \tilde{\nabla}_X \zeta = -A_\zeta(X) + \nabla^\perp_X \zeta, \]
respectively, for all tangent vectors fields \( X, Y \) and normal vector fields \( \zeta \), where \( h, \nabla^\perp \) and \( A \) denote the second fundamental form, the normal connection and the shape operator of \( M \), respectively. The Gauss and Codazzi equations are given, respectively, by
\[ R(X, Y)Z = A_{h(X, Z)}Y - A_{h(Y, Z)}X, \]
\[ (\tilde{\nabla}_X h)(Y, Z) = (\nabla_Y h)(X, Z), \]
where \( R \) is the curvature tensor associated with connection \( \nabla \) and \( \tilde{\nabla} \) is defined by
\[ (\tilde{\nabla}_X h)(Y, Z) = \nabla^\perp_X h(Y, Z) - h(\nabla_X Y, Z) - h(Y, \nabla_X Z). \]
2.1. Gauss map of hypersurfaces in semi-Euclidean spaces. Consider an oriented hypersurface $M$ of a (semi-)Euclidean space and let $N$ be its Gauss map. By definition, $M$ is said to have pointwise 1-type Gauss map if the Laplacian of its Gauss map takes the form

$$\Delta N = \psi(N + C)$$

for a smooth function $\psi$ and constant vector $C$. More precisely, a pointwise 1-type Gauss map is called of the first kind if (2.3) is satisfied for $C = 0$, and of the second kind if $C \neq 0$. Moreover, if (2.3) is satisfied for a nonconstant function $\psi$, then $M$ is said to have proper pointwise 1-type Gauss map. Otherwise, $G$ is said to be (global) 1-type, [3, 4, 6].

3. Recent classifications of biconservative hypersurfaces

In this section, we would like to present some recent results on biconservative hypersurfaces.

3.1. Biconservative hypersurfaces in the Minkowski space $\mathbb{E}^4_1$. In [7], the author and Yu Fu considered biconservative hypersurfaces in the Minkowski 4-space with diagonalizable shape operator. They obtained the following results.

**Proposition 3.1.** [7] Let $M$ be a hypersurface in $\mathbb{E}^4_1$ given by

$$x(s, t, u) = \left(\frac{1}{2}s(t^2 + u^2) + au^2 + s + \phi(s), st, (s + 2a)u, \frac{1}{2}s(t^2 + u^2) + au^2 + \phi(s)\right), \quad a \neq 0.$$

(3.1)

Then, $M$ is biconservative if and only if either $M$ is Riemannian and

$$\phi(s) = c_1 \left(\ln(s + 2a) - \ln s - \frac{a}{s} - \frac{a}{s + 2a}\right) - \frac{s}{2},$$

or it is Lorentzian and

$$\phi(s) = c_1 \int_{s_0}^{s} (\xi(\xi + 2a))^{2/3} d\xi - \frac{s}{2},$$

where $c_1 \neq 0$ and $s_0$ are some constants.

**Theorem 3.1.** [7] Let $M$ be a hypersurface in $\mathbb{E}^4_1$ with diagonalizable shape operator and three distinct principal curvatures. Then $M$ is biconservative if and only if it is congruent to one of hypersurfaces

1. A generalized cylinder $M^2_0 \times \mathbb{E}^1$ where $M$ is a biconservative surface in $\mathbb{E}^3_1$;
2. A generalized cylinder $M^2_0 \times \mathbb{E}^1$ where $M$ is a biconservative Riemannian surface in $\mathbb{E}^3_1$;
3. A generalized cylinder $M^2_1 \times \mathbb{E}^1$, where $M$ is a biconservative Lorentzian surface in $\mathbb{E}^3_1$;
(4) A Riemannian surface given by
\[
x(s, t, u) = (s \cosh t, s \sinh t, f_1(s) \cos u, f_1(s) \sin u)
\]
for a function \(f_1\) satisfying
\[
\frac{f_1''}{f_1'^2 - 1} = \frac{f_1 f_1' + s}{s f_1};
\]

(5) A Lorentzian surface with the parametrization given in (3.2) for a function \(f_1\) satisfying
\[
-3f_1''f_1'^2 - 1 = f_1 f_1' + s;
\]

(6) A Riemannian surface given by
\[
x(s, t, u) = (s \sinh t, s \cosh t, f_2(s) \cos u, f_2(s) \sin u)
\]
for a function \(f_2\) satisfying
\[
\frac{f_2''}{f_2'^2 + 1} = \frac{f_2 f_2' + s}{s f_2};
\]

(7) A surface given in Proposition 3.1.

Recently, Kumari studied biconservative hypersurfaces with nondiagonalizable shape operator and obtain the following result, [10].

**Theorem 3.2.** [10] Let \(M^n_1\) in \(E^{n+1}_1\) be a biconservative Lorentz hypersurface having nondiagonalizable shape operator with complex eigenvalues and with at most five distinct principal curvatures. Then \(M^n_1\) has constant mean curvature.

### 3.2. Biconservative hypersurfaces in the pseudo-Euclidean space \(E^5_2\).

In [14], the author and Upadhyay studied biconservative hypersurfaces with index 2 in the pseudo-Euclidean space \(E^5_2\). They obtained the following result.

**Theorem 3.3.** [14] Let \(M\) be an oriented hypersurface of index 2 in the pseudo-Euclidean space \(E^5_2\). Assume that its shape operator has the form
\[
S = \text{diag}(k_1, k_2, k_2, k_4), \quad k_4 \neq k_2
\]
for some nonvanishing smooth functions \(k_1, k_2, k_4\). Then, it is congruent to one of the following eight type of hypersurfaces for some smooth functions \(\phi_1 = \phi_1(s)\) and \(\phi_2 = \phi_2(s)\).

1. \(x(s, t, u, v) = (\phi_2 \sinh v, \phi_1 \cosh t, \phi_1 \sinh t \cos u, \phi_1 \sinh t \sin u, \phi_2 \cosh v), \quad \phi_1^2 - \phi_2^2 = 1;\)
2. \(x(s, t, u, v) = (\phi_2 \cos v, \phi_2 \sin v, \phi_1 \cos t, \phi_1 \sin t \cos u, \phi_1 \sin t \sin u), \quad \phi_1^2 - \phi_2^2 = -1;\)
3. \(x(s, t, u, v) = (\phi_1 \cosh t \sin u, \phi_1 \cosh t \cos u, \phi_1 \sinh t, \phi_2 \cos v, \phi_2 \sin v), \quad \phi_1^2 - \phi_2^2 = 1;\)
4. \(x(s, t, u, v) = (\phi_2 \sinh v, \phi_1 \sinh t, \phi_1 \cosh t \cos u, \phi_1 \cosh t \sin u, \phi_2 \cos v), \quad \phi_1^2 + \phi_2^2 = 1;\)
5. \(x(s, t, u, v) = (\phi_2 \cosh v, \phi_1 \sinh t, \phi_1 \cosh t \cos u, \phi_1 \cosh t \sin u, \phi_2 \sinh v), \quad \phi_1^2 - \phi_2^2 = -1;\)
(6) \( x(s, t, u, v) = (\phi_1 \sinh t \cos u, \phi_1 \sinh t \sin u, \phi_1 \cosh u, \phi_2 \cos v, \phi_2 \sin v) \), 
\( \phi_1^2 + \phi_2^2 = 1 \);

(7) A hypersurface given by 
\[
x(s, t, u, v) = \left( \frac{s}{2} (t^2 + u^2 - v^2) - av^2 + \psi, v(2a + s), st, su, \right.
\]
\[
\left. \frac{s}{2} (t^2 + u^2 - v^2) - av^2 + \psi - s \right)
\]
for a nonzero constants \( a \) and a smooth function \( \psi = \psi(s) \) such that 
\( 1 - 2\psi' < 0 \);

(8) A hypersurface given by 
\[
x(s, t, u, v) = \left( \frac{s(t^2 - u^2 - v^2)}{2} + av^2 + \psi, st, su, v(s - 2a), \right.
\]
\[
\left. \frac{s(t^2 - u^2 - v^2)}{2} + av^2 + \psi + s \right)
\]
for a nonzero constants \( a \) and a smooth function \( \psi = \psi(s) \) such that 
\( 1 + 2\psi' < 0 \).

3.3. Biconservative hypersurfaces in the Riemannian space-form \( \mathbb{H}^4 \).

In this subsection, we want to announce the biconservative hypersurfaces in \( \mathbb{H}^4 \) that was recently obtained in a joint work with Upadhyay in [13].

If \( M \) is a hypersurface in a 4-dimensional Riemannian space-form, then it is biconservative if and only if the equation
\[
S(\nabla H) = -2H\nabla H
\]
is satisfied, where \( S \) is the shape operator of \( M \).

Example 3.1. Consider the hypersurface in \( \mathbb{H}^4 \) given by
\[
x(s, t, u) = \left( \frac{aA(s)^2}{s} + asu^2, \frac{s}{4a}, su, A(s) \cos t, A(s) \sin t, \right.
\]
\[
\left. \frac{aA(s)^2}{s} + asu^2 - \frac{s}{4a} \right)
\]
for a smooth nonvanishing function \( A \). We would like to note that if \( A \) is chosen properly then the hypersurface given by (3.5) satisfies (3.4).

Example 3.2. Consider the hypersurface in \( \mathbb{H}^4 \) given by
\[
x(s, t, u) = \left( \frac{aA(s)^2}{s} + as(t^2 + u^2) + \frac{s}{4a}, st, su, A(s), \right.
\]
\[
\left. \frac{aA(s)^2}{s} + as(t^2 + u^2) - \frac{s}{4a} + \frac{a}{s} \right)
\]
for a smooth nonvanishing function \( A \). A direct computation yields that \( M \) has two distinct principle curvatures. Furthermore, if \( A \) is chosen properly then the hypersurface given by (3.6) satisfies (3.4).
4. Biconservative hypersurfaces in Minkowski spaces

In this section, we get new classifications of biconservative hypersurfaces in Minkowski spaces. Note that a hypersurface in the Minkowski space $\mathbb{E}^{n+1}$ is biconservative if and only if the differential equation

$$(4.1) \quad S(\nabla H) = -\frac{\varepsilon nH}{2} \nabla H$$

is satisfied, where $\varepsilon = \langle N, N \rangle$.

4.1. A classification of biconservative hypersurfaces with more than 3 distinct principle curvatures. In this subsection, we construct an example of biconservative hypersurfaces with arbitrary number of distinct principle curvatures.

We put by $\vec{a}_1 \cdot \vec{a}_2 = \sum_{i} a_{1i} a_{2i}$, where $a_j = (a_{j1}, a_{j2}, \ldots, a_{j(n-1)})$. Consider a hypersurface $M$ in $\mathbb{E}^{n+1}$ given by

$$(4.2) \quad x(s, \vec{t}) = \left( \frac{1}{2} s \vec{t} \cdot \vec{t} + \vec{a} \cdot \vec{t} + s + \phi(s), st_1, (s + 2a_2) t_2, \ldots, \frac{1}{2} s \vec{t} \cdot \vec{t} + \vec{a} \cdot \vec{t} + \phi(s) \right)$$

for a smooth function $\phi$, where $\vec{t} = (t_1, t_2, \ldots, t_{n-1})$, $\vec{a} = (a_1, a_2, a_3, \ldots, a_{n-1})$ for some constants $a_1 = 0, a_2, \ldots, a_n$. Note that

$$e_1 = \frac{1}{\sqrt{-\varepsilon(2\phi'(s) + 1)}} \partial_s, \quad e_l = \frac{1}{s + a_{l-1}} \partial_{t_{l-1}}, \quad l = 2, 3, \ldots, n$$

form an orthonormal frame field and the normal vector field of $M$ is

$$N = \frac{1}{\sqrt{-\varepsilon(2\phi'(s) + 1)}} \left( \vec{t} \cdot \vec{t} - 2\phi'(s), st_1, (s + 2a_2) t_2, \ldots, \vec{t} \cdot \vec{t} - 2\phi'(s) - 2 \right),$$

where we put $\varepsilon = \langle e_1, e_1 \rangle$.

A direct computation yields that the matrix representation of the shape operator of $M$ is

$$S = \begin{pmatrix} k_1 & 0 & \cdots & 0 \\ 0 & k_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & k_n \end{pmatrix},$$

where

$$k_1 = -\frac{\varepsilon \phi''(s)}{(-\varepsilon(2\phi'(s) + 1))^{3/2}}, \quad k_l = -\frac{1}{(2a_{l-1} + s) \sqrt{-\varepsilon(2\phi'(s) + 1)}}, \quad l = 2, 3, \ldots, n.$$

Note that the tangent vector fields $\partial_s$ is proportional to $\nabla H$ and it is a principle direction of $M$. Therefore, $M$ is biconservative if and only if $-2\varepsilon k_1 = nH = k_1 + k_2 + \cdots + k_n$ because of $(4.1)$. Hence, $M$ is biconservative if and only if either $\varepsilon = 1$ and $k_1 = k_2 + k_3 + \cdots + k_n$ or $\varepsilon = -1$ and $-3k_1 = k_2 + k_3 + \cdots + k_n$. By considering $(4.3)$, we obtain the following result.
THEOREM 4.1. Let $M$ be a hypersurface in the Minkowski space $\mathbb{E}^{n+1}$ given by (4.12) for a smooth function $\phi$. Then, $M$ is biconservative if and only if either $M$ is Riemannian and $\phi$ is the function given by

$$\phi(s) = \int_{s_0}^{s} \frac{c_1}{\xi^2(2a_2 + \xi)^2 \cdots (2a_{n-1} + \xi)^2} d\xi - \frac{s}{2}$$

for some constants $c_1 \neq 0, s_0$ or $M$ is Lorentzian and $\phi$ is the function given by

$$\phi(s) = \int_{s_0}^{s} c_2 \xi^{2/3}(2a_2 + \xi)^{2/3} \cdots (2a_{n-1} + \xi)^{2/3} d\xi - \frac{s}{2}$$

for a constant $c_2 \neq 0, s_0$.

4.2. A characterization of biconservative hypersurfaces with nondiagonalizable shape operator. In this subsection, we give a characterization of biconservative hypersurfaces in $\mathbb{E}^{n+1}$ with nondiagonalizable shape operator $S$. We focus on the case of having minimal polynomial of $P(\lambda) = (\lambda - k_1)(\lambda - k_2)^2$ of $S$ for some smooth function $k_1, k_2$.

We would like to note that in this case $M$ is Lorentzian. Thus, (4.1) becomes

$$S(\nabla H) = -\frac{3H}{2} \nabla H.$$

THEOREM 4.2. Let $M$ be a hypersurface in the Minkowski space $\mathbb{E}^{4}$ and $S$ its shape operator with nonconstant mean curvature. Assume that the minimal polynomial of $S$ is $P(\lambda) = (\lambda - k_1)(\lambda - k_2)^2$ for some smooth function $k_1, k_2$. Then, $M$ is biconservative if and only if there exists a frame field $\{e_1, e_2, e_3\}$ on $M$ with $\langle e_1, e_1 \rangle = 1$, $\langle e_a, e_b \rangle = \delta_{ab} - 1$, $\langle e_1, e_a \rangle = 0$, $a, b = 2, 3$ satisfying the following conditions.

1. The Levi-Civita connection of $M$ is

$$\nabla_{e_1} e_1 = 0, \quad \nabla_{e_1} e_2 = \frac{3(25AH^2 + 4e_1(H))}{40H} e_2,$$

$$\nabla_{e_2} e_1 = -\frac{3e_1(H)}{5H} e_2, \quad \nabla_{e_2} e_2 = 0,$$

$$\nabla_{e_2} e_3 = -\frac{3e_1(H)}{5H} e_3, \quad \nabla_{e_3} e_2 = -\frac{3e_1(H)}{5H} e_1,$$

$$\nabla_{e_1} e_3 = -\frac{3(25AH^2 + 4e_1(H))}{40H} e_3, \quad \nabla_{e_2} e_3 = \frac{3e_1(H)}{5H} e_1,$$

$$\nabla_{e_3} e_3 = -\frac{3e_1(H)}{5H} e_3$$

for some functions $A, B$ and $H$ satisfying

$$e_2(H) = e_3(H) = e_2(A) = 0,$$

$$40He_1e_1(H) - 64e_1(H)^2 + 225H^4 = 0,$$

$$\frac{9e_1(H)^2}{25H^2} + \frac{81H^2}{16} = e_2(B),$$

$$\frac{3e_1(H)}{5H} A - \frac{3}{4} H(5A^2 + 2) = e_1(A),$$

(4.6)
\[-75H^2 AB + 12e_1(H)B = 40He_1(B) + 75H^2 e_3(A).\]

(2) The shape operator of \( M \) has the matrix representation

\[
(4.7) \quad S = \begin{pmatrix}
\frac{3H}{2} & 0 & 0 \\
0 & \frac{3H}{2} & 1 \\
0 & 0 & \frac{3H}{2}
\end{pmatrix}
\]

**Proof.** In order to prove the necessary condition, we assume that \( M \) is a biharmonic hypersurface in \( \mathbb{E}^{n+1}_1 \) with the minimal polynomial \( P(\lambda) = (\lambda - k_1)(\lambda - k_2)^2 \) for some smooth function \( k_1, k_2 \). Furthermore, the results obtained in \((4.4)\) yields that \( \nabla H \) cannot be light-like. Therefore, \((4.1)\) implies that \( e_1 = \nabla H/\nabla H^2 \) is an eigenvector of \( S \) with corresponding eigenvalue \( k_1 = -3H/2 \), where \( H \) is the mean curvature of \( M \) and we have \( X(H) = 0 \) whenever \( \langle X, e_1 \rangle = 0 \).

Moreover, because of \((4.4)\), if a frame field \( \{e_1, e_2, e_3\} \) with \( \langle e_1, e_1 \rangle = 1, \langle e_a, e_b \rangle = \delta_{ab} - 1, \langle e_1, e_a \rangle = 0, a, b = 2, 3 \) is chosen properly, then the matrix representation of \( S \) becomes as given in \((4.7)\) (See \((11)\)), where \( H \) is the mean curvature of \( M \). Note that we have \( e_2(H) = e_3(H) = 0 \).

The Levi-Civita connection \( \nabla \) of \( M \) satisfies

\[
\begin{align*}
\nabla_{e_i} e_1 &= -\omega_{13}(e_i)e_2 - \omega_{12}(e_i)e_3, \\
\nabla_{e_i} e_2 &= -\omega_{12}(e_i)e_1 - \omega_{23}(e_i)e_2, \\
\nabla_{e_i} e_3 &= -\omega_{13}(e_i)e_1 + \omega_{23}(e_i)e_3,
\end{align*}
\]

where we put \( \omega_{ij}(e_k) = \langle \nabla_{e_k} e_i, e_j \rangle \).

We apply the Codazzi equation \((2.2)\) for \( X = e_1, Y = e_j, Z = e_k \) for \( X = e_i, Y = e_j, Z = e_k \) for different choices of \((i, j, k)\) and combine equations obtained with \((4.8)\) to get

\[
\begin{align*}
\omega_{12}(e_1) &= \omega_{13}(e_1) = 0, & \omega_{23}(e_2) &= \omega_{12}(e_2) = 0, \\
\omega_{12}(e_3) &= \frac{3e_1(H)}{5H}, & \omega_{23}(e_1) &= -\frac{3(25H^2\omega_{13}(e_3) + 4e_1(H))}{40H}
\end{align*}
\]

By combining \((4.9)\) with \((4.8)\), we obtain \((4.5)\) for \( A = \omega_{13}(e_3) \) and \( B = \omega_{23}(e_3) \).

Next, by taking into account \((4.4)\), we use Gauss equation \((2.1)\) for \( X = e_i, Y = e_j, Z = e_k \) for different triplets of \((i, j, k)\) to get \((4.6)\). \(\square\)

**Remark 4.1.** We would like to note that obtaining hypersurfaces given in Theorem \((4.2)\) is still an open problem. However, it was proved in \((1)\) that there is no biharmonic hypersurface in the Minkowski space-time \( \mathbb{E}^4_1 \) with nondiagonalizable shape operator.

5. **Gauss map of hypersurfaces in \( \mathbb{E}^4_1 \) and \( \mathbb{H}^4 \)**

In this section, we consider some of hypersurface families mentioned in Section \( \mathbb{B} \). We get some classification results considering their Gauss map and obtain hypersurfaces whose Gauss map \( N \) satisfies \((2.3)\).
5.1. Gauss map of hypersurfaces in the Minkowski space $\mathbb{E}^4_1$. In [5],
Dursun studied rotational hypersurfaces with pointwise 1-type Gauss map in a
Minkowski space with arbitrary dimension. In this subsection, we firstly obtain the
following theorem by considering Gauss map of hypersurfaces in $\mathbb{E}^4_1$ given by (5.2).

**Theorem 5.1.** Let $M$ be a hypersurface in $\mathbb{E}^4_1$ given by (5.2) for a smooth
function $f_1$. Then, $M$ has pointwise 1-type Gauss map if and only if it has constant
mean curvature.

**Proof.** Let $M$ be a hypersurface in $\mathbb{E}^4_1$ given by (5.2). We put $f = f_1$. Note
that tangent vector fields given by
\[
e_1 = \frac{1}{\sqrt{e}} \left( f'(s)^2 - 1 \right) \partial_s, \quad e_2 = \frac{1}{s} \partial_t, \quad e_3 = \frac{1}{f(s)} \partial_u
\]
form an orthonormal frame field for the tangent space of $M$ and the unit normal vector field of $M$ is
\[
N = \frac{1}{\sqrt{e}} \left( f'(s)^2 - 1 \right) \left( \cosh tf'(s), \sinh tf'(s), \cos u, \sin u \right),
\]
where we put $\varepsilon = \langle e_1, e_1 \rangle$. By a direct computation, we obtain
\[
\nabla_{e_i} e_i = 0, \quad i = 1, 2, 3,
\]
(5.2)
\[
\nabla_{e_2} e_1 = Ae_2, \quad \nabla_{e_2} e_2 = -\varepsilon A e_1, \quad \nabla_{e_2} e_3 = 0,
\]
\[
\nabla_{e_3} e_1 = Be_3, \quad \nabla_{e_3} e_2 = 0, \quad \nabla_{e_3} e_3 = -B e_1
\]
for smooth functions $A = \frac{1}{s\sqrt{e}} \left( f'(s)^2 - 1 \right)$ and $B = \frac{f'(s)}{f(s)\sqrt{e} \left( f'(s)^2 - 1 \right)}$. Further-
more, the shape operator of $M$ becomes
\[
S = \begin{pmatrix}
e
\frac{f''(s)}{\left( f'(s)^2 - 1 \right)^{3/2}} & 0 & 0 \\
0 & -\frac{f'(s)}{s\sqrt{e} \left( f'(s)^2 - 1 \right)} & 0 \\
0 & 0 & -\frac{1}{f(s)\sqrt{e} \left( f'(s)^2 - 1 \right)}
\end{pmatrix}
\]
(5.3)
By considering (5.1), (5.2) and (5.3), we obtain
\[
\Delta N = e_1(k_1 + k_2 + k_3) e_1 + (k_1^2 + k_2^2 + k_3^2) N,
\]
where $k_1, k_2, k_3$ are principle curvatures of $M$ given in (5.3). Note that the mean
curvature of $M$ is $H = \frac{1}{3}(k_1 + k_2 + k_3)$.

Now, in order to prove the necessary condition, we assume that (2.3) is satisfied
for a constant vector $C$ and a smooth function $\psi$. Then, by considering (5.4), we obtain
\[
3e_1(H) e_1 + (k_1^2 + k_2^2 + k_3^2) N = \psi(N + C)
\]
(5.5)
which yields $\langle e_a, C \rangle = 0, a = 2, 3$. By applying $e_2$ and $e_3$ to this equation, we get
$\langle \nabla_{e_2} e_2, C \rangle = \langle \nabla_{e_3} e_3, C \rangle = 0$. By considering (5.2), we obtain $C = 0$. Therefore,
(5.5) becomes $3e_1(H) e_1 + (k_1^2 + k_2^2 + k_3^2) N = \psi N$ which implies $e_1(H) = 0$. Hence,
we obtain that $H$ is constant.

Proof of the sufficient condition follows from (5.4).
\[\square\]
By a similar way, we also obtain

**Theorem 5.2.** Let $M$ be a hypersurface in $\mathbb{E}^1_4$ given by (3.3) for a smooth function $f$. Then, $M$ has pointwise 1-type Gauss map if and only if it has constant mean curvature.

**Proof.** Let $M$ be a hypersurface given by (3.3). Then, similar to hypersurfaces given by (3.2), we have

$$
\nabla e_i e_j = 0, \quad i = 1, 2, 3,
\nabla e_2 e_1 = Ae_2, \quad \nabla e_3 e_2 = \varepsilon Ae_1,
\nabla e_3 e_1 = Be_3, \quad \nabla e_3 e_3 = 0,
$$

for smooth functions

$$
A = \frac{1}{s \sqrt{f'(s)^2 + 1},}
B = \frac{f'(s)}{f(s) \sqrt{f'(s)^2 + 1},}
$$

where

$$
e_1 = \frac{1}{\sqrt{f'(s)^2 + 1}} \partial_s, \quad e_2 = \frac{1}{s} \partial_t, \quad e_3 = \frac{1}{f(s)} \partial_u.
$$

Furthermore, the shape operator of $M$ becomes

$$
(5.6) \quad S = \begin{pmatrix} f''(s) & 0 & 0 \\
0 & -\frac{f'(s)}{s \sqrt{f'(s)^2 + 1}} & 0 \\
0 & 0 & \frac{1}{f(s) \sqrt{f'(s)^2 + 1}}
\end{pmatrix}
$$

By a further computation, we see that (5.4) is satisfied for $k_1, k_2, k_3$ given in (5.6).

In order to prove the necessary condition, we use exactly the same way that we did in the proof of Theorem 5.1 and we obtain that if (5.4) is satisfied, then $C$ must be zero. Furthermore, similar to Theorem 5.1, the proof of the sufficient condition follows from (5.4).

**Remark 5.1.** The author would like to announce that he has recently obtained analogous results for the hypersurface families given in cases (1)–(6) of Theorem 3.3.

Now, we want to consider Gauss map of hypersurface family given by (3.1).

Let $M$ be a hypersurface given by (3.1) for a constant $a$ and a smooth function $\phi$. We consider the local orthonormal frame field $\{e_1, e_2, e_3\}$ of the tangent bundle of $M$ such that

$$
e_1 = \frac{1}{\sqrt{-\varepsilon(2\phi(s) + 1)}} \partial_s, \quad e_2 = \frac{1}{s} \partial_t, \quad e_3 = \frac{1}{2a + s} \partial_u
$$

and the unit normal vector field of $M$ is

$$
N = \frac{1}{\sqrt{-\varepsilon(2\phi(s) + 1)}} \left( \frac{t^2 + u^2}{2} - \phi'(s), t, u, \frac{t^2 + u^2}{2} - \phi'(s) - 1 \right),
$$
where we put $\varepsilon = \langle e_1, e_1 \rangle = \pm 1$. We want to note the equation
\begin{equation}
(1, 0, 0, 1) = -\frac{\varepsilon}{\sqrt{-\varepsilon(2\phi'(s) + 1)}}(e_1 - N).
\end{equation}

By a direct computation, we obtain that the Levi-Civita connection satisfies
\begin{equation}
(5.2)
\end{equation}
for some smooth functions
\begin{align}
A &= 1_{s\sqrt{-\varepsilon(2\phi'(s) + 1)}} \\
B &= 1_{(2a + s)\sqrt{-\varepsilon(2\phi'(s) + 1)}}
\end{align}
Furthermore, the shape operator of $M$ becomes
\begin{align}
S &= \begin{pmatrix}
-\varepsilon\phi''(s)/(-\varepsilon(2\phi'(s) + 1))^{3/2} & 0 & 0 \\
0 & 1/(s\sqrt{-\varepsilon(2\phi'(s) + 1)}) & 0 \\
0 & 0 & -1/(2a + s)\sqrt{-\varepsilon(2\phi'(s) + 1)}
\end{pmatrix}
\end{align}

We also put
\begin{equation}
(5.8) 
s_1 = \text{trace } S \quad \text{and} \quad s_2 = \text{trace } S^2.
\end{equation}

By a further computation, we have
\begin{equation}
(5.9) \quad \Delta N = e_1(s_1)e_1 + s_2N
\end{equation}
(see [5, Lemma 3.2]). We first obtain the following lemma.

**Lemma 5.1.** Let $M$ be a hypersurface given by (3.1) with pointwise 1-type Gauss map. Then, (2.3) is satisfied for the function
\begin{equation}
(5.10) \quad \psi = \psi(s) = e_1(s_1) + s_2
\end{equation}
and a constant vector with the form
\begin{equation}
(5.11) \quad C = C_1(s)(e_1 - N),
\end{equation}
where $C_1$ is an appropriately chosen function and $s_1, s_2$ are functions given by (5.8).

**Proof.** If $M$ has pointwise 1-type Gauss map, then (2.3) is satisfied for some $C, \psi$. From (2.3) and (5.9), we have
\begin{equation}
(5.12) \quad e_1(s_1)e_1 + s_2N = \psi(N + C)
\end{equation}
from which we obtain
\begin{equation}
(5.13) \quad C = C_1e_1 + C_4N.
\end{equation}

Since $C$ is constant, we have $e_a(C) = 0$, $a = 2, 3$. By combining this equation with (5.2) and (5.13), we obtain
\begin{align}
e_2(C_1)e_1 + e_2(C_4)N + \frac{C_1 + C_4}{s\sqrt{-\varepsilon(2\phi'(s) + 1)}}e_2 &= 0, \\
e_3(C_1)e_1 + e_3(C_4)N + \frac{C_1 + C_4}{(2a + s)\sqrt{-\varepsilon(2\phi'(s) + 1)}}e_3 &= 0
\end{align}
which yields $C_1 + C_4 = 0$ and $e_2(C_1) = e_3(C_1) = 0$. Therefore, we obtained (5.11). Now, (5.12) becomes $e_1(s_1)e_1 + s_2N = \psi(N + C_1(s)(e_1 - N))$ from which we have
\(e_1(s_1) = \psi C_1(s)\) and \(s_2 = \psi(1 - C_1(s))\). By combining these equations, we get \((5.10)\).

THEOREM 5.3. Let \(M\) be a hypersurface given by \((3.1)\). Then \(M\) has pointwise 1-type Gauss map if and only if the differential equation
\[
(5.14) \quad s_1' = c(e_1(s_1) + s_2)
\]
is satisfied for a constant \(c\).

Proof. Let \(M\) has pointwise 1-type Gauss map. Then, \((2.3)\) is satisfied for the constant vector \(C\) and smooth function \(\psi\) given in Lemma 5.1. Since \(C\) is proportional to \(e_1 - N\), \((5.7)\) implies \(C = (e_1 - N)\). Thus, \((5.7)\) implies
\[
C = c\sqrt{\frac{\varepsilon}{(2\varphi'(s) + 1)}}(e_1 - N).
\]
Therefore, we have \(C_1 = e_1\). Hence, \(e_1(s_1) = \psi C_1(s)\) becomes
\[
e_1(s_1) = \frac{c(e_1(s_1) + s_2)}{\sqrt{-\varepsilon (2\varphi'(s) + 1)}}
\]
which gives \((5.14)\).

The proof of the sufficient condition follows from a direct computation. \(\Box\)

Remark 5.2. We announce that we have recently generalized the result obtained in the previous theorem by considering hypersurfaces given by \((4.2)\) with pointwise 1-type Gauss map.

5.2. Hyperbolic Gauss map of hypersurfaces in \(\mathbb{H}^4\). In this subsection, we consider a family of hypersurfaces in \(\mathbb{H}^4\) considering their mean curvature and hyperbolic Gauss map \(N\). Let \(M\) be a hypersurface in \(\mathbb{H}^4\) given by \((3.5)\) for a smooth function \(A\). We consider the local orthonormal frame field \(\{e_1, e_2, e_3\}\) of the tangent bundle of \(M\) such that
\[
e_1 = \frac{s}{\sqrt{(A(s) - sA'(s))^2 + 1}} \partial_s, \quad e_2 = \frac{1}{A(s)} \partial_t, \quad e_3 = \frac{1}{s} \partial_u.
\]
Note that we have
\[
N = \frac{1}{\sqrt{(A - sA')^2 + 1}} \left(2aAA' - \frac{a}{s}(A^2 + 1) + asu^2 + \frac{s}{4a}su, sA' \cos t, sA' \sin t, 2aAA' - \frac{a}{s}(A^2 + 1) + asu^2 - \frac{s}{4a}\right).
\]

By a direct computation, we obtain that the principle directions of \(M\) are
\[
k_1 = \frac{A(3s^2A'^2 + 1) - 3sA^2A' - s(sA'' + s^2A'^3 + A') + A^3}{((A - sA')^2 + 1)^{3/2}},
\]
\[
k_2 = \frac{-sAA' + A^2 + 1}{A\sqrt{(A - sA')^2 + 1}} \quad k_3 = \frac{A - sA'}{\sqrt{(A - sA')^2 + 1}}
\]
Furthermore the Laplacian of the Gauss map $N$ is
\[(5.16) \quad \Delta N = c_1(k_1 + k_2 + k_3)e_1 + (k_1^2 + k_2^2 + k_3^2)N + (k_1 + k_2 + k_3)x.\]

By combining (5.15) and (5.16), we obtain the following theorem.

**Theorem 5.4.** Let $M$ be a hypersurface in $\mathbb{H}^4$ given by (3.5) for a smooth function $A$. Then, the following statements are equivalent to each other

1. $M$ has pointwise 1-type hyperbolic Gauss map of the first kind, i.e., $N$ satisfies (2.3) for $C = 0$;
2. $M$ is minimal;
3. $A = A(s)$ satisfies
   \[-s^2 A'' - 3s^3 A'^3 + (9s^2 A^2 + s^2) A'^2 + (-9s A^3 - 5s A) A' + 3A^4 + 4A^2 + 1 = 0.\]

Now, let $M$ be a hypersurface given in (3.6) for a smooth function $A$. Note that the principle curvatures of $M$ are
\[(5.17) \quad k_1 = \frac{A(3s^2 A'^2 + 1) - 3s A'^2 A' - s(s A'' + s^2 A'^3 + A') + A^3}{((A - s A')^2 + 1)^{3/2}},
\]
\[k_2 = k_3 = \frac{A - s A'}{\sqrt{(A - s A')^2 + 1}}.\]

Also the Laplacian of the Gauss map $N$ takes the form given in (5.16).

By combining (5.16) and (5.17), we obtain the following theorem.

**Theorem 5.5.** Let $M$ be a hypersurface in $\mathbb{H}^4$ given by (3.6) for a smooth function $A$. Then the following statements are equivalent to each other

1. $M$ has pointwise 1-type hyperbolic Gauss map of the first kind, i.e., $N$ satisfies (2.3) for $C = 0$;
2. $M$ is minimal;
3. $A = A(s)$ satisfies
   \[-s^2 A'' - 3s^3 A'^3 + 9s^2 A A'^2 + (-9s A^2 - 3s) A' + 3A^3 + 3A = 0.\]
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