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Preface

The Turin Fortnight on Nonlinear Analysis is a conference that, every two years,
gathers at the Department of Mathematics of the University of Torino a number of
researchers from Italy and abroad with the aim of discussingrecent developments in
nonlinear differential equations (both ordinary and partial). The conference consists of
seminars and short courses, providing an up-to-date introduction to contemporary re-
search. This special issue of the Rendiconti del Seminario Matematico (Universita’ e
Politecnico di Torino) collects the lecture notes from three of the short courses of the
III Turin Fortnight, which was held in September 2001. The lecturers were F. Bethuel
(Universite’ Paris VI-Pierre et Marie Curie), C. Rebelo (CMAF-Lisbon) and F. Zano-
lin (University of Udine). A fourth course was given by V. Benci (University of Pisa);
for technical reasons we are not able to include in this special issue the related notes,
which we hope to publish in this journal soon.
We wish that these lecture notes, which represent a short introduction to relevant con-
temporary themes, will be of interest to young people starting their research activity.
On the other hand, mature mathematicians will find here recent results not yet publi-
shed or dispersed in several research papers.
We thank the lecturers for accepting our invitation to give the course and to write these
notes (in collaboration with some participants to the conference). We also thank all the
speakers and the participants to the III Turin Fortnight, who made it interesting and suc-
cessful. Finally, we thank the institutions that gave a financial support: the Department
of Mathematics (University of Torino) and the GNAMPA-INDAM(National Group
for Mathematical Analysis, Probability and its Applications of the National Institute
for High Mathematics).

Marino Badiale, Paolo Caldiroli, Anna Capietto
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PARAMETRIC SURFACES WITH PRESCRIBED

MEAN CURVATURE

Abstract. This article contains an overview on some old and new prob-
lems concerning two-dimensional parametric surfaces inR3 with pre-
scribed mean curvature. Part of this exposition has constituted the subject
of a series of lectures held by the first author at the Department of Math-
ematics of the University of Torino, during the Third Turin Fortnight on
Nonlinear Analysis (September 23-28, 2001).

1. Introduction

The main focus of this article is the following problem: given a smooth, real functionH
in R3, find surfacesM having exactly mean curvatureH (p) at any pointp belonging
to M.

In order to get some intuition in the geometric and analytical aspects of this ques-
tion, we believe that it might be of interest to consider firstits two dimensional analog,
where most concepts become rather elementary. Therefore, in this introductory part we
will first discuss the following questions:

(Q0) Given a smooth, real functionκ on the planeR2, find a closed curveC, such
that for any pointp in C the curvature of the curve at this point is exactlyκ(p)
(we may possibly impose furthermore thatC has no self intersection:C is then
topologically a circle).

(Q1) [Planar Plateau problem] Given two pointsa andb in the plane, and a smooth,
real functionκ on R2, find a curveC with ∂C = {a,b}, such that for any point
p in C the curvature of the curve atp is exactlyκ(p).

1.1. Parametrization

In order to provide an analytical formulation of these problems, the most natural ap-
proach is to introduce a parametrization of the curveC, i.e., a mapu : I → R2, such
that |u̇| = 1, u(I ) = C, whereI represents some compact interval ofR, and the nota-
tion u̇ = du

ds is used. Notice that, nevertheless there are possible alternative approaches
to parametrization: we will discuss this for surfaces in thenext sections.

∗The second author is supported by M.U.R.S.T. progetto di ricerca “Metodi Variazionali ed Equazioni
Differenziali Nonlineari” (cofin. 2001/2002).
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176 F. Bethuel - P. Caldiroli - M. Guida

Then, questions(Q0) and(Q1) can be formulated in terms of ordinary differential
equations. More precisely, the fact thatC has curvatureκ(u(s)) at every pointu(s)
belonging toC reads

(1) ü = i κ(u)u̇ on I ,

wherei denotes the rotation byπ2 . Note that the sign of the term of the r.h.s. depends
on a choice of orientation, and the curvature might therefore take negative values.

The constraint|u̇| = 1 might raise difficulties in order to find solutions to(Q0)

and(Q1). It implies in particular that|I | = length ofC, and this quantity is not know
a priori. This difficulty can be removed if we consider instead of (1) the following
equivalent formulation

(2)
|I | 1

2

(
∫

I |u̇|2 ds)
1
2

ü = i κ(u)u̇ on I .

To see that (2) is an equivalent formulation of (1), note firstthat any solutionu to (2)
verifies

1

2

d

ds
(|u̇|2) = ü · u̇ =

(
∫

I |u̇|2 ds)
1
2

|I | 1
2

κ(u)i u̇ · u̇ = 0,

so that|u̇| = C0 = const. and, introducing the new parametrizationv(s) = u(s/C0),
we see that|v̇| = 1, andv solves (1).

Hence, an important advantage of formulation (2) is that we do not have to impose
any auxiliary condition on the parametrization since equation (2) is independent of the
interval I . Thus, we may chooseI = [0,1] and (2) reduces to

(3) ü = i L (u)κ(u)u̇ on [0,1] ,

where

L(u) :=
(∫

I
|u̇|2 ds

) 1
2

.

Each of the questions(Q0) and(Q1) has then to be supplemented with appropriate
boundary conditions:

u(0) = u(1), u̇(0) = u̇(1) for (Q0)

(or alternatively, to considerR/Z instead of [0,1]), and

(4) u(0) = a, u(1) = b, for (Q1).

1.2. The case of constant curvature

We begin the discussion of these two questions with the simplest case, namely when
the functionκ is a constantκ0 > 0. It is then easily seen that theonly solutions to
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equations (1) (or (3)) are portions of circles of radiusR0 = 1
κ0

. Therefore, for (Q0) we
obtain the simple answer: the solutions are circles of radius 1/κ0.

For question (Q1) a short discussion is necessary: we have to compare the distance
l0 := |a − b| with the diameterD0 = 2R0. Three different possibilities may occur:

(i) l0 > D0, i.e., 1
2l0κ0 > 1. In this case there is no circle of diameterD0 containing

simultaneouslya andb, and therefore problem (Q1) has no solution.

(ii) l0 = D0, i.e., 1
2l0κ0 = 1. There is exactlyonecircle of diameterD0 containing

simultaneouslya andb. Therefore (Q1) has exactlytwo solutions, each of the
half-circles joininga to b.

(iii) l0 < D0, i.e., 1
2l0κ0 < 1. There are exactlytwocircles of diameterD0 containing

simultaneouslya andb. These circles are actually symmetric with respect to
the axisab. Therefore (Q1) has exactlyfour solutions: twosmall solutions,
symmetric with respect to the axisab, which are arcs of circles of angle strictly
smaller thanπ , and twolarge solutions, symmetric with respect to the axisab,
which are arcs of circles of angle strictly larger thanπ . Notice that the length
of the small solutions is 2 arccos(1

2l0κ0))κ
−1
0 , whereas the length of the large

solutions is 2(π − arccos(1
2l0κ0))κ

−1
0 , so that the sum is the length of the circle

of radiusR0.

As the above discussion shows, the problem can be settled using very elementary
arguments of geometric nature.

We end this subsection with a few remarks concerning the parametric formulation,
and its analytical background: these remarks will be usefulwhen we will turn to the
general case.

Firstly, we observe that equation (3) in the caseκ ≡ κ0 is variational: its solutions
are critical points of the functional

Fκ0(v) = L(v)− κ0S(v)

whereL(v) has been defined above and

S(v) := 1

2

∫ 1

0
i v · v̇ ds .

The functional space for (Q0) is the Hilbert space

Hper := {v ∈ H 1([0,1],R2) | v(0) = v(1)} ,

whereas the functional space for (Q1) is the affine space

Ha,b := {v ∈ H 1([0,1],R2) | v(0) = a, v(1) = b} .

The functionalS(v) have a nice geometric interpretation. Indeed, forv belonging to
the spaceHper, S(v) represents the (signed)areaof the (inner) domain bounded by the
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curveC(v) = v([0,1]). Whereas, forv in Hper or Ha,b, the quantityL(v) is less or
equal to the length ofC(v) and equality holds if and only|v̇| is constant. In particular,
for v in Hper, we have the inequality

4π |S(v)| ≤ L2(v),

which is the analytical form of the isoperimetric inequality in dimension two. There-
fore solutions of (Q0), with κ ≡ κ0 are also solutions to the isoperimetric problem

sup{S(v) | v ∈ Hper , L(v) = 2πκ−1
0 } .

This, of course, is a well known fact.

Finally, we notice that the small solutions to (Q0), in case (iii) are local min-
imizers of F . More precisely, it can be proved that they minimizeF on the set
{v ∈ Ha,b | ‖v‖∞ ≤ κ−1

0 } (in this definition, the origin is taken as the middle point
of ab). In this context, the large solution can then also be analyzed (and obtained)
variationally, as a mountain pass solution. We will not go into details, since the argu-
ments will be developed in the frame ofH -surfaces (here however they are somewhat
simpler, since we have less troubles with the Palais-Smale condition).

1.3. The general case of variable curvature

In the general case when the prescribed curvatureκ(p) depends on the pointp, there
are presumably no elementary geometric arguments which could lead directly to the
solution of (Q0) and (Q1). In that situation, the parametric formulation offers a natural
approach to the problems.

In this subsection we will leave aside (Q0), since it is probably more involved and
we will concentrate on question (Q1). We will see in particular, that we are able to
extend (at least partially) some of the results of the previous subsection to the case
considered here using analytical tools.

We begin with the important remark that (3) is variational, even in the nonconstant
case: solutions of (3) and (4) are critical points onHa,b of the functional

Fκ (v) = L(v) − Sκ (v) ,

where

Sκ (v) =
∫ 1

0
i Q(v) · v̇ ds,

for any vector fieldQ : R2 → R2 verifying the relation divQ(w) = κ(w) for w =
(w1, w2) ∈ R2. A possible choice for such as a vector field is

Q(w1, w2) = 1

2
(

∫ w1

0
κ(s, w2) ds,

∫ w2

0
κ(w1, s) ds) .

Notice that in the caseκ ≡ κ0 is constant, the previous choice ofQ yieldsQ(w) = 1
2w,

and we recover the functionalFκ0, as written in the previous subsection.
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The existence of “small” solutions to (Q1) can be established as follows.

PROPOSITION1. Assume that l0 > 0 andκ ∈ C1(R2) verify the condition

1

2
l0‖κ‖∞ < 1.

Then equation(3) possesses a solution u, which minimizes Fκ on the set

M0 := {v ∈ Ha,b | ‖v‖∞ ≤ ‖κ‖−1
∞ } .

In the context ofH -surfaces, this type of result has been established first by S.
Hildebrandt [30], and we will explain in details his proof insection 4. The proof of
Proposition 1 is essentially the same and therefore we will omit it. Note that, in view
of the corresponding results for the constant case, i.e., case (iii) of the discussion in the
previous subsection, Proposition 1 seems rather optimal.

We next turn to the existence problem for “large” solutions.It is presumably more
difficult to obtain a general existence result, in the same spirit as in the previous propo-
sition (i.e., involving only some norms of the functionκ). We leave to the reader to
figure out some possible counterexamples. We believe that the best one should be able
to prove is a perturbative result, i.e., to prove existence of the large solution for func-
tionsκ that are close, in some norm, to a constant. In this direction, we may prove the
following result.

PROPOSITION2. Let l0, κ0 > 0, and assume that

1

2
l0κ0 < 1 .

Then, there existsε > 0 (depending only on the number l0κ0), such that, for every
functionκ ∈ C1(R2) verifying

‖κ − κ0‖C1 < ε ,

equation(3) has four different solutions u1, u2, u1 and u2, where one of the small
solutions u1 and u2 corresponds to the minimal solution given by proposition 1.

The new solutionsu1 and u2 provided by proposition 2 correspond to the large
solutions of the problem: one can actually prove that they converge, as‖κ − κ0‖C1

goes to zero, to the large portion of the two circles of radiusκ−1
0 , joining a to b, given

in case (iii) of the previous subsection.

Proof. A simple proof of Proposition 2 can be provided using the implicit function
theorem. Indeed, consider the affine space

C2
a,b := {v ∈ C2([0,1],R2) | v(0) = a, v(1) = b} ,

and the map8 : C2
a,b × R → C0 := C0([0,1],R2) defined by

8(v, t) = −v̈ + i (κ0 + t (κ(v)− κ0))L(v)v̇ .



180 F. Bethuel - P. Caldiroli - M. Guida

Clearly8 is of classC1 and forw ∈ C2
0,0 one has:

∂v8(v, t)(w) = −ẅ + i L (v)((κ0 + t (κ(v)− κ0))ẇ + tκ ′(v) · v̇ w)

+i (κ0 + t (κ(v)− κ0))L(v)
−1v̇

∫ 1

0
v̇ · ẇ ds .

Let u0 be one of the four solutions forκ0. Notice that for an appropriate choice of
orthonormal coordinates in the plane,u0 is given by the explicit formula

u0(s) = κ−1
0 exp(i L 0κ0s),

whereL0 = L(u0) (recall thatL0 = 2κ−1
0 arccos(1

2l0κ0)) for small solutions, orL0 =
2κ−1

0 (π − arccos(1
2l0κ0)) for large solutions). We compute the derivative at the point

(u0,0):

∂v8(u0,0)(w) = −ẅ + i L 0κ0ẇ + i κ0L−1
0 u̇0

∫ 1

0
u̇0 · ẇ ds ,

It remains merely to prove that∂v8(u0,0) is invertible, i.e., by Fredholm theory, that
ker∂v8(u0,0) = {0}. If w ∈ ker∂v8(u0,0), then

(5) ẅ = i L 0κ0ẇ − α(w)L0κ0 exp(i L 0κ0s),

whereα(w) = L−1
0

∫ 1
0 u̇0 · ẇ ds. Takingα as a parameter, equation (5) can be solved

explicitly and its solution is given by:

w(x) = C1 + C2 exp(i L 0κ0s)+ iαsexp(i L 0κ0s)

whereC1 and C2 are some (complex-valued) constants. The boundary conditions
w(0) = w(1) = 0 determineC1 andC2 as functions ofα. In view of the defini-
tion of α, one deduces an equation forα. After computations, since12l0κ0 < 1, it turns
out that the only solution isα = 0, and thenw = 0. Thus the result follows by an
application of the implicit function theorem.

The result stated in proposition 2 can be improved if one usesinstead a variational
approach based on the mountain pass theorem. More precisely, one may replace the
C1 norm there, by theL∞ norm, i.e., prove that if, for some smallε > 0, depending
only on the valuel0κ0 one has

‖κ − κ0‖∞ < ε,

then a large solution exists, for the problem (Q1) corresponding to the curvature func-
tion κ . The analog of this result for surfaces will be discussed in Section 6, and it is
one of the important aspects of the question we want to stress.

At this point, we will leave the planar problem for curves, and we turn to its version
for surfaces in the three dimensional spaceR3. It is of course only for one dimensional
objects that the curvature could be expressed by a simple scalar function. For higher di-
mensional submanifolds, one needs to make use of a tensor (inthe context of surfaces,
the second fundamental form). However, some “curvature” functions, deduced from
this tensor are of great geometric interest. For surfaces inR3 the Gaussian curvature
and the mean curvature in particular are involved in many questions.
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2. Some geometric aspects of the mean curvature

In this section, we will introduce the main definitions and some natural problems in-
volving the notion ofcurvature. Although this notion is important in arbitrary dimen-
sion and arbitrary codimension, we will mainly restrict ourselves totwo-dimensional
surfaces embedded inR3. More precisely, our main goal is to introduce some problems
of prescribed mean curvature, and their links toisoperimetric problems.

We remark that mean curvature concerns problems inextrinsicgeometry, since it
deals with the way objects are embedded in the ambient space.In contrast, problems
in intrinsic geometry do not depend on the embedding and for this kind of problems
one considers the Gaussian curvature.

Let us start by recalling some geometric background.

2.1. Basic definitions

Let M be a two-dimensional regular surface inR3. Fixed p0 ∈ M, let us consider near
p0 a parametrization ofM, that is a mapu : O → M with O open neighborhood of 0
in R2, u(0) = p0, andu diffeomorphism ofO onto an open neighborhood ofp0 in M.
Note that, denoting by∧ the exterior product inR3, one hasux ∧ uy 6= 0 onO, and

(6) −→n = ux ∧ uy

|ux ∧ uy|

(evaluated at(x, y) ∈ O) defines a unit normal vector atu(x, y).

The metric onN is given by thefirst fundamental form

gi j dui du j = E (dx)2 + 2F dx dy+ G (dy)2

where
E = |ux|2, F = ux · uy, G = |uy|2.

The notion of curvature can be expressed in terms of the second fundamental form.
More precisely, letγ : (−1,1) → M be a parametric curve onM of the formγ (t) =
u(x(t), y(t)), with x(0) = y(0) = 0. Thusγ (0) = p0.

Sincedγ
dt and−→n are orthogonal, one has

(7)
d2γ

dt2
· −→n = uxx · −→n

(
dx

dt

)2

+ 2 uxy · −→n dx

dt

dy

dt
+ uyy · −→n

(
dy

dt

)2

.

Setting
L = uxx · −→n , M = uxy · −→n , N = uyy · −→n ,

the right hand side of (7), evaluated at(x, y) = (0,0),

L (dx)2 + 2M dx dy+ N (dy)2
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defines thesecond fundamental form. By standard linear algebra, there is a basis
(e1,e2) in R2 (depending onp0) such that the quadratic forms

A =
(

E F
F G

)
, Q =

(
L M
M N

)

can be simultaneously diagonalized; in particulardu(e1) anddu(e2) are orthogonal.
The unit vectors

ν1 = du(e1)

|du(e1)|
, ν2 = du(e2)

|du(e2)|
are calledprincipal directions at p0, while theprincipal curvatures at p0 are the
values

κ1 =
〈

d2γ1

dt2
,
−→n
〉
, κ2 =

〈
d2γ2

dt2
,
−→n
〉

for curvesγi : (−1,1) → M such thatγi (0) = p0 andγ ′
i (0) = νi (i = 1,2).

Themean curvatureat p0 is defined by

H = 1
2(κ1 + κ2)

(homogeneous to the inverse of a length), whereas theGaussian curvatureis

K = κ1κ2.

Notice thatH andK do not dependon the choice of the parametrization.

In terms of the first and second fundamental forms, we have

(8) 2H = 1
EG−F2 (GL − 2F M + E N) = tr

(
A−1Q

)
.

REMARK 1. Suppose thatM can be represented as agraph, i.e. M has a parame-
trization of the form

u(x, y) = (x, y, f (x, y))

with f ∈ C1(O,R). Using the formula (8) forH , a computation shows that

(9) 2H = div

(
∇ f√

1 + |∇ f |2

)
,

whereas the Gaussian curvature is

K =
fxx fyy − f 2

xy

1 + |∇ f |2 .

Let us note that every regular surface admits locally a parametrization as a graph. More-
over, if p0 = (x0, y0, f (x0, y0)), by a suitable choice of orthonormal coordinates one
may also impose that∇ f (x0, y0) = 0.
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2.2. Conformal parametrizations and theH -system

In problems concerning mean curvature, it is convenient to use conformal parametri-
zations, since this leads to an equation for the mean curvature that can be handle with
powerful tools in functional analysis.

DEFINITION 1. LetM be a two-dimensional regular surface inR3 and letu : O →
M be a (local) parametrization,O being a connected open set inR

2. The parametriza-
tion u is said to beconformal if and only if for every z ∈ O the linear map
du(z) : R2 → Tu(z)M preserves angles (and consequently multiplies lengths by acon-
stant factor), that is there existsλ(z) > 0 such that

(10) 〈du(z)h,du(z)k〉R3 = λ(z)〈h, k〉R2 for everyh, k ∈ R
2 .

In other words,u is conformal if and only if for everyz ∈ O du(z) is the product
of an isometry and a homothety fromR2 into R3. Note also that the condition of
conformality (10) can be equivalently written as:

(11) |ux|2 − |uy|2 = 0 = ux · uy

at every pointz ∈ O. In what will follow, an important role is played by theHopf
differential, which is the complex-valued function:

ω =
(
|ux|2 − |uy|2

)
− 2iux · uy.

In particular,u is conformal if and only ifω = 0.

REMARK 2. If the target space of a conformal mapu has dimension two, then
u is analytical. This follows by the fact that, given a domainO in R

2, a mapping
u ∈ C1(O,R2) is conformal if and only ifu is holomorphic or anti-holomorphic (we
identify R2 with the complex fieldC). However for conformal mapsu : O → Rk with
k ≥ 3 there is no such as regularity result.

We turn now to the expression ofH for conformal parametrizations. Ifu is confor-
mal, then {

E = |ux|2 =
∣∣uy
∣∣2 = G

F = ux · uy = 0,

so that

(12) 2H (u) = 1u · −→n
|ux|2

onO .

On the other hand, deriving conformality conditions (11) with respect tox andy, we
can deduce that1u is orthogonal both toux and touy. Hence, recalling the expression
(6) of the normal vector−→n , we infer that1u and−→n are parallel. Moreover, by (11),
|ux ∧ uy| = |ux|2 = |uy|2, and then, from (12) it follows that

(13) 1u = 2H (u)ux ∧ uy onO .
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Let us emphasize that (13) is a system of equations, often called H -system, or alsoH -
equation, and for this system the scalar coefficientH (u) has the geometric meaning
of mean curvature for the surfaceM parametrized byu at the pointu(z) provided that
u is conformal andu(z) is a regular point, i.e.,ux(z) ∧ uy(z) 6= 0.

2.3. Some geometric problems involving theH -equation

Equation (13) is the main focus of this article. In order to justify its importance let us
list some related geometric problems.

It is useful to recall that the area of a two-dimensional regular surface M
parametrized by some mappingu : O → R3 is given by the integral

A(u) =
∫

O

|ux ∧ uy| .

In particular, ifu is conformal, the area functional equals the Dirichlet integral:

(14) E0(u) = 1

2

∫

O

|∇u|2

One of the most famous geometric problems is that ofminimal surfaces.

DEFINITION 2. A two-dimensional regular surface inR3 is said to be minimal if
and only if it admits a parametrizationu which is a critical point for the area functional,
that is,d A

ds (u + sϕ)
∣∣
s=0 = 0 for everyϕ ∈ C∞

c (O,R
3).

An important fact about minimal surfaces is given by the following statement.

PROPOSITION3. A two-dimensional regular surface M inR3 is minimal if and
only if H ≡ 0 on M.

Proof. Fixing a pointp0 in the interior ofM, without loss of generality, we may assume
that a neighborhoodM0 of p0 in M is parametrized as a graph, namely there exist a
neighborhoodO of 0 in R2 and a functionf ∈ C1(O,R) such thatM0 is the image of
u(x, y) = (x, y, f (x, y)) as(x, y) ∈ O. In terms of f , the area functional (restricted
to M0) is given by

A0( f ) =
∫

O

√
1 + |∇ f |2

and then
d A0

ds
( f + sψ)

∣∣∣∣
s=0

= −
∫

O

div

(
∇ f√

1 + |∇ f |2

)
ψ

for everyψ ∈ C∞
c (O,R). Hence, keeping into account of (9), the thesis follows.

Another famous geometric problem is given by the so-calledisoperimetric prob-
lem that we state in the following form. Given any two-dimensional regularcompact
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surfaceM without boundary, let V(M) be the volume enclosed byM. The general
principle says that:

Surfaces which are critical for the area, among surfaces enclosing
a prescribed volume, (i.e., solutions of isoperimetric problems) verify
H ≡ const.

REMARK 3. Consider for instance the standard isoperimetric problem:

Fixing λ > 0, minimize the area of M among compact surfaces M without
boundary such that V(M) = λ.

It is well known that this problem admits a unique solution, corresponding to the sphere

of radius 3
√

3λ
4π . This result agrees with the previous general principle since the sphere

has constant mean curvature. Nevertheless, there are many variants for the isoperimet-
ric problem, in which one may add some constrains (on the topological type of the
surfaces, or boundary conditions, etc.).

In general, the isoperimetric problem can be phrased in analytical language as fol-
lows: consider any surfaceM admitting a conformal parametrizationu : O → R3,
whereO is a standard reference surface, determined by the topological type ofM (for
instance the sphereS2, the torusT2, etc.). For the sake of simplicity, suppose thatM is
parametrized by the sphereS2 that can be identified with the (compactified) planeR2

through stereographic projection. Hence, ifu : R2 → R3 is a conformal parametriza-
tion of M, the area ofM is given by (14), whereas the (algebraic) volume ofM is given
by

V(u) = 1

3

∫

R2
u · ux ∧ uy .

In this way, the above isoperimetric problem can be written as follows:

Fixing λ > 0, minimize
∫
R2 |∇u|2 with respect to the class of conformal

mappings u: R2 → R3 such that
∫
R2 u · ux ∧ uy = 3λ.

One can recognize that ifu solves this minimization problem, or also ifu is a critical
point for the Dirichlet integral satisfying the volume constraint, then, by the Lagrange
multipliers Theorem,u solves anH -equation withH constant.

As a last remarkable example, let us consider theprescribed mean curvature
problem: given a mappingH : R3 → R study existence and possibly multiplicity
of two-dimensional surfacesM such that for allp ∈ M the mean curvature ofp at
M equalsH (p). Usually the surfaceM is asked to satisfy also some geometric or
topological side conditions.

This kind of problem is a generalization of the previous onesand it appears in var-
ious physical and geometric contexts. For instance, it is known that in some evolution
problems, interfaces surfaces move according to mean curvature law. Again, noncon-
stant mean curvature arises in capillarity theory.
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3. The Plateau problem: the method of Douglas-Rad́o

In this section we consider the classicalPlateau problemfor minimal surfaces. Letγ
be a Jordan curve inR3, that isγ is the support of a smooth mappingg : S

1 → R
3 with

no self-intersection. The question is:

Is there any surface M minimizing (or critical for)
the area, among all surfaces with boundaryγ ?

In view of our previous discussions, the Plateau problem becomes:

(P0)
Find a surface M such that∂M = γ and having

zero mean curvature at all points.

Note that in general, this problem may admit more than one solution.

We will discuss this problem by following the method of Douglas-Radó, but we
point out that many methods have been successfully proposedto solve the Plateau
problem. Here is a nonexhaustive list of some of them.

1. Whenγ is a graph, try to find M as a graph. More precisely supposeγ to be
close to a plane curveγ0. Note that forγ0 the obvious solution is the planar
region bounded byγ0 itself. Let g : S1 → R be such thatγ = g̃(S1) where
g̃(z) = (z, g(z)) asz = (x, y) ∈ S1. If g is “small”, we may useperturbation
techniques(Schauder method) to solve thenonlinearproblem





div

(
∇ f√

1+|∇ f |2

)
= 0 in D2

f = g on ∂D2 = S1

whereD2 is the open unit disc inR2 (compare with (9), being nowH = 0).

2. Given a Jordan curveγ , find a surfaceM spanningγ , with M parametrized in
conformal coordinates. This is the Douglas-Radó method that we will develop
in more details. Here we just note that, differently from theprevious case, now
the conformal parametrizationu of M solves thelinear equation1u = 0.

3. Use the tools fromgeometric measure theory([21], [39], [40]), especially de-
signed for that purpose. The advantage of this method is thatit is free from
conformality equations, and it is very good for minimization problems, but it
needs a lot of work to recover regularity of the solutions. Actually, this method
is not very useful to handle with saddle critical points.

4. Usesingular limit problems:

Eε (u) = 1

2

∫
|∇u|2 + 1

ε2

∫ (
1 − |u|2

)2
.

As the previous one, this method does not use any parametrization.
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Let us turn now to the Douglas-Radó method. Looking for a conformal parametri-
zation ofM, by (13), the Plateau problem is reduced to the following form:

(P0)

Find u ∈ C0
(

D2,R3
)

∩ C2(D2,R3) such that



1u = 0 in D2

|ux|2 − |uy|2 = 0 = ux · uy in D2

u
∣∣
∂D2 monotone parametrization ofγ .

On one hand the Laplace equation is completely standard. On the other hand, the
boundary condition is less usual than the Dirichlet one and,besides, one has to deal
with the conformality conditions.

The first step in the Douglas-Radó approach consists in translating problem(P0)

into a minimization problem. To this aim let us introduce theSobolev spaceH 1 =
H 1(D2,R3) and the set

(15) W = {v ∈ H 1 : v
∣∣
∂D2 continuous, monotone, parametrization ofγ }

and for everyv ∈ W let us denote byE0(v) the Dirichlet integral ofv on D2, as in
(14). Recall that ifv is conformal thenE0(v) gives the area of the surface parametrized
by v.

LEMMA 1. If u ∈ W minimizes E0 on W, then u is a solution of the Plateau
problem(P0).

The most surprising result in this statement is that the conformality conditions come
out as part of the Euler-Lagrange equation.

Proof. Sinceu minimizes the Dirichlet integral for allH 1 maps with the same bound-
ary value,u is a weak solution to1u = 0 in D2. In fact, from regularity theory,
u ∈ C∞. Now, let

ω = |ux|2 − |uy|2 − 2iux · uy

be the Hopf differential associated tou. Sinceu solves the Laplace equation, it is easy
to verify that ∂ω

∂z = 0, and thenω is constant. In order to prove thatω ≡ 0, i.e.,u is

conformal, the idea is to usevariations of the domain. More precisely, let
−→
X be an

arbitrary vector field onD2 such that
−→
X · −→n = 0 on∂D2, and letφ(t, z) be the flow

generated by
−→
X , i.e. 




∂φ

∂ t
= −→

X (φ)

φ(0, z) = z .

Thenφ(t, z) = z + t
−→
X (z)+ o

(
t2
)

andφt := φ(t, ·) : D2 → D2 is a diffeomorphism
for everyt ≥ 0. If we setut = u ◦ φt thenu ∈ W impliesut ∈ W for everyt ≥ 0 and
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therefore, by the minimality ofu,

d

dt
E0(ut ) = 0,

i.e.

(16)
d

dt

∫

D2

∣∣∣∇u
(
z + t

−→
X (z)

)∣∣∣
2

= 0.

After few computations, (16) can be rewritten as

∫

D2
ω · ∂

−→
X

∂z
= 0

which holds true for every
−→
X ∈ C∞ (

D2,R2
)

such that
−→
X · −→n = 0 on ∂D2. This

impliesω ≡ 0, that is the thesis.

Thanks to Lemma 1, a solution to problem(P0) can be found by solving the fol-
lowing minimization problem:

(Q0) Find u ∈ W such that E0(u) = inf
v∈W

E0(v)

whereE0(v) is the Dirichlet integral ofv andW is defined in (15).

Conformal invariance

The greatest difficulty in the study of problem(Q0) is that minimizing sequences are
not necessarily compact inW, because of theconformal invarianceof the problem.
Let us consider the groupG of all conformal diffeomorphisms ofD2:

G = {φ ∈ C1(D2, D2) : φ one to one and orientation preserving,

|φx|2 − |φy|2 = 0 = φx · φy}.

It is easy to verify that, given anyv ∈ W andφ ∈ G one has|∇(v ◦ φ)| = λ|(∇v) ◦ φ|
whereλ = |φx| = |φy|. Sinceλ2 = |Jacφ|, one obtains

∫

D2
|∇(v ◦ φ)|2 =

∫

D2
|∇v|2

that is
E0(v ◦ φ) = E0(v),

the energy is invariant under a conformal change onD2. Note also that

u ∈ W, φ ∈ G ⇒ u ◦ φ ∈ W

because ifφ ∈ G thenφ
∣∣
∂D2 : ∂D2 → ∂D2 is monotone.
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As a consequence of conformal invariance, we are going to seethat W is not se-
quentially weakly closedin H 1. In order to do that, let us first describeG. As already
mentioned in remark 2, conformal mapsφ ∈ G are holomorphic or antiholomorphic;
by a choice of orientation, we can restrict ourselves to holomorphic diffeomorphisms.
It is then a (not so easy) exercise in complex analysis to prove that

G =
{
φ ∈ C1(D2,C) : ∃a ∈ C, |a| < 1, ∃θ ∈ [0,2π) s.t . φ = φθ,a

}

where

φθ,a(z) = z + a

1 − az
eiθ

(
z ∈ D2

)
.

HenceG is parametrized byD2 × S1, a noncompact three-dimensional manifold with
boundary.

Note now that, givenv ∈ W ∩ C(D2,R3) and(an) ⊂ D2, if an → a ∈ ∂D2 then
v ◦ φ0,an → v(a) pointwise and weakly inH 1 (but not strongly), and the weak limit in
general does not belong toW which does not contain any constant.

The three points condition

In order to remove conformal invariance, we have to “fix a gauge”, choosing for every
v ∈ W a special element in the orbit{v ◦ φ}φ∈G. For this purpose, let us fix a monotone
parametrizationg ∈ C(S1, γ ) of γ and then, let us introduce the class

W∗ =
{
v ∈ W : v

(
e

2ikπ
3
)

= g
(
e

2ikπ
3
)
, k = 1,2,3

}
.

SinceW∗ ⊂ W and for everyv ∈ W there existsϕ ∈ G such thatv ◦ ϕ ∈ W∗, one has
that:

LEMMA 2. infv∈W∗ E0(v) = infv∈W E0(v).

Hence, in order to find a solution to the Plateau problem(P0), it is sufficient to
solve the minimization problem defined by infv∈W∗ E0(v). This can be accomplished
by using the following result.

LEMMA 3 (COURANT-LEBESGUE). W∗ is sequentially weakly closed in H1.

Proof. We limit ourselves to sketch the proof. To everyv ∈ W∗, one associates (in a
unique way) a continuous mappingϕ : [0,2π ] → [0,2π ] such that

(17) v
(
eiθ ) = g

(
eiϕ(θ)), ϕ(0) = 0.

The functionϕ turns out to be increasing and satisfying

(18) ϕ

(
2kπ

3

)
= 2kπ

3
for k = 0, . . . ,3.

Take a sequence(vn) ⊂ W∗ converging to somev weakly in H 1. Let (ϕn) ∈
C([0,2π ]) be the corresponding sequence, defined according to (17). Since everyϕn



190 F. Bethuel - P. Caldiroli - M. Guida

is increasing and satisfies (18), for a subsequence,ϕn → ϕ almost everywhere, being
ϕ an increasing function on [0,2π ] satisfying (18). One can show thatϕ is continuous
on [0,2π ], this is the hard step in the proof. Then, from monotonicity, ϕn → ϕ uni-
formly on [0,2π ]. By continuity of g, from (17) it follows thatu

∣∣
∂D2 is a continuous

monotone parametrization ofγ and thenu belongs toW∗.

Hence, apart from regularity at the boundary, we proved thatthe Plateau problem
(P0) admits at least a solution, characterized as a minimum.

4. The Plateau problem forH -surfaces (the small solution)

A natural extension of the previous Plateau problem(P0) is to look for surfaces with
prescribed mean curvature bounding a given Jordan curveγ , that is

(PH )
Find a surface M such that∂M = γ and the mean
curvature of M at p equals H(p), for all p ∈ M.

whereH : R3 → R is a given function (take for instance a constant).

Some restrictions on the functionH or onγ are rather natural. This can be seen
even for the equivalent version of problem(PH ) in lower dimension. Indeed, a curve
in the plane with constant curvatureK0 > 0 is a portion of a circle with radiusR0 =
1/K0. Therefore, fixing the end pointsa,b ∈ R2, such as a curve joininga andb exists
provided that|a − b| ≤ 2R0. Choosing the origin in the middle of the segmentab, this
condition becomes sup{|a|, |b|}K0 ≤ 1.

The necessity of some smallness condition onH or onγ is confirmed by the fol-
lowing nonexistence resultproved by E. Heinz in 1969 [26]:

THEOREM 1. Let γ be a circle inR3 of radius R. If H0 > 1/R then there exists
no surface of constant mean curvature H0 boundingγ .

Hence we are led to assume a condition like‖H‖∞‖γ ‖∞ ≤ 1. Under this condi-
tion, in 1969 S. Hildebrandt [30] proved the nextexistence result:

THEOREM 2. Letγ be a Jordan curve inR3 and let H: R3 → R be such that

‖H‖∞‖γ ‖∞ ≤ 1.

Then there exists a surface of prescribed mean curvature H , boundingγ .

We will give some ideas of the proof of the Hildebrandt theorem. Firstly, by virtue
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of what discussed in section 2, problem(PH ) can be expressed analytically as follows:

(PH )

Find a (regular) u: D2 → R
3 such that




1u = 2H (u)ux ∧ uy in D2

|ux|2 − |uy|2 = 0 = ux · uy in D2

u
∣∣
∂D2 monotone parametrization ofγ .

The partial differential equation foru is nownonlinearand this is of course the main
difference with the Plateau problem(P0) for minimal surfaces. The solution of(PH )

found by Hildebrandt is characterized as a minimum, and it isoften calledsmall so-
lution . In fact, under suitable assumptions, one can find also a second solution to
(PH ) which does not correspond to a minimum point but to a saddle critical point, the
so-calledlarge solution (see section 6).

The conformality condition can be handled as in the Douglas-Radó approach
(three-point condition). In doing that, we are led to consider the more standard Dirich-
let problem

(DH )

{
1u = 2H (u)ux ∧ uy in D2

u = g on ∂D2 ,

whereg is a fixed continuous, monotone parametrization ofγ .

The main point in Hildebrandt’s proof is the existence of solutions to the problem
(DH ), that is:

THEOREM 3. Let g∈ H 1/2(S1,R3) ∩ C0 and let H: R3 → R be such that

‖g‖∞‖H‖∞ ≤ 1.

Then problem(DH ) admits a solution.

Proof. Let us show this result in case the strict inequality‖g‖∞‖H‖∞ < 1 holds. We
will split the proof in some steps.

Step 1: Variational formulation of problem(DH ).

Problem(DH ) is variational, that is, solutions to(DH ) can be detected as critical points
of a suitable energy functional, defined as follows. LetQH : R3 → R3 be a vector field
such that

div QH (u) = H (u) for all u ∈ R
3.

For instance, take

QH (u) = 1

3

(∫ u1

0
H (t,u2,u3) dt,

∫ u2

0
H (u1, t,u3) dt,

∫ u3

0
H (u1,u2, t) dt

)
.

Then, denote
H 1

g = {u ∈ H 1(D2,R3) : u
∣∣
∂D2 = g}
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and

EH (u) = 1

2

∫

D2
|∇u|2 + 2

∫

D2
QH (u) · ux ∧ uy .

Note that in case of constant mean curvatureH (u) ≡ H0 one can takeQH0(u) = 1
3 H0u

andEH turns out to be the sum of the Dirichlet integral with the volume integral.

One can check that critical points ofEH on H 1
g correspond to (weak) solutions to

problem(DH ). Actually, as far as concerns the regularity ofEH on the spaceH 1
g some

assumptions onH are needed. For instance,EH is of classC1 if H ∈ C0(R3) and
H (u) is constant for|u| large. A reduction to this case will be done in the next step.

Step 2: Truncation on H and study of a minimization problem.

By scaling, we may assumeh = ‖H‖∞ < 1 and‖g‖∞ ≤ 1. Then, leth′ ∈ (h,1) and
H̃ : R3 → R be a smooth function such that

H̃(u) =
{

H (u) as |u| ≤ 1 ,

0 as |u| ≥ 1
h′ ,

and with‖H̃‖∞ < h′. Let us denote byQH̃ and EH̃ the functions corresponding to
H̃ . Since|QH̃ (u)| ≤ 1 for all u ∈ R3, we obtain

1

3
E0(u) ≤ EH̃ (u) ≤ 5

3
E0(u) for all u ∈ H 1

g .

Moreover,EH̃ turns out to be weakly lower semicontinuous onH 1
g . Therefore

inf
v∈H1

g

FH̃ (v)

is achieved by some functionu ∈ H 1
g . By standard arguments,u is a critical point of

EH̃ and thus, a (weak) solution of

(DH̃ )

{
1u = 2H̃(u)ux ∧ uy in D2

u = g on ∂D2 .

Step 3: Application of the maximum principle.

In order to prove thatu is solution to the original problem(DH ), one shows that
‖u‖∞ ≤ 1. One has that (in a weak sense)

−1|u|2 = −2
(
|∇u|2 + u ·1u

)
≤ −2|∇u|2

(
1 − |u|

∣∣H̃ (u)
∣∣) ≤ 0.

Hence|u|2 is subharmonic and the maximum principle yields

‖u‖L∞(D2) ≤ ‖u‖L∞(∂D2) = ‖g‖∞ ≤ 1.

SinceH̃(u) = H (u) as|u| ≤ 1, u turns out to solve(DH ).
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REMARK 4. 1.The implementation of the Douglas-Radó method passing from the
Dirichlet problem(DH ) to the Plateau problem(PH ) is made possible by the fact that
the functionalEH is conformally invariant. Actually, note that the volume functional

VH (u) =
∫

D2
QH (u) · ux ∧ uy

is invariant with respect to the (larger) group of the orientation preserving diffeomor-
phisms ofD2 into itself.

2. WhenH is constant (e.g.H ≡ 1) andu ∈ H 1
g is regular, the functionalVH (u) has

a natural geometric interpretation as a (signed) volume of the region bounded by the
surface parametrized byu and a fixed surface given by the portion of cone with vertex
at the origin and spanningg. When H is nonconstant a similar interpretation holds,
consideringR3 endowed with anH -weighted metric (see Steffen [39]).

3. Although the condition‖γ ‖∞‖H‖∞ ≤ 1 is natural and sufficient for existence of
solutions to problem(PH ), it is not necessary. Think for instance of long and narrow
“strips”. In this direction there are some existence results (by Heinz [25], Wente [47],
and K. Steffen [40]) both for the Dirichlet problem(DH ) and for the Plateau problem
(PH ) where a solution characterized as a minimum is found assuming that

‖H‖∞
√

Aγ ≤ C0

whereAγ denotes the minimal area boundingγ andC0 is some explicit positive con-
stant.

4. In case of constant mean curvatureH (u) ≡ H0 > 0, if γ is a curve lying on a sphere
of radiusR0 = 1/H0, the solution given by the above Hildebrandt theorem corresponds
to the smaller part of the sphere spanningγ (small solution). In this special case, the
larger part of the sphere is also a solution to(PH ), the large solution. We will see
below that this kind of multiplicity result holds true for more generalγ andH , but it
does not happen, in general, for minimal surfaces.

5. There are also conformal solutions of theH -equation which define compact surfaces
(this is impossible for minimal surfaces). A typical example is the sphereS2. More
surprisingly, Wente in [49] constructed also immersed toriof constant mean curvature.

5. Analytical aspects of theH -equation

In this section we will study properties of solutions of theH -equation (13). More
precisely, we will study:

(i) the regularity theoryas well as some aspects of the energy functionalEH (Wente’s
result [47] and its extensions by Heinz [27], [28], Bethuel and Ghidaglia [8], [9],
Bethuel [7]),

(ii) a priori boundsof solutions of problem(PH ) (or also(DH )),

(iii) isoperimetric inequalities.
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Clearly, questions (i) and (ii) are elementary for the minimal surface equation1u = 0.
For theH -equation (13), they are rather involved, because the nonlinearity is “critical”.

5.1. Regularity theory

Here we considerweak solutionsof the equation

(19) 1u = 2H (u)ux ∧ uy onO

whereO is any domain inR2. Owing to the nonlinearity 2H (u)ux ∧ uy as well as to
the variational formulation discussed in the previous section, it is natural to consider
solutions of (19) which are in the spaceH 1(O,R3).

The first regularity result for (19) was given by H. Wente [47], for H constant.

THEOREM4. If H is constant, then any u∈ H 1(O,R3) solution of(19) is smooth,
i.e., u∈ C∞(O).

Nowadays, this result is a special case of a more general theorem (see Theorem 5
below) that will be discussed in the sequel. In any case, we point out that the proof of
Theorem 4 relies on the special structure of the nonlinearity:

ux ∧ uy =




u2
xu3

y − u3
xu2

y

u3
xu1

y − u1
xu3

y

u1
xu2

y − u2
xu1

y


 =




{
u2,u3

}
{
u3,u1

}
{
u1,u2

}


 .

Here we have made use of the notation

{ f, g} = fxgy − fygx

which represents the Jacobian of the map(x, y) 7→ ( f (x, y), g(x, y)). Thus, consid-
ering the equation (19) withH constant, we are led to study the more generallinear
equation

1φ = { f, g} in O

where f, g satisfy
∫
O

|∇ f |2 < +∞ and
∫
O

|∇g|2 < +∞. Obviously{ f, g} ∈ L1(O)

but, in dimension two,1φ ∈ L1(O) impliesφ ∈ W1,p
loc (O) only for p < 2, while the

embeddingW1,p ↪→ L∞ holds true only asp > 2. However,{ f, g} has a special
structure of divergence form, and precisely

{ f, g} = ∂

∂x

(
f gy

)
− ∂

∂y
( f gx) ,

and this can be employed to prove what stated in the followinglemmata, which have
been used in various forms since the pioneering work by Wente[47].

LEMMA 4. Letφ ∈ W1,1
loc (R

2) be the solution of
{

−1φ = { f, g} on R2

φ(z) → 0 as |z| → +∞ .
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Then
‖ϕ‖L∞ + ‖∇ϕ‖L2 ≤ C‖∇ f ‖L2‖∇g‖L2.

Proof. Let − 1
2π ln |z| be the fundamental solution of−1. Since the problem is invari-

ant under translations, it suffices to estimateφ(0). We have

φ(0) = − 1

2π

∫

R2
ln |z| { f, g} dz.

In polar coordinates, one has

{ f, g} = 1

r

∂

∂θ
( f gr )−

∂

∂r
( f gθ ) .

Hence, integrating by parts, we obtain

φ(0) = 1

2π

∫

R2

1

r
f gθ dz

= 1

2π

∫ +∞

0

dr

r

(∫

|z|=r
f gθ dθ

)
.

Setting f = 1
2πr

∫
|z|=r f dθ , then, using Cauchy-Schwartz and Poincaré inequality,

∣∣∣∣
∫

|z|=r
f gθ dθ

∣∣∣∣ =
∣∣∣∣
∫

|z|=r

(
f − f

)
gθ dθ

∣∣∣∣

≤
(∫

|z|=r

∣∣ f − f
∣∣2 dθ

) 1
2
(∫

|z|=r
|gθ |2 dθ

) 1
2

≤ C

(∫

|z|=r
| fθ |2 dθ

) 1
2
(∫

|z|=r
|gθ |2 dθ

) 1
2

≤ Cr2
(∫

|z|=r
|∇ f |2 dθ

) 1
2
(∫

|z|=r
|∇g|2 dθ

) 1
2

.

Going back toφ(0), using again Cauchy-Schwartz inequality, we have

|φ(0)| ≤ C
∫ +∞

0

(
r
∫

|z|=r
|∇ f |2 dθ

) 1
2
(

r
∫

|z|=r
|∇g|2 dθ

) 1
2

dr

≤ C

(∫ +∞

0

∫

|z|=r
|∇ f |2 dθ r dr

) 1
2
(∫ +∞

0

∫

|z|=r
|∇g|2 dθ r dr

) 1
2

= C‖∇ f ‖L2‖∇g‖L2 .

Hence
‖φ‖L∞ ≤ C‖∇ f ‖L2‖∇g‖L2 .
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Finally, multiplying the equation−1φ = { f, g} by φ and integrating overR2, we
obtain

∫

R2
|∇φ|2 ≤ ‖{ f, g}‖L1‖φ‖L∞

≤ 2‖φ‖L∞‖∇ f ‖L2‖∇g‖L2

≤ C‖∇ f ‖2
L2‖∇g‖2

L2 .

Using the maximum principle, it is possible to derive similarly (as obtained by H.
Brezis and J.M. Coron [13]) the following analogous result:

LEMMA 5. Assume f, g ∈ H 1(D2,R) and letφ ∈ W1,1
0 (D2,R) be the solution of

{
−1φ = { f, g} on D2

φ = 0 on ∂D2.

Then

‖φ‖L∞ + ‖∇φ‖L2 ≤ C‖∇ f ‖L2‖∇g‖L2.

Another proof of the above lemmas can be obtained by using tools of harmonic
analysis. It has been proved (Coifman-Lions-Meyer-Semmes[19]) that if f, g ∈
H 1(R2) then{ f, g} belongs to the Hardy spaceH1(R2), a strict subspace ofL1(R2),
defined as follows:

H1(R2) = {u ∈ L1(R2) : K j u ∈ L1 for j = 1,2},

where Kj = ∂/∂x j (−1)1/2. As a consequence, since any Riesz transform Rj =
∂/∂x j (−1)−1/2 mapsH1(R2) into itself, one has that if−1φ = { f, g} onR2 then

− ∂2φ

∂xi ∂x j
= Ri R j (−1φ) ∈ H1(R2) f or i , j = 1,2

and henceφ ∈ W2,1(R2) ⊂ L∞(R2). This argument holds similarly true in the sit-
uation of lemma 5 and can be pushed further to obtain the desired estimate, exploit-
ing the fact that the fundamental solution (onR2) to the Laplace equation belongs to
BMO(R2), the dual ofH1(R2).

We now turn to the case of variableH . Regularity of (weak)H 1-solutions has been
established under various assumptions on the functionH . For instance,H ∈ C∞(R3)
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and

supy∈R3 |H (y)|(1+ |y|) ≤ α < 1 (Heinz, [27])

‖H‖∞ < +∞, H (y) = H (y1, y2) (Bethuel-Ghidaglia, [8])

‖H‖∞ < +∞, supy∈R3 |∇H (y)|(1+ |y|) < +∞ (Heinz, [28])

‖H‖L∞ < +∞, supy∈R3
∂H
∂y3
(y)(1 + |y3|) ≤ C (Bethuel-Ghidaglia, [9]).

However we will describe another regularity theorem, due toF. Bethuel [7].

THEOREM 5. If H ∈ C∞(R3) satisfies

(20) ‖H‖L∞ + ‖∇H‖L∞ < +∞

then any solution u∈ H 1(D2,R3) to 1u = 2H (u)ux ∧ uy on D2 is smooth, i.e.,
u ∈ C∞(D2).

The proof of this theorem involves the use of Lorentz spaces,which are borderline
for Sobolev injections, and relies on some preliminary results. Thus we are going to
recall some background on the subject, noting that the interest for Lorentz spaces, in
our context, was pointed out by F. Hélein [29], who used thembefore for harmonic
maps.

If � is a domain inRN andµ denotes the Lebesgue measure, we defineL2,∞(�)
as the set of all measurable functionsf : � → R such that theweak L2,∞-norm

‖ f ‖L2,∞ = sup
t>0

{t 1
2µ({x ∈ � : f (x) > t})}

is finite. If L2,1(�) denotes the dual space ofL2,∞(�), one hasL2,1(�) ⊂ L2(�) ⊂
L2,∞(�), the last inclusion being strict since, for instance, 1/r ∈ L2,∞(D2) but 1/r /∈
L2(D2). Moreover, if� is bounded, thenL2,∞(�) ⊂ L p(�) for every p < 2. See
[50] for thorough details.

Denoting byBr = Br (z0) the disc of radiusr > 0 and centerz0 ∈ R2, let now
φ ∈ W1,1

0 (Br ) be the solution of

{
−1φ = { f, g} in Br

φ = 0 on ∂Br

where f, g ∈ H 1(Br ); recalling lemma 5, one has

(21) ‖φ‖L∞ + ‖∇φ‖L2 + ‖∇φ‖L2,1(Br/2)
≤ C‖∇ f ‖L2‖∇g‖L2.

The estimate ofL2,1-norm of the gradient was obtained by L. Tartar [45] using in-
terpolation methods, but can also be recovered as a consequence of the embedding
W1,1 ↪→ L2,1 due to H. Brezis (since, as we have already mentioned, the fact that
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{ f, g} belongs to the Hardy spaceH1 implies thatφ ∈ W2,1). Moreover, ifg is con-
stant on∂Br , then it can be proved (see [7]) that

(22) ‖∇φ‖L2 ≤ C‖∇ f ‖L2‖∇g‖L2,∞ .

Finally, we recall the following classical result: ifh ∈ L1(Br ), then the solution
φ ∈ W1,1

0 (Br ) to {
−1φ = h in Br

φ = 0 on ∂Br

verifies

(23) ‖∇φ‖L2,∞(Br/2)
≤ C‖h‖L1.

Proof of Theorem 5.At first we note that the hypothesis (20) grants that|∇H (u)| ≤
C|∇u| andH (u) ∈ H 1. The proof is then divided in some steps.

Step 1: Rewriting equation(19).

Let B2r (z0) ⊂ D2 and{H (u),u} = ({H (u),u1}, {H (u),u2}, {H (u),u2}). The idea is
to introduce a (Hodge) decomposition of 2H (u)∇u in B2r :

2H (u)∇u = ∇ A + ∇⊥β where∇⊥ =
(
∂

∂y
,− ∂

∂x

)
.

Since
∂

∂x
(2H (u)uy)+ ∂

∂y
(−2H (u)ux) = 2{H (u),u},

the solutionβ ∈ W1,1
0 (B2r ,R

3) to

{
−1β = {H (u),u} in B2r

β = 0 on ∂B2r

belongs, by lemma 5, toH 1(B2r ,R
3) and satisfies

∂

∂x
(2H (u)uy + βx)+ ∂

∂y
(−2H (u)ux + βy) = 0.

Hence, there existsA ∈ H 1(B2r ,R
3) such that

(24) Ax = 2H (u)ux − βy, Ay = 2H (u)uy + βx

and equation (19), onB2r , rewrites:

(25) 1u = Ax ∧ uy + βy ∧ uy.

Step 2: “Morrey type” inequality for the L2,∞ norm.
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Since regularity is a local property, as we may reduce the radius r we can assume
without loss of generality that‖∇u‖L2(Br )

< ε < 1. We are now going to show that
there existsθ ∈ (0,1) such that

(26) ‖∇u‖L2,∞(Bθr ) ≤ 1

2
‖∇u‖L2,∞(Br )

.

This is the main step of the proof. Let us considerBr0 ⊂ Br/2 and letũ be the har-
monic extension toBr0 of u|∂Br0

. Note that the radiusr0 can be chosen such that
‖∇ũ‖L2(Br0)

≤ C‖∇u‖L2,∞(Br )
(see [7] for details). InBr0, using (25), we may write

u = ũ + ψ1 + ψ2 + ψ3

where the functionsψ1, ψ2, ψ3 are defined by

1ψ1 = Ax ∧ (u − ũ)y, 1ψ2 = Ax ∧ ũy, 1ψ3 = βy ∧ uy in Br0

ψ1 = ψ2 = ψ3 = 0 on ∂Br0.

Note that, using (24), (21), (20) and the fact thatε < 1, computations give

‖∇ A‖L2(Br )
≤ C‖∇u‖L2(Br )

.

By (22), we have

‖∇ψ1‖L2(Br0)
≤ C‖∇ A‖L2(Br )

‖∇(u − ũ)‖L2,∞(Br0)

≤ C‖∇u‖L2(Br )
‖∇u‖L2,∞(Br )

≤ Cε‖∇u‖L2,∞(Br )
(27)

and, using (21), we obtain

‖∇ψ2‖L2(Br0)
≤ C‖∇ A‖L2(Br0)

‖∇ũ‖L2(Br0)

≤ C‖∇u‖L2(Br )
‖∇ũ‖L2(Br0)

≤ Cε‖∇u‖L2,∞(Br )
.(28)

Using the duality ofL2,1 andL2,∞, (23) and (21) yield

‖∇ψ3‖L2,∞(Br0/2)
≤ C‖∇β‖L2,1(Br/2)

‖∇u‖L2,∞(Br/2)

≤ Cε2‖∇u‖L2,∞(Br )
≤ Cε‖∇u‖L2,∞(Br )

.(29)

By the properties of harmonic functions, one has that

(30) ∀α ∈ (0,1) ‖∇ũ‖L2(Bαr0)
≤ Cα‖∇ũ‖L2(Br0)

≤ Cα‖∇u‖L2,∞(Br )
.

Combining (27)–(30) and recalling the decomposition ofu in Br0, we finally deduce
that

∀α ∈ (0,1) ‖∇u‖L2,∞(Bαr0)
≤ C(ε + α)‖∇u‖L2,∞(Br )

and, by a suitable choice ofε andα, (26) follows.

Step 3: Ḧolder continuity.
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From the last result, by iteration, we deduce that there exists µ ∈ (0,1) such that
‖∇u‖L2,∞(Br (z0))

≤ Crµ for every discB2r (z0) ⊂ D2 and, thanks to a theorem of C.
Morrey (see [22] for example), this yields thatu ∈ C0,α for everyα ∈ (0, µ). Higher
regularity can be derived by standard arguments.

As a first consequence of regularity, we will now prove a result which shows that,
for solutions not supposed to be a priori conformal, howeverthe defect of conformality
can be “controlled”.

THEOREM 6. If u ∈ H 2(O,R3) is a solution to(19), then its Hopf differential
ω = (|ux|2 − |uy|2)− 2iux · uy satisfies (in the weak sense)∂ω

∂z = 0 in O.

Proof. Let X ∈ C∞
c (O,R

2) be a vector field onO and letϕ = X1ux + X2uy. Since
we have assumed thatu ∈ H 2, we deduce thatϕ ∈ H 1

0 and therefore we may takeϕ as
a test function for (19). BeingH (u)ux ∧ uy · ϕ = 0, one has

0 = 1u · ϕ = X1(uxx · ux + uyy · ux)+ X2(uxx · uy + uyy · uy)

which yields directly the result.

REMARK 5. Note that the argument would fail forH 1-solutions, but it holds still
true for smooth solutions and, moreover,ω turns out to be holomorphic.

5.2. L∞-bounds for the H -equation

The a priori bounds on solutions to theH -equation we are going to describe are basic
in the context of the analytical approach to the following geometric problem. Let us
consider a Jordan curveγ in R

3 and a surfaceM ⊂ R
3 of mean curvatureH and such

that∂M = γ . The question is:

Is it possible to boundsupp∈M |H (p)|
by a function of‖γ ‖L∞ and the area of M?

Although a direct approach to this problem is probably possible, the analytical one
(based on ideas of M. Grüter [23] and rephrased by F. Bethueland O. Rey [11]) relies
on the following estimates, which play a central role also inthe variational setting of
the H -problem.

THEOREM 7. Let u be a smooth solution to problem(DH ). Assume u conformal
and H bounded. Then

(31) ‖u‖L∞ ≤ C

(
‖g‖L∞ + ‖H‖L∞

∫

D2
|∇u|2 +

(∫

D2
|∇u|2

) 1
2
)
.



Parametric surfaces 201

Proof. The proof is based on the introduction, forz0 ∈ D2 and r > 0 such that
dist(u(z0), γ ) > r , of the following sets and functions:

W(r ) = u−1(Br (u(z0))), V(r ) = ∂W(r )

φ(r ) =
∫

W(r )
|∇u|2, ψ(r ) =

∫

V(r )

∣∣∣∣
∂|u|
∂ν

∣∣∣∣

whereν is the outward normal toV(r ). Obviously, Br (u(z0)) ∩ γ = ∅. We limit
ourselves to describe briefly the steps which lead to the conclusion.

Step 1.Using the conformality condition, we have

(32)
d

dr
φ(r ) ≥ 2ψ(r ).

In fact, assuming (without loss of generality)u(z0) = 0 and noting that

|∇u|2 = 2

∣∣∣∣
∂u

∂ν

∣∣∣∣
2

≥ 2

∣∣∣∣
∂|u|
∂ν

∣∣∣∣
2

,

we obtain

d

dr
φ(r ) ≥ 2

d

dr

∫

W(r )

∣∣∣∣
∂|u|
∂ν

∣∣∣∣
2

= 2
d

dr

∫

W(r )
|∇|u| |2 = 2ψ(r ),

where the last equality can be deduced from the coarea formula of Federer [21].

Step 2.Again by conformality, it is possible to prove that

(33) lim supr→0
φ(r )

r 2
≥ 2π , assuming|∇u(z0)| 6= 0 .

The idea is the following. Asr → 0, the image ofu becomes locally flat, so that the
areaAr of the image ofu in Br (u(z0)) is close toπr 2. On the other hand,φ(r ) = 2Ar .

Step 3.Using theH -equation and (32), we have

(34) 2φ(r )− r
d

dr
φ(r ) ≤ 2H0rφ(r ).

In fact, integrating by parts, we obtain

φ(r ) =
∫

W(r )
|∇u|2 =

∫

W(r )
−1u · u +

∫

V(r )
u · ∂u

∂ν

≤ H0

∫

W(r )
|u| |∇u|2 + r

∫

V(r )

∣∣∣∣
∂|u|
∂ν

∣∣∣∣

≤ H0

∫

W(r )
|u| |∇u|2 + rψ(r )

≤ H0rφ(r )+
1

2
r

d

dr
φ(r ).
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Step 4.Combining (32), (33) and (34), it is possible to prove that

(35) φ(r ) ≥ 2π

e
r 2

for every 0< r ≤ 1
2H0

.

Step 5.Combining the estimate (35) with a covering argument, the proof of the theorem
can be completed.

A relevant fact is that the conformality assumption of theorem 7 can be removed.
More precisely, we have:

THEOREM8. Let u be a smooth solution to the problem(DH ). If H is smooth and
bounded, then

(36) ‖u‖L∞ ≤ C

(
‖g‖L∞ + ‖H‖L∞

(
1 +

∫

D2
|∇u|2

))
.

Proof. Let us note that, ifu were conformal, for the theorem 7 it would satisfy the
inequality (31), which would directly yield (36). Whenu is not conformal, an adapta-
tion of an argument of R. Shoen [38] allows a reduction to the conformal case. This
procedure is based on the following construction. It is possible to determine a function
ψ : D2 → C such that

(37)
∂ψ

∂z
= −1

4
ω and

∂ψ

∂z
= 0

whereω = |ux|2 − |uy|2 − 2iux · uy is holomorphic (see remark 5). Then, defining

(38) v = v1 + i v2 = z + ψ + α

where the constantα ∈ C is to be chosen later, we have

(39) 1v = 0

and

(40) −1

4
ω =

〈
∂v

∂z
,
∂v

∂z

〉

C

= 1

4

(
|vx|2 − |vy|2 − 2i <e〈vx, vy〉C

)
.

If we set
U = (u, v1, v2) ∈ R

3 × R × R,

then, by (37) and (40), we have|Ux|2 −|Uy|2 − 2iUx ·Uy = 0 and, by (39) and theH -
equation, we obtain|1U | ≤ H0|∇U |2. Now, one may apply toU a generalized version
of theorem 7, the proof being essentially the same. See [11] for thorough details.
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Turning back to the geometric problem mentioned at the beginning of this sub-
section and as an application of the previous estimates, we quote the following result,
again from [11].

THEOREM 9. Let M be a compact surface inR3, diffeomorphic toS2 and of mean
curvature H . Then

max
p∈M

|H (p)| ≥ C
diam(M)

area(M)

wherediam(M) = maxp,q∈M |p − q|.

5.3. Isoperimetric inequalities

We conclude this section recalling some central results of the work of Wente [48].
Considering the Plateau problem forH -surfaces in the case of constantH under a
variational point of view, he observed that the volume functional

V(u) = 1

3

∫

D2
u · ux ∧ uy,

whose existence needsu bounded, could instead be well defined by continuous exten-
sion for anyu ∈ H 1 with bounded traceu|

∂D2 . To define this extension, he used the

decompositionu = h + φ whereφ ∈ H 1
0 andh is the bounded harmonic part ofu

(i.e., the minimizer for Dirichlet integral onu + H 1
0 ). Then, the classical isoperimetric

inequality can be applied toφ provided that it is regular enough and, since the area
functionalA(φ) does not exceed the Dirichlet integralE0(φ) = 1

2

∫
D2 |∇u|2, one has

that |V(φ)| ≤ (1/
√

36π)A(φ)3/2 ≤ (1/
√

36π)E0(φ)
3/2 (see Bononcini [12]). From

the factV(φ) is a cubic form inφ, Wente deduced thatV can be continuously extended
on H 1

0 with the same inequality:

THEOREM 10. Let u ∈ H 1
0 (D

2,R3). Then

∣∣∣∣
∫

D2
u · ux ∧ uy

∣∣∣∣ ≤ 1√
32π

(∫

D2
|∇u|2

)3/2

.

Moving from this result and in order to achieve the extensionto wholeH 1, Wente
also obtained that, for anyu ∈ H 1 with bounded trace, the integral

∫

D2
ϕ · ux ∧ uy

defines a continuous functional ofϕ ∈ H 1
0 . This fact is of great importance in the

variational setting of theH -problem, for constantH .

As far as the case of variableH is concerned, we just note that K. Steffen in [39]
pointed out the intimate connection between isoperimetricinequalities and the Plateau
problem with prescribed mean curvature. In particular, using the theory of integer
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currents, he proved the following version of isoperimetricinequality for the generalized
volume functional

VH (u) =
∫

D2
QH (u) · ux ∧ uy ,

whereQH : R3 → R3 is such that divQH = H .

THEOREM 11. If H ∈ L∞(R3), then there exists a constant CH (depending only
on‖H‖∞) such that

|VH (u)| ≤ CH

(∫

D2
|∇u|2

)3/2

for every u∈ H 1
0 ∩ L∞ .

Moreover the functional VH admits a unique continuous extension on H1
0 , and it satis-

fies the above inequality for every u∈ H 1
0 .

6. The large solution to theH -problem (Rellich’s conjecture)

As we noticed in section 4, remark 4, ifH0 > 0 andγ is a perfect circle lying on
a sphere of radiusR0 = 1/H0, the solution given by the Hildebrandt’s theorem 2
corresponds to the smaller part of the sphere spanningγ , the small solution. However
also the larger part of the sphere is a solution to the same Plateau problem, the so-called
large solution.

This example has lead to conjecture that in case of constant mean curvatureH0 6= 0,
if γ is Jordan curve such that‖γ ‖∞|H0| < 1, then there exists a pair of parametric
surfaces spanningγ (Rellich’s conjecture).

In 1984 H. Brezis and J.-M. Coron [13] proved this conjecture. Independently, also
M. Struwe [42] obtained essentially the same result.

Technically, the main difficulty in showing the Rellich’s conjecture is to prove that
the Dirichlet problem

(DH0)

{
1u = 2H0ux ∧ uy in D2

u = g on ∂D2

admits two different solutions. Hereg : S1 → γ is a regular, monotone parametrization
of γ . In this section we will discuss the following multiplicityresult, proved by Brezis
and Coron in [13].

THEOREM 12. Let g∈ H 1/2 ∩ C0(∂D2,R3) and let H0 6= 0 be such that

‖g‖L∞ |H0| < 1.

If g is nonconstant, then the problem(DH0) admits at least two solutions.

The existence of a first solutionu (the small solution) is assured by theorem 2.
Brezis and Coron proved the existence of a second solutionu 6= u. As a consequence,
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even the corresponding Plateau problem has a second solution; we will not discuss this
matter, we just limit ourselves to say that the proof can be deduced from the Dirichlet
problem, using the usual tools (e.g. the three points condition) discussed in section 3.

We prefer to focus the discussion on the proof of a second solution to (DH0), in
which the main difficulty is the behavior of the Palais-Smalesequences of the func-
tional involved in its variational formulation. It is a typical example of a variational
problem withlack of compactness, the overcoming of which moved on from the break-
through analysis of Sacks and Uhlenbeck [37], and Aubin [5].Let us notice that this
kind of matters appears in many conformally invariant problems, such as harmonic
maps (in dimension 2), Yamabe problem and prescribed scalarcurvature problem, el-
liptic problems with critical exponent, Yang-Mills equations.

In the next subsections 6.1, 6.2 and 6.4 we will give an outline of the proof of the-
orem 12. We always assume all the hypotheses given in the statement of the theorem.
Moreover, we will denote byu the small solution to(DH0) given by theorem 2.

6.1. The mountain-pass structure

Let us recall that the problem(DH0) has a variational structure (see the proof of theo-
rem 2), i.e. its (weak) solutions are critical points of the functional

(41) EH0(u) = 1

2

∫

D2
|∇u|2 + 2H0

3

∫

D2
u · ux ∧ uy

on
H 1

g = {u ∈ H 1(D2,R3) : u
∣∣
∂D2 = g}.

Now, we are going to point out that the functionalEH0 has, essentially, a mountain pass
geometry. Let us first recall the classical mountain pass lemma, stated by A. Ambrosetti
and P. Rabinowitz in 1973 [4].

THEOREM 13 (MOUNTAIN PASS LEMMA). Let X be a real Banach space and let
F : X → R be a functional of class C1. Assume that

(mp1) there existsρ > 0 such thatinf‖x‖=ρ F(x) > F(0),

(mp2) there exists x1 ∈ X such that‖x1‖ > ρ and F(x1) ≤ F(0).

Then, settingP = {p ∈ C0([0,1], X) : p(0) = 0, p(1) = x1}, the value

(42) c = inf
p∈P

max
s∈[0,1]

F(p(s))

is a generalized critical value, i.e., there exists a sequence(xn) in X such that F(xn) →
c and d F(xn) → 0 in X′.

REMARK 6. 1. In the situation of the theorem 13, since‖x1‖ > ρ, by the hypothe-
sis(mp1), it is clearly maxs∈[0,1] F(p(s)) ≥ α for all p ∈ P , beingα = inf‖x‖=ρ F(x).
Hence,c ≥ α > F(0).
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2. A sequence(xn) ⊂ X satisfyingF(xn) → c andd F(xn) → 0 in X′ is known as a
Palais-Smale sequence for the functionalF at levelc.

3. Recall that a functionalF ∈ C1(X,R) is said to satisfy the Palais-Smale condition
if any Palais-Smale sequence forF is relatively compact, i.e., it admits a strongly
convergent subsequence. Hence, if in the above theorem, thefunctionalF satisfies the
Palais-Smale condition (at levelc) then it admits a critical point at levelc, i.e, c is a
critical value.

Coming back to our functionalEH0, the possibility to apply the mountain-pass
lemma is granted by the following properties.

LEMMA 6. The functional EH0 is of class C2 on H1
g and for all u ∈ H 1

g one has

(43) d EH0(u) = −1u + 2H0ux ∧ uy.

Here the fact thatux ∧ uy ∈ H −1, which is implied by Wente’s result given in
theorem 10, is of fundamental importance, since it clearly yieldsd EH0(u) ∈ H −1 for
anyu ∈ H 1

g and hence thatEH0 is differentiable. We also remark that for variableH

it is no longer clear and rather presumably false thatH (u)ux ∧ uy ∈ H −1 for every
u ∈ H 1

g .

LEMMA 7. The second derivative of EH0 at u is coercive, i.e., there existsδ > 0
such that

d2EH0(u)(ϕ, ϕ) =
∫

D2

(
|∇ϕ|2 + 4H0u · ϕx ∧ ϕy

)
≥ δ

∫

D2
|∇ϕ|2

for all ϕ ∈ H 1
0 (D

2,R3).

A proof of this lemma is given in [13].

Finally, since the volume termVH0(u) = 2H0
3

∫
D2 u · ux ∧ uy is cubic, whereas the

Dirichlet integral is quadratic, the next result immediately follows.

LEMMA 8. infu∈H1
g

EH0(u) = −∞.

Proof. Let v ∈ H 1
0 be such thatVH0(v) 6= 0. Taking−v instead ofv, if necessary, we

may assumeVH0(v) < 0. The thesis follows by noting that

EH0(tv + u) = 2t3VH0(v)+ O(t2)

ast → +∞.

Now we apply the mountain pass lemma to the functionalF : H 1
0 → R defined by

(44) F(v) = EH0(v + u)− EH0(u) .
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The regularity ofF is assured by lemma 6, sinceu ∈ H 1
g = u + H 1

0 and

(45) d F(v) = d EH0(v + u) .

The condition(mp1) is granted by lemma 7. The condition(mp2) follows immediately
from lemma 8. Hence, by theorem 13, the functionalF admits a Palais-Smale sequence
(vn) ⊂ H 1

0 at a levelc > 0. By (44) and (45), settingun = vn + u, we obtain a Palais-
Smale sequence inH 1

g for the functionalEH0 at levelc + EH0(u).

Owing to the conformal invariance of the problem, the functional EH0 is not ex-
pected to verify the Palais-Smale condition, and a deeper analysis of the Palais-Smale
sequences forEH0 is needed.

6.2. Palais-Smale sequences forEH0

Recalling remark 6, by (41) and (43), a Palais-Smale sequence for the functionalEH0

is a sequence(un) ⊂ H 1
g such that

EH0(un) → c̄(46)

1un = 2H0un
x ∧ un

y + fn in D2, with fn → 0 in H −1(47)

for somec̄ ∈ R.

As a first fact, we have the following result.

LEMMA 9. Any Palais-Smale sequence(un) ⊂ H 1
g for EH0 is bounded in H1.

Proof. Since(un) ⊂ H 1
g it is enough to prove that sup‖∇un‖2 < +∞. Settingϕn =

un − u, and keeping into account thatd EH0(u) = 0, one has

EH0(un) = EH0(u)+
1

2
d2EH0(u)(ϕn, ϕn)+ 2VH0(ϕn)

d EH0(un)ϕn = d2EH0(u)(ϕn, ϕn)+ 6VH0(ϕn).

Hence, subtracting, one obtains

3EH0(un) = EH0(u)+
1

2
d2EH0(u)(ϕn, ϕn)+ d EH0(un)ϕn.

Using Lemma 7, one gets

δ‖∇ϕn‖2
2 ≤ d2EH0(u)(ϕn, ϕn)

= 6(EH0(un)− EH0(u))− 2d EH0(un)ϕn

≤ C + ‖d EH0(un)‖ ‖∇ϕn‖2.

By (46) and (47) one infers that(ϕn) is bounded inH 1
0 and then the thesis follows.
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In the case of variableH , it is not clear whether the lemma holds or not. A method
to overcome this kind of difficulty can be found in Struwe [42].

From the previous lemma we can deduce that all Palais-Smale sequences forEH0

are relatively weakly compact. The next result states that the weak limit is a solution
to (DH0).

LEMMA 10. Let (un) ⊂ H 1
g be a Palais-Smale sequence for EH0 converging

weakly in H1 to someū ∈ H 1
g . Then d EH0(ū) = 0, i.e., ū is a (weak) solution to

(DH0).

Proof. Fix an arbitraryϕ ∈ C∞
c (D

2,R3). By (47), one has
∫

D2
∇un · ∇ϕ + 2H0L(un, ϕ) → 0

where we set

L(u, ϕ) =
∫

D2
ϕ · ux ∧ uy.

By weak convergence
∫

D2 ∇un · ∇ϕ →
∫

D2 ∇ū · ∇ϕ. Moreover, using the divergence
expression 2ux ∧ uy = (u ∧ uy)x + (ux ∧ u)y, one has that

2L(u, ϕ) = −
∫

D2
(ϕx · u ∧ uy + ϕy · ux ∧ u) .

HenceL(un, ϕ) → L(ū, ϕ), sinceun → ū strongly in L2 and weakly inH 1. In
conclusion, one gets

∫

D2
∇ū · ∇ϕ + 2H0

∫

D2
ϕ · ūx ∧ ūy = 0

that is the thesis.

However, the Palais-Smale sequences forEH0 are not necessarily relatively
strongly compact inH 1. In the spirit of Aubin [5] and Sacks-Uhlenbeck [37], and
inspired by the concentration-compactness principle by P.-L. Lions [35], Brezis and
Coron in [14] have precisely analyzed the possible defect ofstrong convergence, as the
following theorem states.

THEOREM 14. Suppose that(un) ∈ H 1
g is a Palais-Smale sequence for EH0. Then

there exist

(i) u ∈ H 1
g solving1u = 2H0ux ∧ uy in D2,

(ii) a finite number p∈ N ∪ {0} of nonconstant solutionsv1, . . . , vp to 1u =
2H0ux ∧ uy onR2,

(iii) p sequences(a1
n), . . . , (a

p
n ) in D2
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(iv) p sequences(ε1
n), . . . , (ε

p
n ) in R+ with limn→+∞ εn

i = 0 for any i = 1, . . . , p

such that, up to a subsequence, we have

∥∥∥∥∥un − u −
p∑

i=1

vi
( · − ai

n

εi
n

)∥∥∥∥∥
H1

→ 0

∫

D2
|∇un|2 =

∫

D2
|∇u|2 +

p∑

i=1

∫

R2
|∇vi |2 + o(1)

EH0(un) = EH0(u)+
p∑

i=1

ĒH0(v
i )+ o(1) ,

where in generalĒH0(v) = 1
2

∫
R2 |∇v|2 + 2H0

3

∫
R2 v · vx ∧ vy. In case p= 0 any sum∑p

i=1 is zero and un → ū strongly in H1.

REMARK 7. The conformal invariance is reflected in the concentratedmaps

vi
(

·−ai
n

εi
n

)
. This theorem also emphasizes the role of solutions of theH0-equation on

wholeR2, which are completely known (see below).

6.3. Characterization of solutions onR2

The solutions to theH0-equation on the whole planeR2 are completely classified in
the next theorem. It basically asserts that all solutions ofthe problem

(48)

{
1u = 2H0ux ∧ uy on R2
∫
R2 |∇u|2 < +∞

are conformal parametrizations of the sphere of radiusR0 = 1/|H0|.
Note first that, ifu is a solution to (48), definingω = |ux|2 − |uy|2 − 2iux · uy

the usual defect of conformality foru, it holds that ∂ω
∂ z̄ = 0 (by the equation), and∫

R2 |ω| < +∞ (by the summability condition on∇u). Henceω ≡ 0, that is,u is
conformal.

Pushing a little further the analysis, Brezis and Coron obtained the following result
(see [14]).

THEOREM 15. Let u ∈ L1
loc(R

2,R3) be a solution to(48) with H0 6= 0. Then u
has the form

u(z) = 1

H0
5

(
P(z)

Q(z)

)
+ C,

where C is a constant vector inR3, P and Q are (irreducible) polynomials (in the
complex variable z= (x, y) = x+iy) and5 : C → S2 is the stereographic projection.
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Moreover

∫

R2
|∇u|2 = 8πk

H 2
0

,

ĒH0(u) = 4πk

3H 2
0

,

where k = max{degP,degQ} is the number of coverings of the sphereS2 by the
parametrization u.

We point out that problem (48) is invariant with respect to the conformal group.
For instance, ifu is a solution to (48), thenuλ(z) = u(λz) is also a solution. Note that
uλ → constasλ → +∞, or asλ → 0.

6.4. Existence of the large solution

In this subsection, taking advantage from the results stated in the previous subsections,
we will sketch the conclusion of the proof of theorem 12.

Let us recall that the functionalF defined by (44) admits a mountain pass level
c > 0. In view of the result on the Palais-Smale sequences statedin Theorem 14, it is
useful also an upper bound forc, and precisely:

LEMMA 11. c < 4π
3H2

0
.

This estimate is obtained by evaluating the functionalEH0 along an explicit moun-
tain pass path which, roughly speaking, is constructed by attaching in a suitable way a
sphere to the small solution.

Let now (un) ⊂ H 1
g be the Palais-Smale sequence forEH0 introduced at the end

of the subsection 6.1. We have already seen that, up to a subsequence,(un) converges
weakly to a solution̄u to (DH0). If un → ū strongly inH 1 then

(49) EH0(u) = EH0(u)+ c > EH0(u)

becausec > 0.

On the contrary, if no subsequence of(un) converges strongly inH 1, then we
use theorem 14 on the characterization of Palais smale sequences. In particular, with
the same notation of theorem 14, we havep ≥ 1 and, denoting byS the set of all
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nonconstant solutions to (48),

EH0(u) = EH0(u)+ c −
p∑

i=1

ĒH0(vi )

≤ EH0(u)+ c − p inf
v∈S

ĒH0(v)

≤ EH0(u)+ c − inf
ω∈S

ĒH0(ω)

≤ EH0(u)+ c − 4π

3H 2
0

< EH0(u)(50)

according to (46), theorem 15 and lemma 11.

Thus, either from (49) or from (50), it follows thatu 6= u and the conclusion of
theorem 12 is achieved.

6.5. The second solution for variableH

In the previous sections, we have seen how Brezis and Coron proved the existence of
a second solution (different from the small one) to the problem (DH ), for constant
H . Unfortunately, in the attempt of extending their proof to the case of variableH ,
lot of the main arguments fail. In view to overcome such obstacle, Struwe introduced
in [44] a perturbed functional, which brings some compactness into the problem, and
he succeeded to prove existence of a large solution for a class of curvature functions
H , which is a dense subset in a small neighborhood of a nonzero constant, for some
strong norm involving, in particular, a weightedC1 norm. His results were then slightly
improved by Wang in [46].

Here we present a result by Bethuel and Rey [11] (see also [10]), more general
than the above mentioned results by Struwe and Wang, which extends theorem 12 for
variableH , in a perturbative setting. A similar result is contained in[33] (see also
[34]).

THEOREM 16. Let g ∈ H 1/2 ∩ C0(∂D2,R3) be nonconstant and let H0 6= 0 be
such that‖g‖L∞ |H0| < 1. Then there existsα > 0 such that for any H∈ C1(R3)

satisfying
‖H − H0‖L∞ < α

the problem(DH ) admits at least two solutions.

The proof is developed by a direct variational approach (see[11]). Fundamental
tools in the proof are: a careful analysis of the Palais-Smale sequences (which is more
delicate than in the case of constantH ); thea priori bound on solutions given in the-
orem 7, which permits the truncation onH outside a suitable ball. Indeed, replacing
the originalH by a functionH̃ such thatH̃(u) = H (u) as |u| ≤ R, H̃(u) = H0 as
|u| ≥ 2R, and solving the problem with̃H , thea priori bound yields that the solution
found to the truncated problem is also a solution to the original problem.
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7. H-bubbles

In this section we deal withS2-type parametric surfaces inR3 with prescribed mean
curvatureH , briefly H-bubbles. On this subject, which might have some applications
to physical problems (e.g., capillarity phenomena, see [24]), we discuss here some
very recent results obtained in a series of papers by P. Caldiroli and R. Musina (see
[15]–[18]).

Let us make some preliminary remarks, useful in the sequel. First, we observe that
the “H -bubble problem”:

Given a (smooth) function H: R3 → R, find anS2-type surface M such
that the mean curvature of M at p equals H(p), for all p ∈ M,

after the identification ofS2 with the compactified planeR2 ∪ {∞}, via stereographic
projection, and using conformal coordinates, admits the following analytical formula-
tion:

Find a nonconstant, conformal function u: R2 → R3, smooth as a map
onS2, satisfying

(B)H

{
1u = 2H (u)ux ∧ uy on R2
∫
R2 |∇u|2 < +∞.

In principle, the two formulations of theH -bubble problem are not exactly equiva-
lent, since in the analytical version one cannot exclude a priori the presence of branch
points (i.e., self-intersection points, or pointsp = u(z) where∇u(z) = 0). We do
not enter in this aspect of geometric regularity and, from now on, we just study the
analytical version(B)H of the H -bubble problem.

Observe that ifH ≡ 0, clearly the only solutions of(B)H are the constants. More-
over, as we saw in the previous section, when the prescribed mean curvature is a
nonzero constantH (u) ≡ H0, Brezis and Coron in [14] completely characterized the
set of solutions of(BH ) (see Theorem 15).

REMARK 8. 1. We point out that it is enough to look for weak solutions of (B)H .
Indeed, by regularity theory forH -systems (see Section 5), ifH is smooth, then also
any solution of(B)H is so. In particular, ifH ∈ C1, then any solution of(B)H turns
out to be of classC3,α.

2. If u solves(B)H , thenu is conformal for free. Indeed, by Theorem 6, its Hopf
differential is constant onR2, and actually, by the summability condition

∫
R2 |∇u|2 <

+∞, it is zero, namelyu is conformal. The deep reason of this rests on the fact that
problem(B)H contains no boundary condition and it is invariant under theaction of
the conformal group ofS2 ≈ R2 ∪ {∞}. This invariance means that in fact we deal
with a problem on the image of the unknownu, rather than on the mappingu itself.
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Problem(B)H can be tackled by using variational methods. In particular,one can
detect solutions of(BH ) as critical points of the energy functional

EH (u) = 1

2

∫

R2
|∇u|2 + 2

∫

R2
QH (u) · ux ∧ uy ,

where QH : R3 → R3 is any vector field such that divQH = H . We can write
EH (u) = E0(u)+ 2VH (u), whereE0(u) = 1

2

∫
R2 |∇u|2 is the Dirichlet integral, and

VH (u) =
∫

R2
QH (u) · ux ∧ uy

is the so-calledH -volume functional.

REMARK 9. This name for the functionalVH is motivated by the fact that ifu
is a regular parametrization of someS2-type surfaceM, then VH (u) equals theH -
weighted algebraic volume of the bounded region enclosed byM. As a remarkable
example, consider the mappingω : R2 → R3 defined by

(51) ω(z) =




µx
µy

1 − µ


 , µ = µ(z) = 2

1 + |z|2 ,

where, as usual,z = (x, y) ∈ R2. Notice thatω is a (1-degree) conformal parametriza-
tion of the unit sphereS2 centered at the origin. Indeedω solves(B)H with H ≡ 1.
One has thatE0(ω) = 4π = area of the unit sphereS2, and, by the Gauss-Green
theorem,

(52) VH (ω) = −
∫

B1

H (q) dq ,

where B1 denotes the unit ball inR3. Notice also that for everyn ∈ Z \ {0} the
mappingωn(z) = ω(zn) (in complex notation) is an-degree parametrization ofS2 and
VH (ω

n) = nVH (ω).

Keeping into account of the shape of the functionalEH , the natural functional space
to be considered as a domain ofEH seems to be the Sobolev space

H 1 := {v ◦ ω | v ∈ H 1(S2,R3)}

whereω : R2 → S2, defined in (51), is the inverse of the stereographic projection.
Clearly,H 1 is a Hilbert space, endowed with the norm

‖u‖2
H1 =

∫

R2
(|∇u|2 + µ2|u|2) ,

it is isomorphic to H 1(S2,R3), and it can also be defined as the completion of
C∞

c (R
2,R3) with respect to the Dirichlet norm.
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REMARK 10. 1. Since in generalQH is not bounded (e.g., ifH ≡ 1, then
QH (u) = 1

3u), the H -volume functionalVH as well as the energyEH turn out to be
well defined only foru ∈ H 1 ∩ L∞. But we can take advantage from the generalized
isoperimetric inequality, due to Steffen [39] and stated inTheorem 11 for functions in
H 1

0 (D
2,R3). In fact, using the conformal invariance, the same inequality holds true

also for functions inH 1 and, in this more general version, it guarantees thatVH and
EH can be extended on the whole spaceH 1 in a continuous way.

2. The functionalsVH andEH are of classC1 on H 1 only in some special cases, like,
for instance, whenH is constant far out. For an arbitrary functionH (smooth and
bounded), we can just consider the derivatives along directions in a (dense) subspace
of H 1: for everyu ∈ H 1 and for everyϕ ∈ H 1 ∩ L∞ there exists

(53) ∂ϕEH (u) =
∫

R2
∇u · ∇ϕ + 2

∫

R2
H (u)ϕ · ux ∧ uy .

In particular, from (53) one can recognize that ifu ∈ H 1 is a critical point ofEH ,
namely∂ϕEH (u) = 0 for all ϕ ∈ H 1 ∩ L∞, thenu is a weak solution of(B)H . In
addition, by (53) one can see that theH -volume functional does not depend on the
choice of the vector fieldQH .

REMARK 11. The functionalEH inherits all the invariances of problem(B)H ,
and in particularEH (u ◦ g) = EH (u) for every conformal diffeomorphism ofS2 ≈
R

2 ∪ {∞}. Since the conformal group ofS
2 is noncompact, this reflects into a lack of

compactness in the variational problem associated to(B)H , similarly to what we saw
for the Plateau problem.

For several reasons, it is often meaningful to investigate the existence ofH -bubbles
having further properties concerning their energy or theirlocation. Here is a list of
some problems that will be discussed in the next subsections.

(i) CallingBH the set ofH -bubbles and assuming thatBH is nonempty (as it happens,
for instance ifH is constant, with a nonzero value, far away), is it true that
infu∈BH EH (u) > −∞ ?

(ii) AssumingBH nonempty andµH := infu∈BH EH (u) > −∞, is µH attained in
BH ?

(iii) Find conditions onH ensuring the existence of anH -bubbleu, possibly with
minimal energy, that is, withEH (u) = µH .

(iv) Study the H -bubble problem in some perturbative setting, like for instance,
H (u) = H0 + εH1(u), with H0 ∈ R \ {0}, H1 smooth real function onR3,
and|ε| small.
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7.1. On the minimal energy level forH -bubbles

Here we takeH ∈ C1(R3) ∩ L∞ and, denoting byBH the set ofH -bubbles and
assumingBH 6= ∅, we set

(54) µH = inf
u∈BH

EH (u) .

In this subsection we will make some considerations about the minimal energy level
µH and about the corresponding minimization problem (54). Theresults presented
here are contained in [16].

To begin, we notice that ifH is constant and nonzero, i.e.,H (u) ≡ H0 ∈ R \ {0},
then by Theorem 15,ω0 := 1

H0
ω belongs toBH0 andEH0(ω

0) = 4π
3H2

0
= µH0.

REMARK 12. In case of a variableH , it is easy to see that in general it can be
BH 6= ∅ andµH = −∞. Indeed, if there existsu ∈ BH with EH (u) < 0 then, setting
un(z) = u(zn), for anyn ∈ N the functionun solves(B)H , namelyun ∈ BH , and
EH (un) = nEH (u). ConsequentlyµH = −∞. One can easily construct examples of
functionsH ∈ C1(R3) ∩ L∞ for which there existH -bubbles with negative energy.
For instance, suppose thatH (u) = 1 as|u| = 1, so that the mappingω defined in (51)
is anH -bubble. By (52),EH (ω) = 4π−

∫
B1

H (q) dq. Hence, for a suitable definition
of H in the unit ballB1, one getsEH (ω) < 0.

The previous remark shows that in order thatµH is finite, noH -bubbles with neg-
ative energy must exist. In particular, one needs some condition which preventsH to
have too large variations. To this extent, in the definition of the vector fieldQH such
that divQH = H , it seems convenient to choose

QH (u) = mH (u)u , mH (u) =
∫ 1

0
H (su)s2 ds .

Taking any H -bubbleu, since ∂uEH (u) = 0, and using the identity 3mH (u) +
∇mH (u) · u = H (u), one has

EH (u) = EH (u)−
1

3
∂uEH (u)

= 1

6

∫

R2
|∇u|2 − 2

3

∫

R2
∇mH (u) · u u · ux ∧ uy

≥
(

1

6
− M̄H

3

)∫

R2
|∇u|2(55)

where
M̄H := sup

u∈R3
|∇mH (u) · u u| .

Hence, ifM̄H ≤ 1
2, thenµH ≥ 0.

Now, let us focus on the simplest case in whichH is assumed to be constant far
out. This hypothesis immediately implies thatBH is nonempty and the minimization



216 F. Bethuel - P. Caldiroli - M. Guida

problem defined by (54) reduces to investigate the semicontinuity of the energy func-
tional EH along a sequence ofH -bubbles. As shown by Wente in [47], in general
EH is not globally semicontinuous with respect to weak convergence, even ifH is
constant. However, as we will see in the next result, under the conditionM̄H < 1

2,
semicontinuity holds true at least along a sequence of solutions of(B)H .

THEOREM 17. Let H ∈ C1(R3) satisfy

(h1) H (u) = H∞ ∈ R \ {0} as|u| ≥ R, for some R> 0,

(h2) M̄H < 1
2.

Then there existsω ∈ BH such that EH (ω) = µH . MoreoverµH ≤ 4π
3H2∞

.

Proof. First, we observe that by(h1), BH 6= ∅, since the spheres of radius|H∞|−1

placed in the region|u| ≥ R areH -bubbles. In particular, this implies thatµH ≤ 4π
3H2∞

.

Now, take a sequence(un) ⊂ BH with EH (un) → µH . Since the problem(B)H
is invariant with respect to the conformal group, we may assume that‖∇un‖∞ =
|∇un(0)| = 1 (normalization conditions).

Step 1 (Uniform global estimates):we may assume

sup‖∇un‖2 < +∞ and sup‖un‖∞ < +∞ .

The first bound follows by (55), by(h2), and by the fact that(un) is a minimizing
sequence for the energy inBH . As regards the second estimate, first we observe that
using Theorem 7 one can prove that

sup
n

diamun =: ρ < +∞ ,

where, in general, diamu = supz,z′∈R2 |u(z)−u(z′)|. If ‖un‖∞ ≤ R+ρ, setũn = un.
If ‖un‖∞ > R + ρ, then by the assumption(h1), un solves1u = 2H∞ux ∧ uy. Let

pn ∈ rangeun be such that|pn| = ‖un‖∞. Setqn =
(
1 − R+ρ

|pn|

)
pn andũn = un −qn.

Then‖ũn‖∞ ≤ R + ρ, and|ũn(z)| ≥ R for everyz ∈ R2. Hence, alsõun ∈ BH ,
and EH (ũn) = EH∞(ũ

n) = EH (un). Therefore(ũn) is a minimizing sequence of
H -bubbles satisfying the required uniform estimates.

Step 2 (Local “ε-regularity” estimates):there existε > 0 and, for everys ∈ (1,+∞)

a constantCs > 0 (depending only on‖H‖∞), such that ifu is a weak solution of
(B)H , then

‖∇u‖L2(DR(z)) ≤ ε ⇒ ‖∇u‖H1,s(DR/2(z)) ≤ Cs‖∇u‖L2(DR(z))

for everyR ∈ (0,1] and for everyz ∈ R2.

Theseε-regularity estimates are an adaptation of a similar resultobtained by Sacks and
Uhlenbeck in their celebrated paper [37]. We omit the quite technical proof of this step
and we refer to [15] for the details.
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Step 3 (Passing to the limit):there existsu ∈ H 1 ∩ C1(R2,R3) such that, for a subse-
quence,un → u weakly in H 1 and strongly inC1

loc(R
2,R3).

By the uniform estimates stated in the step 1, we may assume that the sequence(un) is
bounded inH 1. Hence, there existsu ∈ H 1 such that, for a subsequence, still denoted
(un), one has thatun → u weakly in H 1. Now, fix a compact setK in R

2. Since
‖∇ωn‖∞ = 1, there existsR > 0 and a finite covering{DR/2(zi )}i∈I of K such that
‖∇un‖L2(DR(zi ))

≤ ε for everyn ∈ N andi ∈ I . Using theε-regularity estimates stated
in the step 2, and since(un) is bounded inL∞, we have that‖un‖H2,s(DR/2(zi ))

≤ C̄s,R

for some constant̄Cs,R > 0 independent ofi ∈ I andn ∈ N. Then the sequence
(un) is bounded inH 2,p(K ,R3). For s > 2 the spaceH 2,s(K ,R3) is compactly
embedded intoC1(K ,R3). Henceun → u strongly in C1(K ,R3). By a standard
diagonal argument, one concludes thatun → u strongly inC1

loc(R
2,R3).

Step 4: uis anH -bubble.

For everyn ∈ N one has that ifϕ ∈ C∞
c (R

2,R3) then

∫

R2
∇un · ∇ϕ + 2

∫

R2
H (un)ϕ · un

x ∧ un
y = 0 .

By step 3, passing to the limit, one immediately infers thatu is a weak solution of(B)H .
According to Remark 8,u is a classical, conformal solution of(B)H . In addition,u is
nonconstant, since|∇u(0)| = lim |∇un(0)| = 1. Henceu ∈ BH .

Step 5 (Semicontinuity inequality): EH (u) ≤ lim inf EH (un).

By the strong convergence inC1
loc(R

2,R3), for everyR> 0, one has

(56) EH (u
n, DR) → EH (u, DR)

where we denoted

EH (u
n,�) = 1

2

∫

�

|∇un|2 + 2
∫

�

mH (u
n)un · un

x ∧ un
y

(and similarly forEH (u,�)). Now, fixingε > 0, let R> 0 be such that

EH (u,R
2 \ DR) ≤ ε(57) ∫

R2\DR

|∇u|2 ≤ ε .(58)

By (57) and (56) we have

EH (u) ≤ EH (u, DR)+ ε

= EH (u
n, DR)+ ε + o(1)

= EH (u
n)− EH (u

n,R2 \ DR)+ ε + o(1)(59)
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with o(1) → 0 asn → +∞. Since everyun is an H -bubble, using the divergence
theorem, for anyR> 0 one has

1

2

∫

R2\DR

|∇un|2 = 3EH (u
n,R2 \ DR)−

∫

∂DR

un · ∂un

∂ν

+2
∫

R2\DR

(H (un)− 3mH (u
n))un · un

x ∧ un
y .

We can estimate the last term as in (55), obtaining that

−EH (u
n,R2 \ DR) ≤ −1

3

∫

∂DR

un · ∂un

∂ν
−
(

1

6
− M̄H

3

)∫

R2\DR

|∇un|2

≤ −1

3

∫

∂DR

un · ∂un

∂ν
,(60)

because of the assumption(h2). Using again theC1
loc convergence ofun to u, as well

as the fact thatu is anH -bubble, we obtain that

lim
n→+∞

∣∣∣∣
∫

∂DR

un · ∂un

∂ν

∣∣∣∣ =
∣∣∣∣
∫

∂DR

u · ∂u

∂ν

∣∣∣∣

=
∣∣∣∣
∫

R2\DR

(
u ·1u + |∇u|2

)∣∣∣∣

=
∣∣∣∣
∫

R2\DR

(
2H (u)u · ux ∧ uy + |∇u|2

)∣∣∣∣

≤ (‖u‖∞‖H‖∞ + 1)
∫

R2\DR

|∇u|2

≤ (‖u‖∞‖H‖∞ + 1) ε(61)

thanks to (58). Finally, (59), (60) and (61) imply

EH (u) ≤ EH (u
n)+ Cε + o(1)

for some positive constantC independent ofε andn. Hence, the conclusion follows.

7.2. Existence of minimalH -bubbles

Here we study the case of a prescribed mean curvature function H ∈ C1(R3) asymp-
totic to a constant at infinity and, in particular, we discussa result obtained in [15]
about the existence ofH -bubbles with minimal energy, under global assumptions on
the prescribed mean curvatureH .

Before stating this result, we need some preliminaries. First, we observe that, by
the generalized isoperimetric inequality stated in Theorem 11 and sinceEH is invariant
under dilation, for a nonzero, bounded functionH , the volume functionalVH turns out



Parametric surfaces 219

to be essentially cubic andu ≡ 0 is a strict local minimum forEH in the space of
smooth functionsC∞

c (R
2,R3). Moreover, if H is nonzero on a sufficiently large set

(as it happens ifH is asymptotic to a nonzero constant at infinity),EH (v) < 0 for
somev ∈ C∞

c (R
2,R3). HenceEH has a mountain pass geometry onC∞

c (R
2,R3).

Let us introduce the value

cH = inf
u∈C∞

c (R
2,R3)

u6=0

sup
s>0

EH (su) ,

which represents the mountain pass level along radial paths. Now, the existence of
minimal H -bubbles can be stated as follows.

THEOREM 18. Let H ∈ C1(R3) satisfy

(h3) H (u)→ H∞ as|u| → ∞, for some H∞ ∈ R,

(h4) supu∈R3 |∇H (u) · u u| =: MH < 1,

(h5) cH < 4π
3H2∞

.

Then there exists an H-bubbleū with EH (ū) = cH = infu∈BH EH (u).

The assumption(h4) is a stronger version of the condition(h2) (indeed 2M̄H ≤
MH ), and it essentially guarantees that the valuecH is an admissible minimax level.

The assumption(h5) is variational in nature, and it yields a comparison between
the radial mountain pass levelcH for the energy functionalEH and the corresponding
level for the problem at infinity, in the spirit of concentration-compactness principle by
P.-L. Lions [35]. Indeed, the problem at infinity corresponds to the constant curvature
H∞ and, in this case, one can evaluatecH∞ = 4π

3H2∞
.

The hypothesis(h5) can be checked in terms ofH in some cases. For instance,
(h5) holds true when|H (u)| ≥ |H∞| > 0 for all u ∈ R but H 6≡ H∞, or when
|H (u)| > |H∞| > 0 for |u| large, or whenH∞ = 0 and EH (v) < 0 for some
v ∈ C∞

c (R
2,R3). On the other hand, one can show that ifH ∈ C1(R3) satisfies(h3),

(h4), and|H (u)| ≤ |H∞| for all u ∈ R3, then(h5) fails and, in this case, Theorem 18
gives no information about the existence ofH -bubbles.

As a preliminary result, we state some properties about the valuecH , which make
clearer the role of the assumption(h4).

LEMMA 12. Let H ∈ C1(R3) be such that MH < 1. The following properties
hold:

(i) if u ∈ BH then EH (u) ≥ cH ;

(ii) if λ ∈ (0,1] then cλH ≥ cH ;

(iii) if (Hn) ⊂ C1(R3) is a sequence converging uniformly to H and MHn < 1 for all
n ∈ N, thenlim supcHn ≤ cH .
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Proof. (i) Let u ∈ BH and consider the mappings 7→ f (s) := EH (su) for s ≥ 0. We
know thats = 1 is a stationary point forf sinceu is a critical point ofEH . Moreover,
if s̄> 0 is a stationary point forf , then

0 = f ′(s̄) = s̄
∫

R2
|∇u|2 + 2s̄2

∫

R2
H (s̄u)u · ux ∧ uy

and consequently

f ′′(s̄) =
∫

R2
|∇u|2 + 4s̄

∫

R2
H (s̄u)u · ux ∧ uy + 2s̄2

∫

R2
∇H (s̄u) · u u · ux ∧ uy

= −
∫

R2
|∇u|2 + 2

∫

R2
∇H (s̄u) · s̄u s̄u · ux ∧ uy

≤ −(1 − MH )

∫

R2
|∇u|2 .

Hence, there exists only one stationary points̄ > 0 for f and s̄ = 1. Moreover
maxs≥0 EH (su) = EH (u). SinceC∞

c (R
2,R3) is dense inH 1 with respect to the

Dirichlet norm, for everyε > 0 there existsv ∈ C∞
c (R

2,R3) such that|EH (sv) −
EH (su)| < ε for all s ≥ 0 in a compact interval. This is enough to obtain the desired
estimate.

The statements (ii) and (iii) follow by the definition ofcH , and by using arguments
similar to the proof of (i).

Proof of Theorem 18.. We just give an outline of the proof and we refer to [15] for all
the details.

First part: The case H constant far out.

Firstly one proves the result under the additional condition (h1). SinceM̄H ≤ 1
2 MH <

1
2 one can apply Theorem 17 to infer the existence of anH -bubble at the minimal level
µH . Then one has to show thatcH = µH , which is an essential information in order
to give up the extra assumption(h1), performing an approximation procedure on the
prescribed mean curvature functionH . From Lemma 12, part (i), one getsµH ≥ cH .
The opposite inequality needs more work and its proof is obtained in few steps.

Step 1: Approximating compact problems.

Let us introduce the family of Dirichlet problems given by

(D)H,α

{
div((1 + |∇u|2)α−1∇u) = 2H (u)ux ∧ uy in D2

u = 0 on ∂D2 ,

whereα > 1, α close to 1. This kind of approximation is in essence the same as in
a well known paper by Sacks and Uhlenbeck [37] and it turns outto be particularly
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helpful in order to get uniform estimates. Solutions to(D)H,α can be obtained as
critical points of the functional

EαH (u) = 1

2α

∫

D2
((1 + |∇u|2)α − 1)+ 2VH (u)

defined onH 1,2α
0 := H 1,2α

0 (D2,R3). Since H 1,2α
0 is continuously embedded into

H 1
0 ∩ L∞, the functionalEαH is of classC1 on H 1,2α

0 . Moreover, forα > 1, α close
to 1, EαH admits a mountain pass geometry at a levelcαH > 0, and it satisfies the

Palais-Smale condition, because the embedding ofH 1,2α
0 into L∞ is compact. Then, an

application of the mountain pass lemma (Theorem 13) gives the existence of a critical
pointuα ∈ H 1,2α

0 for EαH at levelcαH , namely a nontrivial weak solution to(D)H,α .

Step 2: Uniform estimates on uα. The family of solutions(uα) turn out to satisfy the
following uniform estimates:

lim sup
α→1

EαH (u
α) ≤ cH ,(62)

C0 ≤ ‖∇uα‖2 ≤ C1 for some 0< C0 < C1 < +∞ ,(63)

sup
α

‖uα‖∞ < +∞ .(64)

The inequality (62) is proved by showing that lim supα→1 cαH ≤ cH , which can be
obtained using(h5), the definitions ofcαH andcH , and the fact thatEαH (u) → EH (u)
asα → 1 for everyu ∈ C∞

c (D
2,R3). As regards (63), the upper bound follows by an

estimate similar to (55), whereas the lower bound is a consequence of the generalized
isoperimetric inequality. In both the estimates one uses the boundM̄H < 1

2. Finally,
(64) is proved with the aid of a nice result by Bethuel and Ghidaglia [8] which needs
the condition thatH is constant far out (here we use the additional assumption(h1)).

Now, taking advantage from the previous uniform estimates,one can pass to the limit
asα → 1 and one finds that the weak limitu of (uα) is a solution of

(D)H

{
1u = 2H (u)ux ∧ uy in D2

u = 0 on ∂D2 .

A nonexistence result by Wente [48] implies thatu ≡ 0. Hence a lack of compactness
occurs by a blow up phenomenon.

Step 3: Blow-up.

Let us define
vα(z) = uα(zα + εαz)

with zα ∈ R2 andεα > 0 chosen in order that‖∇vα‖∞ = |∇vα(0)| = 1. Notice that
εα → 0 and the sets�α := {z ∈ R2 : |zα + εαz| < 1} are discs which become larger
and larger asα → 1. Moreovervα ∈ Cc(R

2,R3) ∩ H 1 is a weak solution to



1vα = − 2(α−1)

ε2
α+|∇vα |2 (∇

2vα,∇vα)∇vα + 2ε2(α−1)
α H(vα)

(ε2
α+|∇vα |2)α−1v

α
x ∧ vαy in Dα

v = 0 on ∂Dα ,
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satisfying the same uniform estimates asuα for the Dirichlet andL∞ norms, as well as
the previous normalization conditions on its gradient. Using a refined version (adapted
to the above system) of theε-regularity estimates similar to the step 2 in the proof of
Theorem 17, one can show that there existsu ∈ H 1 such thatvα → u weakly in H 1

and strongly inC1
loc(R

2,R3), andu is aλH -bubble for someλ ∈ (0,1]. Here the value

λ comes out as limit ofε2(α−1)
α whenα → 1. It remains to show that actuallyλ = 1.

Indeed, one can show thatEλH (u) ≤ λ lim inf EαH (u
α). Using (62) and Lemma 12,

parts (i) and (ii), one infers thatcH ≤ cλH ≤ EH (u) ≤ λcH . Thereforeλ = 1 andu is
an H -bubble, withEH (u) = cH . In particularµH ≤ cH and actually, by Lemma 12,
part (i),µH = cH , which was our goal.

Second part: Removing the extra assumption(h1).

It is possible to construct a sequence(Hn) ⊂ C1(R3) converging uniformly toH and
satisfying(h1) andMHn ≤ MH . By the first part of the proof, for everyn ∈ N there
exists anHn-bubbleun with EHn(u

n) = µHn = cHn . SinceMHn ≤ MH < 1, by
an estimate similar to (55), one deduces that the sequence(un) is uniformly bounded
with respect to the Dirichlet norm. Moreover one has that that lim supEHn(u

n) =
lim supcHn ≤ cH , because of Lemma 12, part (iii). In order to get also a uniform L∞

bound, one argues by contradiction. Suppose that(un) is unbounded inL∞. Using
Theorem 7, one can prove that the sequence of values diamun is bounded. Conse-
quently, the sequence(un) moves at infinity and, roughly speaking, it accumulates on
a solutionu∞ of the problem at infinity, that is on anH∞-bubble. In addition, as in
the proof of Theorem 17, the semicontinuity inequality lim inf EHn(u

n) ≥ EH∞(u
∞)

holds true. Since the problem at infinity corresponds to a constant mean curvature
H∞, by Theorem 15, one has thatEH∞(u

∞) ≥ µH∞ = 4π
3H2∞

. On the other hand,

EHn(u
n) = cHn , and thencH ≥ lim supcHn ≥ 4π

3H2∞
, in contradiction with the assump-

tion (h5). Therefore(un) satisfies the uniform bounds

sup‖∇un‖2 < +∞ , sup‖un‖∞ < +∞ .

Now one can repeat essentially the same argument of the proofof Theorem 17
to conclude that, after normalization,un converges weakly inH 1 and strongly in
C1

loc(R
2,R3) to anH -bubbleū. Moreover

EH (ū) ≤ lim inf EH (u
n) = lim inf cHn ≤ cH .

SinceEH (ū) ≥ cH (see Lemma 12, (i)), the conclusion follows.

In [17] it is proved that the existence result about minimalH -bubbles stated in
Theorem 18 is stable under small perturbations of the prescribed curvature function.
More precisely, the following result holds.

THEOREM 19. Let H ∈ C1(R3) satisfy(h3)–(h5), and let H1 ∈ C1(R3). Then
there isε̄ > 0 such that for everyε ∈ (−ε̄, ε̄) there exists an(H + εH1)-bubble uε.
Furthermore, asε → 0, uε converges to some minimal H-bubble u in C1,α(S2,R3).
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We remark that the energy ofuε is close to the (unperturbed) minimal energy of
H -bubbles. However in general we cannot say thatuε is a minimal(H + εH1)-bubble.

Finally, we notice that Theorem 19 cannot be applied when theunperturbed curva-
ture H is a constant, since assumption(h3) is not satisfied. That case is studied in the
next subsection.

7.3. H -bubbles in a perturbative setting

Here we study theH -bubble problem when the prescribed mean curvature is a per-
turbation of a nonzero constant. More precisely we investigate the existence and the
location of nonconstant solutions to the problem

(B)Hε

{
1u = 2Hε(u)ux ∧ uy on R2
∫
R2 |∇u|2 < +∞.

where
Hε(u) = H0 + εH1(u)

being H0 ∈ R \ {0}, H1 ∈ C2(R3) andε ∈ R, with |ε| small. All the results of this
subsection are taken from [18].

To begin, we observe that the unperturbed problem(B)H0 is invariant under transla-
tions on the image, since the mean curvature is the constantH0. It admits a fundamental
solution

ω0 = 1

H0
ω

(with ω defined by (51)), and a corresponding family of solutions of the formω0◦g+ p
whereg is any conformal diffeomorphism ofR2 ∪ {∞} and p runs inR3.

Notice that the translation invariance on the image is broken for ε 6= 0, when the
perturbationH1 is switched on, but problem(B)Hε maintains the conformal invariance
for everyε.

An important role for the existence ofHε-bubbles is played by the following
Poincaré-Melnikov function:

0(p) := −
∫

B1/|H0|(p)
H1(q) dq

which measures theH1-weighted volume of a ball centered at an arbitraryp ∈ R3 and
with radius 1/|H0|. For future convenience, we point out that:

0(p) = VH1(ω
0 + p) ,(65)

∇0(p) =
∫

R2
H1(ω

0 + p)ω0
x ∧ ω0

y .(66)

The first equality is like (52), the second one can be obtainedin a similar way, noting
that div(H1(· + p)ei ) = ∂i Hi (· + p) (e1,e2,e3 denotes that canonical basis inR3, ∂i

means differentiation with respect to thei -th component).
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The next result yields a necessary condition, expressed in terms of0, in order to
have the existence ofHε-bubbles approaching a sphere, asε → 0.

PROPOSITION 4. Assume that there exists a sequence uεk of Hεk-bubbles, with
εk → 0, and a point p∈ R3 such that

‖uεk − (ω0 + p)‖C1(S2,R3) → 0 as k→ ∞.

Then p is a stationary point for0.

Proof. The mapsuεk solve1uεk = 2H0uεk
x ∧uεk

y +2εkH1(uεk)uεk
x ∧uεk

y . Testing with
the constant functionsei (i = 1,2,3) and passing to the limit, we get

0 =
∫

R2
H1(u

εk)ei ·uεk
x ∧uεk

y = o(1)+
∫

R2
H1(ω

0 + p)ei ·ω0
x ∧ω0

y = o(1)+∂i0(p),

thanks to (66). Then the Proposition is readily proved.

In the next result we consider the case in which0 admits nondegenerate stationary
points.

THEOREM 20. If p̄ ∈ R
3 is a nondegenerate stationary point for0, then there

exists a curveε 7→ uε of class C1 from a neighborhood I⊂ R of 0 into C1,α(S2,R3)

such that u0 = ω0+ p̄ and, for everyε ∈ I , uε is an Hε-bubble, without branch points.

In the case of extremal points for0, we can weaken the nondegeneracy condition.
More precisely, we have the following result.

THEOREM 21. If there exists a nonempty compact set K⊂ R3 such that

max
p∈∂K

0(p) < max
p∈K

0(p) or min
p∈∂K

0(p) > min
p∈K

0(p) ,

then for|ε| small enough there exists an Hε-bubble uε, without branch points, and such
that

‖uε − (ω0 + pε)‖C1,α(S2,R3) → 0 asε → 0,

where pε ∈ K is such that0(pε) → maxK 0, or 0(pε) → minK 0, respectively.

To prove Theorems 20 and 21 we adopt a variational-perturbative method intro-
duced by Ambrosetti and Badiale in [1] and subsequently usedwith success to get
existence and multiplicity results for a wide class of variational problems in some per-
turbative setting (see, e.g., [2] and [3]).

Firstly, we observe that solutions to problem(B)Hε can be obtained as critical
points of the energy functional

EHε (u) = EH0(u)+ 2εVH1(u) .
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Notice thatEH0 is the energy functional corresponding to the unperturbed problem
(B)H0. Since in our argument we will need enough regularity forEHε , a first (technical)
difficulty concerns the functional setting (see Remark 10, 2). We can overcome this
problem, either multiplyingH1 by a suitable cut-off function and proving some a priori
estimates on the solutions we will find, or taking as a domain of EHε a Sobolev space
smaller thanH 1, like for instance the space

W1,s = {v ◦ ω : v ∈ W1,s(S2,R3)}

with s> 2 fixed. Let us follow this second strategy, taking for simplicity s = 3. Hence
EHε is of classC2 onW1,3, sinceH1 ∈ C2 andW1,3 is compactly embedded intoL∞.

Secondly, we point out that the unperturbed energy functional EH0 admits a mani-
fold Z of critical points that can be parametrized byG ×R3, whereG is the conformal
group ofS2 ≈ R2 ∪ {∞}, having dimension 6, andR3 keeps into account of the trans-
lation invariance on the image.

Thanks to some key results already known in the literature, see e.g. [32],Z is a
nondegenerate manifold, that is

TuZ = ker E′′
H0
(u) for everyu ∈ Z ,

whereTuZ denotes the tangent space ofZ atu, whereas kerE′′
H0
(u) is the kernel of the

second differential ofEH0 at u. This allows us to apply the implicit function theorem
to get, taking account also of theG-invariance ofEHε , for |ε| small, a 3-dimensional
manifoldZε close toZ, constituting a natural constraint for the perturbed functional
EHε . More precisely, defining

(Tω0 Z)⊥ := {v ∈ H 1 |
∫

R2
∇v · ∇u = 0 ∀u ∈ Tω0 Z} ,

we can prove the following result.

LEMMA 13. Let R> 0 be fixed. Then there existε̄ > 0, and a mapηε(p) ∈ W1,3

defined and of class C1 on (−ε̄, ε̄)× BR ⊂ R × R3, such thatη0(p) = 0 and

E′
Hε (ω + p + ηε(p)) ∈ Tω0 Z

ηε(p) ∈ (Tω0 Z)⊥∫

S2
ηε(p) = 0.

Moreover, for every fixedε ∈ (−ε̄, ε̄) the setZR
ε := {ω0 + p + ηε(p) | |p| < R} is

a natural constraint for EHε , that is, if u ∈ ZR
ε is such that d EHε

∣∣
ZR
ε
(u) = 0, then

E′
Hε
(u) = 0.

We refer to [18] for the proof of Lemma 13. Now, the problem is reduced to look
for critical points of the functionfε : BR → R defined by

(67) fε(p) = EHε (ω
0 + p + ηε(p)) (p ∈ BR) .
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This step gives the finite dimensional reduction of the problem. The proofs of Theo-
rems 20 and 21 can be completed as follows.

Proof of Theorem 20.Let p̄ ∈ R3 be a nondegenerate critical point of0 and letR >

| p̄|. One can show that the functionfε defined in (67) satisfies:

(68) ∇ fε(p) = 2εG(ε, p)

where

G(ε, p) =
∫

R2
H1(ω

0 + p + ηε(p))(ω0 + ηε(p))x ∧ (ω0 + ηε(p))y .

By (66), one has thatG(0, p) = ∇0(p) and, in addition,∂i Gk(0, p) = ∂2
ik0(p).

HenceG(0, p̄) = 0, becausēp is a stationary point of0. Moreover, sincep̄ is non-
degenerate,∇pG(0, p̄) is invertible. Therefore by the implicit function theorem,there
exists a neighborhoodI of 0 (in R) and aC1 mappingε 7→ pε ∈ R3 defined onI ,
such thatp0 = p̄ andG(ε, pε) = 0 for all ε ∈ I . Hence, by (67), (68) and by Lemma
13, we obtain that the function

ε 7→ uε := ω0 + pε + ηε(pε) (ε ∈ I )

defines aC1 curve fromI into W1,3 of Hε-bubbles, passing throughω0+ p̄ whenε = 0.
It remains to prove that the curveε 7→ uε is of classC1 from I into C1,α(S2,R3). This
can be obtained by a boot-strap argument. Indeeduε solves1uε = Fε on R2, where
Fε = 2Hε(uε)uεx ∧ uεy. Sinceε 7→ uε is of classC1 from I into W1,3 we have

that ε 7→ Fε is of classC1 from I into L3/2. Now, regularity theory yields that the
mappingε 7→ uε turns out of classC1 from I into W2,3/2. This implies thatε 7→ duε

is C1 from I into L6, by Sobolev embedding. Henceε 7→ Fε belongs toC1(I , L3).
Consequently, again by regularity theory,ε 7→ uε is of classC1 from I into W2,3. By
the embedding ofW2,3 into C1,α(S2,R3), the conclusion follows. Lastly, we point out
thatuε has no branch points becauseuε → ω0 + p̄ in C1,α(S2,R3) asε → 0, andω0

is conformal onR2.

Proof of Theorem 21.Sinceηε(p) is of classC1 with respect to the pair(ε, p), and
η0(p) = 0, we have that

(69) ‖ηε(p)‖W1,3 = O(ε) uniformly for p ∈ BR, asε → 0 .

Now we show that

(70) fε(p) = EH0(ω
0)+ 2ε0(p)+ O(ε2) asε → 0, uniformly for p ∈ BR .

Indeed, set

Rε(p) := fε(p)− EH0(ω
0)− 2ε0(p)

= EH0(ω
0 + ηε(p))− EH0(ω

0)

+2ε
(

VH1(ω
0 + p + ηε(p))− VH1(ω

0 + p)
)
.
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UsingE′
H0
(ω0) = 0 and the decompositionVH0(u+v) = VH0(u)+VH0(v)+H0

∫
R2 u·

vx ∧ vy + H0
∫
R2 v · ux ∧ uy we compute

EH0(ω
0 + ηε(p))− EH0(ω

0) = EH0(η
ε(p))+ 2VH0(η

ε(p))

+2H0

∫

R2
ω0 · ηε(p)x ∧ ηε(p)y

= O(‖dηε(p)‖2
3)

Therefore, using also (69), we infer that

Rε(p)ε−2 = O(‖dηε(p)‖2
3)ε

−2 + 2
(

VH1(ω
0 + p + ηε(p))− VH1(ω

0 + p)
)
ε−1

= O(1)+ 2(dVH1(ω
0 + p)ηε(p)+ ‖ηε(p)‖W1,3o(1))ε−1 = O(1),

and (70) follows. Now, letK be given according to the assumption and takeR >

0 so large thatK ⊂ BR. The hypothesis onK and (70) imply that for|ε| small,
there existspε ∈ K such thatuε := ω0 + pε + ηε(pε) is a stationary point forEHε
constrained toZR

ε . According to Lemma 13,E′
Hε
(uε) = 0, namelyuε is an Hε-

bubble. Moreover,0(pε) → maxK 0 (or 0(pε) → minK 0) asε → 0. To prove that
‖uε − (pε + ω0)‖C1,α(S2,R3) → 0 asε → 0 one can follow a boot-strap argument, as
in the last part of the proof of Theorem 20.

The assumptions on0 in Theorems 20 and 21 can be made explicit in terms ofH1
when|H0| is large. In particular, as a first consequence of the above existence theorems
we obtain the following result, which says that nondegenerate critical points as well
as topologically stable extremal points of the perturbation term H1 are concentration
points ofHε-bubbles, in the double limitε → 0 and|H0| → ∞.

THEOREM 22. Assume that one of the following conditions is satisfied:

(i) there exists a nondegenerate stationary pointp̄ ∈ R3 for H1;

(ii) there exists a nonempty compact set K⊂ R
3 such thatmaxp∈∂K H1(p) <

maxp∈K H1(p) or minp∈∂K H1(p) > minp∈K H1(p).

Then, for every H0 ∈ R with |H0| large, there existsεH0 > 0 such that for every
ε ∈ [−εH0, εH0] there is a smooth Hε-bubble uH0,ε without branch points. Moreover

lim
|H0|→∞

lim
ε→0

‖uH0,ε − pε‖C1,α(S2,R3) = 0

where pε ≡ p̄ if (i) holds, or pε ∈ R3 is such that pε ∈ K and H1(pε) → maxK H1,
or H1(pε) → minK H1 if (ii) holds. In addition, under the condition(i), the map
ε 7→ uH0,ε defines a C1 curve in C1,α(S2,R3).
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As a further application of Theorem 21, we consider a perturbationH1 having some
decay at infinity.

THEOREM 23. If H1 ∈ L1(R3) + L2(R3), then for|ε| small enough there exist
pε ∈ R3 and a smooth Hε-bubble uε, without branch points, such that‖uε − (ω0 +
pε)‖C1,α(S2,R3) → 0 asε → 0, and(pε) is uniformly bounded with respect toε.

We refer to [18] for the proofs of Theorems 22 and 23.
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[36] T. RADÓ, On Plateau’s problem, Ann. of Math.31 (1930), 457–469.

[37] J. SACKS AND K. UHLENBECK, The existence of minimal immersions of 2-
spheres, Ann. of Math.113(1981), 1–24.

[38] R. SCHOEN, Analytic aspect of the harmonic map problem, in: “Seminar on
Nonlinear Partial Differential Equations”, (Ed. S. S. Chern), Math. Sci. Res. Inst.
Publ.2, Springer, New York 1984, 321–358.

[39] K. STEFFEN, Isoperimetric inequalities and the problem of Plateau, Math. Ann.
222(1976), 97–144.

[40] K. STEFFEN, On the existence of surfaces with prescribed mean curvatureand
boundary, Math. Z.146(1976), 113–135.

[41] K. STEFFEN, Parametric surfaces of prescribed mean curvature, in: “Calculus
of Variations and Geometric Evolution Problems” (Eds. S. Hildebrandt and M.
Struwe), Lect. Notes in Math.1713, Springer 1999, 211–265.

[42] M. STRUWE, Large H-surfaces via the mountain pass lemma, Math. Ann.270
(1985), 441–459.

[43] M. STRUWE, Plateau’s problem and the calculus of variations, Mathematical
Notes35, Princeton University Press 1985.

[44] M. STRUWE, Multiple solutions to the Dirichlet problem for the equation of pre-
scribed mean curvature, in: “Analysis, et Cetera” (Eds. P.H. Rabinowitz and E.
Zehnder), Academic Press, Boston 1990, 639–666.



Parametric surfaces 231

[45] L. TARTAR, Remarks on oscillations and Stokes equations, in:“Macroscopic
modeling of turbolent flows”, Lect. Notes in Physics230, Springer 1985, 24–31.

[46] G. WANG, The Dirichlet problem for the equation of prescribed mean curvature,
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Università di Torino
via Carlo Alberto, 10
10123 Torino, ITALIA
e-mail:paolo.caldiroli@unito.it
e-mail:guida@dm.unito.it



232 F. Bethuel - P. Caldiroli - M. Guida



Rend. Sem. Mat. Univ. Pol. Torino
Vol. 60, 4 (2002)
Turin Lectures

F. Dalbono - C. Rebelo∗

POINCARÉ-BIRKHOFF FIXED POINT THEOREM AND

PERIODIC SOLUTIONS OF ASYMPTOTICALLY LINEAR

PLANAR HAMILTONIAN SYSTEMS

Abstract. This work, which has a self contained expository character,is
devoted to the Poincaré-Birkhoff (PB) theorem and to its applications to
the search of periodic solutions of nonautonomous periodicplanar Hamil-
tonian systems. After some historical remarks, we recall the classical
proof of the PB theorem as exposed by Brown and Neumann. Then,a
variant of the PB theorem is considered, which enables, together with the
classical version, to obtain multiplicity results for asymptotically linear
planar hamiltonian systems in terms of the gap between the Maslov in-
dices of the linearizations at zero and at infinity.

1. The Poincaŕe-Birkhoff theorem in the literature

In his paper [28], Poincaré conjectured, and proved in somespecial cases, that an area-
preserving homeomorphism from an annulus onto itself admits (at least) two fixed
points when some “twist” condition is satisfied. Roughly speaking, the twist condition
consists in rotating the two boundary circles in opposite angular directions. This con-
cept will be made precise in what follows.
Subsequently, in 1913, Birkhoff [4] published a complete proof of the existence of at
least one fixed point but he made a mistake in deducing the existence of a second one
from a remark of Poincaré in [28]. Such a remark guarantees that the sum of the indices
of fixed points is zero. In particular, it implies the existence of a second fixed point in
the case that the first one has a nonzero index.
In 1925 Birkhoff not only corrected his error, but he also weakened the hypothesis
about the invariance of the annulus under the homeomorphismT . In fact Birkhoff him-
self already searched a version of the theorem more convenient for the applications. He
also generalized the area-preserving condition.

Before going on with the history of the theorem we give a precise statement of the
classical version of Poincaré-Birkhoff fixed point theorem and make some remarks.
In the following we denote byA the annulusA := {(x, y) ∈ R2 : r 2

1 ≤ x2 + y2 ≤
r 2
2 , 0< r1 < r2} and byC1 andC2 its inner and outer boundaries, respectively.

∗The second author wishes to thank Professor Anna Capietto and the University of Turin for the invita-
tion and the kind hospitality during theThird Turin Fortnight on Nonlinear Analysis.
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Moreover we consider the covering spaceH := R × R
+
0 of R2 \ {(0,0)} and the

projection associated to the polar coordinate system5 : H −→ R2 \ {(0,0)} defined
by5(ϑ, r ) = (r cosϑ, r senϑ). Given a continuous mapϕ : D ⊂ R2 \ {(0,0)} −→
R2 \ {(0,0)}, a map̃ϕ : 5−1(D) −→ H is called a lifting ofϕ to H if

5 ◦ ϕ̃ = ϕ ◦5.

Furthermore for each setD ⊂ R2 \ {(0,0)} we setD̃ := 5−1(D).

THEOREM 1 (POINCARÉ-BIRKHOFF THEOREM). Letψ : A −→ A be an area-
preserving homeomorphism such that both boundary circles of A are invariant under
ψ (i.e.ψ(C1) = C1 andψ(C2) = C2). Suppose thatψ admits a liftingψ̃ to the polar
coordinate covering space given by

(1) ψ̃(ϑ, r ) = (ϑ + g(ϑ, r ), f (ϑ, r )),

where g and f are2π−periodic in the first variable. If the twist condition

(2) g(ϑ, r1) g(ϑ, r2) < 0 ∀ϑ ∈ R [twist condition]

holds, thenψ admits at least two fixed points in the interior ofA.

The proof of Theorem 1 guarantees the existence of two fixed points (calledF1
and F2) of ψ̃ such thatF1 − F2 6= k(2π,0), for anyk ∈ Z. This fact will be very
useful in the applications of the theorem to prove the multiplicity of periodic solutions
of differential equations. Of course the images ofF1, F2 under the projection5 are
two different fixed points ofψ.

We make now some remarks on the assumptions of the theorem.

REMARK 1. We point out that it is essential to assume that the homeomorphism
is area-preserving. Indeed, let us consider an homeomorphismψ : A −→ A which
admits the liftingψ̃(ϑ, r ) = (ϑ +α(r ), β(r )), whereα andβ are continuous functions
verifying 2π > α(r1) > 0 > α(r2) > −2π , β(r i ) = r i for i ∈ {1,2}, β is strictly
increasing andβ(r ) > r for everyr ∈ (r1, r2). This homeomorphism, which does
not preserve the area, satisfies the twist condition, but it has no fixed points. Also its
projection has no fixed points.

REMARK 2. The homeomorphismψ preserves the standard area measure dxdy in
R2 and hence its lift̃ψ preserves the measurer dr dϑ . We remark that it is possible to
consider a lift in the Poincaré-Birkhoff theorem which preserves dr dϑ instead ofr dr dϑ
and still satisfies the twist condition. In fact, let us consider the homeomorphismT of

R × [r1, r2] onto itself defined byT(ϑ, r ) = (ϑ,a r2 + b), wherea = 1

r1 + r2
and

b = r1 r2

r1 + r2
. The homeomorphismT preserves the twist and transforms the measure

r dr dϑ in a multiple of dr dϑ . Thus, if we definẽψ∗ := T ◦ ψ̃ ◦ T−1, we note that it
preserves the measure dr dϑ . Furthermore, there is a bijection between fixed pointsF
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of ψ̃∗ and fixed pointsT−1(F) of ψ̃ . Finally, it is easy to verify that̃ψ∗ is the lifting of
an homeomorphismψ∗ which satisfies all the assumptions of Theorem 1. This remark
implies that Theorem 1 is equivalent to Theorem 7 in Section 2.

It is interesting to observe that if slightly stronger assumptions are required in The-
orem 1, then its proof is quite simple (cf. [25]). Indeed, we have the following propo-
sition.

PROPOSITION1. Suppose that all the assumptions of Theorem1 are satisfied and
that

(3) g(ϑ, ·) is strictly decreasing(or strictly increasing) for eachϑ.

Then,ψ admits at least two fixed points in the interior ofA.

Proof. According to (2) and (3), it follows that for everyϑ ∈ R there exists a unique
r (ϑ) ∈ (r1, r2) such thatg(ϑ, r (ϑ)) = 0. By the periodicity ofg in the first variable,
we have thatg(ϑ + 2kπ, r (ϑ)) = g(ϑ, r (ϑ)) = 0 for everyk ∈ Z andϑ ∈ R.
Hence asg(ϑ + 2kπ, r (ϑ + 2kπ)) = 0, we deduce from the uniqueness ofr (ϑ) that
r : ϑ 7−→ r (ϑ) is a 2π−periodic function. Moreover, we claim that it is continuous
too. Indeed, by contradiction, let us assume that there exist ϑ ∈ R and a sequenceϑn

converging toϑ which admits a subsequenceϑnk satisfying lim
k→+∞

r (ϑnk) = b 6= r (ϑ).

Passing to the limit, from the equalityg(ϑnk , r (ϑnk)) = 0, we immediately obtain
g(ϑ,b) = 0 = g(ϑ, r (ϑ)), which contradictsb 6= r (ϑ).
By construction,̃ψ(ϑ, r (ϑ)) = (ϑ + g(ϑ, r (ϑ)) , f (ϑ, r (ϑ)) ) = (ϑ , f (ϑ, r (ϑ)) ).
Hence, each point of the continuous closed curve0 ⊂ A defined by

0 = {(x, y) ∈ R
2 : x = r (ϑ) cosϑ , y = r (ϑ) senϑ , ϑ ∈ R}

is “radially” mapped into another one under the operatorψ. Beingψ area-preserving
and recalling the invariance of the boundary circlesC1, C2 of A underψ, we can
deduce that the region bounded by the curvesC1 and0 encloses the same area as the
region bounded by the curvesC1 andψ(0). Therefore, there exist at least two points
of intersection between0 andψ(0). In fact as the two regions mentioned above have
the same measure, we can write

∫ 2π

0

∫ r (ϑ)

r1

r dr dϑ =
∫ 2π

0

∫ f (ϑ,r (ϑ))

r1

r dr dϑ ,

which implies
∫ 2π

0

(
r 2(ϑ)− f 2(ϑ, r (ϑ))

)
dϑ = 0. Being the integrand continuous

and 2π−periodic, it vanishes at least at two points which give rise to two distinct fixed
points ofψ̃(·, r (·)) in [0,2π). Hence, we have found two fixed points ofψ and the
proposition follows.
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Morris [26] applied this version of the theorem to prove the existence of infinitely
many 2π−periodic solutions for

x′′ + 2x3 = e(t),

wheree is continuous, 2π−periodic and it satisfies
∫ 2π

0
e(t) dt = 0.

If we assume monotonicity ofϑ + g(ϑ, r ) in ϑ , for eachr , then also in this case the
existence of at least one fixed point easily follows (cf. [25]).

PROPOSITION2. Assume that all the hypotheses of Theorem1 hold. Moreover,
suppose that

(4) ϑ + g(ϑ, r ) is strictly increasing(or strictly decreasing) in ϑ for each r.

Then, the existence of at least one fixed point follows, whenψ is differentiable.

Proof. Let us suppose thatϑ 7−→ ϑ + g(ϑ, r ) is strictly increasing for everyr ∈
[r1, r2]. Thus, since

∂ (ϑ + g(ϑ, r ))

∂ ϑ
> 0 for everyr , it follows that the equation

ϑ∗ = ϑ + g(ϑ, r ) defines implicitlyϑ as a function ofϑ∗ andr . Moreover, taking into
account the 2π−periodicity of g in the first variable, it turns out thatϑ = ϑ(ϑ∗, r )
satisfiesϑ(ϑ∗ + 2π, r ) = ϑ(ϑ∗, r ) + 2π for everyϑ∗ andr . We setr ∗ = f (ϑ, r ).
Combining the area-preserving condition and the invariance of the boundary circles
underψ, then the existence of a generating functionW(ϑ∗, r ) such that

(5)





ϑ = ∂ W

∂r
(ϑ∗, r )

r ∗ = ∂ W

∂ϑ∗ (ϑ
∗, r )

is guaranteed by the Poincaré Lemma.
Now we consider the functionw(ϑ∗, r ) = W(ϑ∗, r ) − ϑ∗r . Since, according to (5),
the following equalities hold





∂ w

∂ϑ∗ = r ∗ − r

∂ w

∂r
= ϑ − ϑ∗ ,

the critical points ofw give rise to fixed points ofψ.

It is easy to verify thatw has period 2π in ϑ∗. Indeed, according to the hypothesis
of boundary invariance and to (5), we get

W(ϑ∗ + 2π, r1) − W(ϑ∗, r1) =
∫ ϑ∗+2π

ϑ∗
r ∗(s, r1) ds =

∫ ϑ∗+2π

ϑ∗
r1 ds = 2π r1.
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Furthermore, combining (5) with the equalityϑ(ϑ∗ + 2π, r ) = ϑ(ϑ∗, r ) + 2π , we
deduce

W(ϑ∗ + 2π, r ) − W(ϑ∗ + 2π, r1) =
∫ r

r1

ϑ(ϑ∗ + 2π, s) ds

=
∫ r

r1

ϑ(ϑ∗, s) ds + 2π(r − r1)

= W(ϑ∗, r ) − W(ϑ∗, r1) + 2π(r − r1).

Finally, we infer that

w(ϑ∗ + 2π, r )−w(ϑ∗, r ) = W(ϑ∗ + 2π, r )− W(ϑ∗, r )− 2π r

= W(ϑ∗ + 2π, r1)− W(ϑ∗, r1)− 2π r1 = 0,

and the periodicity ofw in the first variable follows.
Consider now the external normal derivatives ofw

(6)
∂ w

∂ n

∣∣∣∣
C̃1

= (r ∗ − r, ϑ − ϑ∗) · (0,−1) = ϑ∗ − ϑ,

(7)
∂ w

∂ n

∣∣∣∣
C̃2

= (r ∗ − r, ϑ − ϑ∗) · (0,1) = ϑ − ϑ∗.

The twist condition (2) implies thatϑ∗ − ϑ has opposite signs on the two boundary
circles. Hence, by (6) and (7), the two external normal derivatives inC̃1 andC̃2 have
the same sign. Beingw a 2π−periodic function inϑ∗, critical point theory guarantees
the existence of a maximum or a minimum ofw in the interior of the covering space
Ã. Such a point is the required critical point ofw.

It is interesting to notice that as a consequence of the periodicity of g and f in ϑ ,
the existence of a second fixed point (a saddle) follows from critical point theory.

As we previously said, in order to apply the twist fixed point theorem to prove
the existence of periodic solutions to planar Hamiltonian systems, Birkhoff tried to
replace the invariance of the annulus by a weaker assumption. Indeed, he was able
to require that only the inner boundary is invariant underT . He also generalized the
area-preserving condition. More precisely, in his article[5] the homeomorphismT is
defined on a regionR bounded by a circleC and a closed curve0 surroundingC. Such
an homeomorphism takes values on a regionR1 bounded byC and by a closed curve
01 surroundingC. Under these hypotheses, Birkhoff proved the following theorem

THEOREM 2. Let T : R −→ R1 be an homeomorphism such that T(C) = C
and T(0) = 01, with0 and01 star-shaped around the origin. If T satisfies the twist
condition, then either
• there are two distinct invariant points P of R and R1 under T
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or
• there is a ring in R(or R1) around C which is carried into part of itself by T(or
T−1).

Since Birkhoff’s proof was not accepted by many mathematicians, Brown and Neu-
mann [6] decided to publish a detailed and convincing proof (based on the Birkhoff’s
one) of Theorem 1. In the same year, Neumann in [27] studied generalizations of such
a theorem. For completeness, we will recall the proof given in [6] and also the details
of a remark stated in [27] in the next section.

After Birkhoff’s contribution, many authors tried to generalize the hypothesis of
invariance of the annulus, in view of studying the existenceof periodic solutions for
problems of the form

x′′ + f (t, x) = 0 ,

with f : R2 −→ R continuous andT-periodic int .
In this sense we must emphasize the importance of the works byJacobowitz and W-Y
Ding. In his article [22] Jacobowitz (see also [23]), gave a version of the twist fixed
point theorem in which the area-preserving twist homeomorphism is defined on an
annulus whose internal boundary (roughly speaking) degenerates into a point, while
the external one is a simple curve around it. More precisely,he first considered two
simple curves0i = (ϑi (·), r i (·)), i = 1,2, defined in [0,1], with values in the(ϑ, r )
half-planer > 0, such thatϑi (0) = −π , ϑi (1) = π , ϑi (s) ∈ (−π, π) for each
s ∈ (0,1) and r i (0) = r i (1). Then, he considered the corresponding 2π-periodic
extensions, which he called again0i . Denoting byAi the regions bounded by the
curve0i (included) and the axisr = 0 (excluded), Jacobowitz proved the following
theorem

THEOREM3. Letψ : A1 −→ A2 be an area-preserving homeomorphism, defined
by

ψ(ϑ, r ) = (ϑ + g(ϑ, r ), f (ϑ, r )),

where
• g and f are2π−periodic in the first variable;
• g(ϑ, r ) < 0 on01;
• lim inf

r→0
g(ϑ, r ) > 0.

Then,ψ admits at least two fixed points, which do not differ from a multiple of (2π,0).

Unfortunately the proof given by Jacobowitz is not very easyto follow. Subse-
quently, using the result by Jacobowitz, W-Y Ding in [15] and[16] treated the case
in which also the inner boundary can vary under the area-preserving homeomorphism.
He considered an annular regionA whose inner boundaryC1 and the outer oneC2 are
two closed simple curves. ByDi he denoted the open region bounded byCi , i = 1,2.
Using the result by Jacobowitz, he proved the following theorem

THEOREM 4. Let T : A −→ T(A) ⊂ R2 \ {(0,0)} be an area-preserving home-
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omorphism. Suppose that

(a) C1 is star-shaped about the origin;

(b) T admits a liftingT̃ onto the polar coordinate covering space, defined by

T̃(ϑ, r ) = (ϑ + g(ϑ, r ), f (ϑ, r )),

where f and g are2π−periodic in the first variable, g(ϑ, r ) > 0 on the lifting
of C1 and g(ϑ, r ) < 0 on the lifting of C2;

(c) there exists an area-preserving homeomorphism T0 : D2 −→ R2, which satis-
fies T0|A = T and(0,0) ∈ T0(D1).

Then,T̃ has at least two fixed points such that their images under theusual covering
projection5 are two different fixed points of T .

We point out that condition (c) cannot be removed.
Indeed, we can defineA := {(x, y) : 2−2 < x2 + y2 < 22} and consider an
homeomorphismT : A −→ R2 \ {(0,0)} whose lifting is given byT̃(ϑ, r ) =(
ϑ + 1 − r,

√
r 2 + 1

)
. It easily follows that̃T preserves the measurer dr dϑ and, con-

sequently,T preserves the measure dxdy. Moreover, the twist condition is satisfied,

beingg(ϑ, r ) = 1 − r positive onr = 1

2
and negative onr = 2. We also note that

it is not possible to extend the homeomorphism into the interior of the circle of ra-
dius 1/2 as an area-preserving homeomorphism, and hence (c) is not satisfied. Since

f (ϑ, r ) =
√

r 2 + 1 > r for everyr ∈
(

1

2
,2

)
, we can conclude that̃T has no fixed

points.

In [29], Rebelo obtained a proof for Jacobowitz and Ding versions of the Poincaré-
Birkhoff theorem directly from Theorem 7.
The W-Y Ding version of the theorem seems the most useful in terms of the applica-
tions. In 1998, Franks [18] proved a quite similar result using another approach. In
fact he considered an homeomorphismf from the open annulusA = S1 × (0,1) into
itself. He replaced the area-preserving condition with theweaker condition that every
point ofA is non-wandering underf . We recall that a pointx is non-wandering under
f if for every neighbourhoodU of x there is ann > 0 such thatf n(U) ∩ U 6= ∅.
Being f̃ , from the covering spacẽA = R × (0,1) onto itself, a lift of f , it is said
that there is a positively returning disk for̃f if there is an open diskU ⊂ Ã such that
f̃ (U) ∩ U = ∅ and f̃ n(U) ∩ (U + k) 6= ∅ for somen, k > 0. A negatively return-
ing disk is defined similarly, but withk < 0. We recall that byU + k it is denoted
the set{(x + k, t) : (x, t) ∈ U}. Franks generalized the twist condition on a closed
annulus assuming the existence of both a positive and a negative returning disk on the
open annulus, since this hypothesis holds if the twist condition is verified. Under these
generalized assumptions, Franks obtained the existence ofa fixed point (for the open
annulus). However, he observed that reducing to the case of the closed annulus, one
can conclude the existence of two fixed points.
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On the lines of Birkhoff [5], some mathematicians generalized the Poincaré-
Birkhoff theorem, replacing the area-preserving requirement by a more general topo-
logical condition. Among others, we quote Carter [8], who, as Birkhoff, considered an
homeomorphismg defined on an annulusA bounded by the unit circleT and a simple,
closed, star-shaped around the origin curveγ that lies in the exterior ofT . She also
supposed thatg(T) = T , g(γ ) is star-shaped around the origin and lies in the exterior
of T . Before stating her version of the Poincaré-Birkhoff theorem, we only remark that
a simple, closed curve inA is called essential if it separatesT from γ .

THEOREM 5. If g is a twist homeomorphism of the annulusA and if g has at most
one fixed point in the interior ofA, then there is an essential, simple, closed curve C in
the interior ofA which meets its image in at most one point.(If the curve C intersects
its image, the point of intersection must be the fixed point ofg in the interior ofA).

We point out that Theorem 2 can be seen as a consequence of Theorem 5 above.

Recently, in [24], Margheri, Rebelo and Zanolin proved a modified version of the
Poincaré-Birkhoff theorem generalizing the twist condition. They assumed that the
points of the external boundary circle rotate in one angulardirection, while only some
points of the inner boundary circle move in the opposite direction. The existence of
one fixed point is guaranteed. More precisely, they proved the following

THEOREM 6. Letψ : A −→ A be an area-preserving homeomorphism inA =
R × [0, R], R> 0 such that

ψ(ϑ, r ) = (ϑ1, r1),

with {
ϑ1 = ϑ + g(ϑ, r )

r1 = f (ϑ, r ) ,

where f and g are2π−periodic in the first variable and satisfy the conditions

• f (ϑ,0) = 0, f (ϑ, R) = R for everyϑ ∈ R (boundary invariance),

• g(ϑ, R) > 0 for everyϑ ∈ R and there isϑ such that g(ϑ,0) < 0 (modified
twist condition).

Then,ψ admits at least a fixed point in the interior ofA.

2. Proof of the classical version of the Poincaŕe-Birkhoff theorem

In this section we recall the proof of the classical version of the Poincaré-Birkhoff
theorem given by Brown and Neumann [6] and give the details ofthe proof of an
important remark (see Remark 3 below) made by Neumann in [27].
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THEOREM 7. Let us defineÃ = R × [r1, r2], 0 < r1 < r2. Moreover, let h :
Ã −→ Ã be an area-preserving homeomorphism satisfying

h(x, r2) = (x − s1(x), r2) ,

h(x, r1) = (x + s2(x), r1) ,

h(x + 2π, y) = h(x, y) + (2π,0),

for some2π−periodic positive continuous functions s1, s2. Then, h has two distinct
fixed points F1 and F2 which are not in the same periodic family, that is F1 − F2 is not
an integer multiple of(2π,0).

Note that Theorem 7 and Theorem 1 are the same. In fact, takinginto account
Remark 2, Theorem 7 corresponds to Theorem 1 choosingh = ψ̃ .

Before giving the proof of the theorem we give some useful preliminary definitions
and results.

We define the direction fromP to Q, setting D(P, Q) = Q − P

‖Q − P‖ , wheneverP

and Q are distinct points ofR2. If we considerX ⊂ R2, C a curve inX andh :
X −→ R2 an homeomorphism with no fixed points, then we will denote byih(C) the
index ofC with respect toh. This index represents the total rotation that the direction
D(P,h(P)) performs asP moves alongC. In order to give a precise definition, we set
C : [a,b] −→ R2 and define the mapC : [a,b] −→ S1 := {(x, y) ∈ R2 : x2+ y2 =
1} by C(t) := D( C(t) , h(C(t)) ). If we denote byπ : R −→ S1 the covering map
π(r ) = (cosr, senr ), then we can lift the functionC into C̃ : [a,b] −→ R assuming
C = π ◦ C̃. Finally, we set

ih(C) = C̃(b) − C̃(a)

2π
,

which is well defined, since it is independent of the lifting.
This index satisfies the following properties:

1. For a one parameter continuous family of curvesC or homeomorphismsh, ih(C)
varies continuously with the parameter. (Homotopy lifting property).

2. If C runs from a pointA to a pointB, thenih(C) is congruent modulo 1 to1
2π

times the angle between the directions D(A,h(A)) and D(B,h(B)).

3. If C = C1C2 consists ofC1 andC2 laid end to end (i.e.C1 = C|[a,c] andC2 =
C|[c,b] with a < c < b), thenih(C) = ih(C1) + ih(C2). In particular,ih(−C) =
−ih(C).

4. ih(C) = ih−1(h(C)).

As a consequence of properties 1 and 2 we have that in order to calculate the index
we can make first an homotopy onC so long as we hold the endpoints fixed, this will
be very important in what follows.
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In the following it will be useful to consider an extension ofthe homeomorphism
h : Ã −→ Ã to all R2.

To this aim, we introduce the following notations:

H+ = {(x, y) ∈ R
2 : y ≥ r2} ,

H− = {(x, y) ∈ R
2 : y ≤ r1}

and consider the extension ofh (which we still denote byh)

h(x, y) :=





(x − s1(x), y) y ≥ r2

(x + s2(x), y) y ≤ r1

h(x, y) r1 < y < r2 .

The following lemma will be essential in order to prove the theorem.

LEMMA 1. Suppose that all the assumptions of Theorem7 are satisfied and that h
has at most one family of fixed points of the form(2kπ, r ∗) with r∗ ∈ (r1, r2). Then,
for any curveC running from H− to H+ and not passing through any fixed point of h,

(a) ih(C) ≡ 1

2
(mod 1),

(b) ih(C) is independent ofC.

Proof of the lemma.From Property 2 of the index, it is easy to deduce that part (a)is
verified.
Let us now consider two curvesCi (i = 1,2) running fromAi ∈ H− to Bi ∈ H+
and not passing through any fixed point ofh. Our aim consists in proving thatC1 and
C2 have the same index. Let us take a curveC3 from B1 to B2 in H+ and a curveC4
from A2 to A1 in H−. Being D(P,h(P)) constant inH+ and H−, we immediately
deduce thatih(C3) = ih(C4) = 0. Now, we can calculate the index of the closed curve
C ′ := C1 C3 (−C2) C4. In particular, from Property 3 we get

ih(C
′) = ih(C1)+ ih(C3)+ ih(−C2)+ ih(C4) = ih(C1)− ih(C2).

Hence, in order to prove (b), it remains to show that such an index is zero. To this
purpose, we give some further definitions. We denote by Fix(h) the fixed point set
of h and byπ1(R

2 \ Fix(h), A1) the fundamental group ofR2 \ Fix(h) in the base-
point A1. We recall that such a fundamental group is the set of all the loops (closed
curves defined on closed intervals and taking values inR2 \ Fix(h)) based onA1, i.e.
whose initial and final points coincide withA1. The fundamental group is generated
by paths which start fromA1, run along a curveC0 to near a fixed point (if there are
any), loop around this fixed point and return by−C0 to A1. Hence, sinceC ′ belongs
to π1(R

2 \ Fix(h), A1), it is deformable into a composition of such paths. Thus, it
is sufficient to show thatih is zero for any path belonging to the set of generators of
the fundamental group. Sinceh has at most one family of fixed points of the form
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(2kπ, r ∗) with r ∗ ∈ (r1, r2), then a loop surrounding a single fixed point can be de-
formed into the loopD′ := D1D2 D3 D4, where
D1 covers [−π, π ] × {r0} with r0 < r1, moving horizontally fromÃ1 = (−π, r0) to
Ã2 = (π, r0);
D2 covers{π} × [r0, r3] with r3 > r2, moving vertically fromÃ2 to Ã3 = (π, r3);
D3 covers [−π, π ] × {r3}, moving horizontally fromÃ3 = (π, r3) to Ã4 = (−π, r3);
D4 covers{−π} × [r0, r3], moving vertically fromÃ4 to Ã1.
Roughly speaking,D′ is the boundary curve of a rectangle with vertices
(±π, r0), (±π, r3).
As D1 andD3 lie in H− and H+ respectively, their index is zero. Moreover, being
h(x, y) − (x,0) a 2π−periodic function in its first variable, it follows thatih(D4) =
−ih(D2). Thus, Property 3 of the index ensures thatih(D′) = 0. This completes the
proof.

Proof of Theorem 7.To prove the theorem, we will argue by contradiction. Assume
thath has at most one family of fixed pointsF = (ϑ∗, r ∗)+ k (2π,0), with k ∈ Z. It
is not restrictive to supposeϑ∗ = 0. Indeed, we can always reduce to this case with a
simple change of coordinates. In order to get the contradiction, we will construct two
curves, with different indices, satisfying the hypothesesof Lemma 1.

Now we define the set

W = {(x, y) ∈ R
2 : 2kπ + π

2
≤ x ≤ 2kπ + 3

2
π , k ∈ Z} .

Since the fixed points ofh (if there are any) are of the form(2kπ, r ∗), we can conclude
thath has no fixed points in this region. Moreover, there existsε > 0 such that

(8) ε < ‖P − h(P)‖ ∀ P ∈ W.

Indeed, by the periodicity of(x,0)− h(x, y) in its first variable, it is sufficient to find
ε > 0 which satisfies the above inequality only for everyP ∈ W1 := {(x, y) : π

2 ≤
x ≤ 3

2π}. If we chooseε < minsi , for i ∈ {1,2} the inequality is satisfied on the sets
W1 ∩ H±. On the regionV := {(x, y) : π

2 ≤ x ≤ 3
2π , r1 ≤ y ≤ r2}, the function

‖Id − h‖ is continuous and positive, hence it has a minimum onV , which is positive
too.

Define the area-preserving homeomorphismT : R2 −→ R2 by

T(x, y) = (x, y + ε

2
(| cosx| − cosx)) .

We point out that it moves only points ofW and‖T(P) − P‖ ≤ ε for everyP ∈ R2.
Combining this fact with (8), we deduce thatT ◦ h (just like h) has no fixed points
in W. Furthermore, fixed points ofT ◦ h coincide with the ones ofh in R2 \ W and,
consequently, inR2.

Let us introduce the following sets

D0 := H− \ (T ◦ h)−1 H− ,
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D1 := (T ◦ h) D0 = (T ◦ h) H− \ H− ,

Di := (T ◦ h)i D0 ∀ i ∈ Z .

y = r1
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Figure 1: Some of the setsDi

We immediately observe thatD0 ⊂ H−, while D1 ⊂ R2\ H− = {(x, y) : y > r1}.
Since(T ◦ h)(R2 \ H−) ⊂ R

2 \ H−, we can easily conclude thatDi ⊂ R
2 \ H− for

everyi ≥ 1. Hence,Di ∩ D0 = ∅ for everyi ≥ 1. This implies thatDk ∩ D j = ∅
wheneverj 6= k. Since(T ◦ h)−1H− ⊂ H−, we also getDi ⊂ H− for everyi < 0.

Furthermore, asT , h and, consequently,(T ◦h) are area-preserving homeomorphisms,
every Di has the same area in the rolled-up planeR

2/ ((x, y) ≡ (x + 2π, y)) and its
value is 2ε. Thus, as the setsD j are disjoint and contained inR2 \ H− for every j ≥ 1,
they must exhaust̃A and hence intersectH+. In particular, there existsn > 0 such that
Dn ∩ H+ 6= ∅. SinceDn ⊂ (T ◦ h)nH−, we also obtain that(T ◦ h)nH− ∩ H+ 6= ∅.
For such ann > 0, we can consider a pointPn ∈ (T ◦ h)nH− ∩ H+ with maximal
y−coordinate. The pointPn is not unique, but it exists since, by periodicity, it is
sufficient to look at the compact region(T ◦ h)nH− ∩ {(x, y) : 0 ≤ x ≤ 2π , y ≥ r1}.
Let us define

Pi = (xi , yi ) := (T ◦ h)i−n Pn , i ∈ Z.

Clearly, Pn ∈ H+ and P0 = (T ◦ h)−n Pn ∈ H−. Moreover,Pi+1 = (T ◦ h) Pi for
every i ∈ Z. Hence, recalling that(T ◦ h) H+ ⊂ H+ and(T ◦ h)−1H− ⊂ H−, we
obtainPn+1 ∈ H+ andP−1 ∈ H−.

Let us denote byC0 the straight line segment fromP−1 to P0 and let

Ci = (T ◦ h)i C0 , i ∈ Z.

In particular, the curveCi runs fromPi−1 to Pi . Furthermore, let us define the curve
C := C0 C1 . . . Cn−1 Cn. Thus,(T ◦ h)(C) = C1 C2 . . . Cn Cn+1.

We have constructed a curveC running fromH− to H+. Now, we will show that it does
not pass through any fixed point ofh and we will calculate its index. First, we need to
list and prove some properties that this curve satisfies.

1. The curveC Cn+1 = C0 . . . Cn+1 has no double points;

2. No point ofC has largery−coordinate thanPn+1;

3. No point of(T ◦ h)(C) has smallery−coordinate thanP−1.
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In order to prove Property 1, we first observe that asC0 has no double points andT ◦ h
is a homeomorphism, each curveCi has no double points. Hence, we only need to
show thatCi ∩C j = ∅ for everyi 6= j , exception made for the common endpoint when
|i − j | = 1. We initially prove that this is true wheni and j are both negative. We recall
that the functionsf := (Id + s2) : R −→ R and f −1 are strictly monotone, being
both continuous and bijective. From the positiveness ofs2, it immediately follows
that both functions are strictly increasing. Moreover,f −1(x0) ≤ x ≤ x0, whenever
(x, y) ∈ C0. Thus, sinceC0 ⊂ H− and sincef −1 is an increasing function, it turns out
that f −2(x0) ≤ x ≤ f −1(x0), whenever(x, y) ∈ C−1 = h−1(T−1(C0)). In general,
we have

Ci ⊂ {(x, y) : f i−1(x0) ≤ x ≤ f i (x0)} ∀ i < 0

andCi intersects the boundaries of this strip only in its endpoints (because this is true
for C0 and f −1 is strictly increasing). Thus,Cl andCs intersect at most in a endpoint,
if we choosel ands negative. In general, if we takeCi andC j with i 6= j , then there
existsk < 0 such that(T ◦ h)k transforms such curves in two curvesCl andCs with l
ands both negative. Finally, the previous step guarantees thatCs ∩Cl and henceCi ∩C j

are empty, if we exclude the intersection in the common endpoint.

Property 2 is easily proved. In fact, it is immediate to show thatC ⊂ (T ◦ h)n H−.
Thus, from the maximal choice involving they−coordinate ofPn, we can conclude
that for every(x, y) ∈ C, we obtainy ≤ yn. Moreover, sincePn ∈ H+ and Pn+1 =
(T ◦ h)Pn, we can conclude thatyn ≤ yn+1. This completes the proof of Property 2.

With respect to Property 3, we remark that if we takey ≥ y−1 and if we define
(x′, y′) := (T ◦ h)(x, y), then y′ ≥ y−1. This is a consequence of the fact that
P−1 ∈ H−. Moreover,y0 ≥ y−1 and henceC0 ⊂ {(x, y) : y ≥ y−1}. Thus, for
every(x, y) ∈ C1 = (T ◦ h) C0, we gety ≥ y−1. By induction, Property 3 follows.

Property 1 guarantees thatC does not pass through any fixed point ofT ◦ h and,
consequently, ofh.
We are interested in calculating the index ofC. More precisely, we will show that its
value is exactly1

2. First, we will calculatei (T◦h)(C).

The curveC runs fromP−1 to Pn. Thus, recalling that(T ◦ h) (P−1) = P0 and(T ◦
h) (Pn) = Pn+1, let us consider the angleϑ between D(P−1, P0) and D(Pn, Pn+1).
Since, by construction,

P0 = (x0, y0) = (x−1 + s2(x−1), y−1 + δ2) , 0 ≤ δ2 ≤ ε,

Pn+1 = (xn+1, yn+1) = (xn − s1(xn), yn + δ1) , 0 ≤ δ1 ≤ ε,

then we can write the explicit expression ofϑ

ϑ = π −
(

arctg

(
δ1

s1(xn)

)
+ arctg

(
δ2

s2(x−1)

))
.

By Property 2 of the index, we can conclude that

i (T◦h)(C) = ϑ

2π
(mod 1)

= 1

2
− 1

2π

(
arctg

(
δ1

s1(xn)

)
+ arctg

(
δ2

s2(x−1)

))
(mod 1) .



246 F. Dalbono - C. Rebelo

From the choice ofε, we get 0≤ δi ≤ ε < minsi for i ∈ {1,2}. This implies that

both arctg
(

δ1
s1(xn)

)
and arctg

(
δ2

s2(x−1)

)
belong to the interval [0, π4 [. Consequently,

1

4
<

ϑ

2π
≤ 1

2
.

Our aim now consists in proving that we can cut mod 1 in the previous formula for
i (T◦h)(C). For this purpose, we will construct a suitable homotopy.

Let P : [−1,0] −→ R2 be a parametrization ofC0. SettingP(t +1) := (T ◦h)(P(t))
for t ∈ [−1,n], we extend the given parametrization ofC0 into a parametrization
P : [−1,n + 1] −→ R2 of C Cn+1. Clearly, if we restrictP to the interval [−1,n],
we obtain a parametrization ofC. Moreover, it is immediate to see thatP(i ) = Pi for
every integeri ∈ {−1,0, . . . ,n + 1}. In order to calculatei (T◦h)(C), by definition, we
will consider the mapP : [−1,n] −→ S1 given by

P(t) := D( P(t) , (T ◦ h)(P(t)) ) = D(P(t), P(t + 1)) .

Let us define nowP0 : [−1,2n + 1] −→ S1, setting

(9) P0 =
{

P(t) −1 ≤ t ≤ n

P(n) n ≤ t ≤ 2n + 1.

Of course, in order to evaluate the index we can useP0 instead ofP.

Now, we are in position to write the required homotopy. We will introduce a family
of mapsPλ : [−1,2n + 1] −→ S1, with 0 ≤ λ ≤ n + 2. We will define this family
treating separately the cases 0≤ λ ≤ n + 1 andn + 1 ≤ λ ≤ n + 2.

We develop the first case. The homotopy that we will exhibit will carry the initial map
P0, which deals with the rotation of D(P, (T ◦ h)(P)) as P moves alongC, into the
mapPn+1 defined by

(10) Pn+1(t) =
{

D (P(−1), P(t + 1)) −1 ≤ t ≤ n

D (P(t − n − 1), P(n + 1)) n ≤ t ≤ 2n + 1.

This map corresponds to a rotation obtained if we initially move (T ◦ h)(P) along
(T ◦ h)(C) from (T ◦ h)(P−1) = P0 to Pn+1, holdingP−1 fixed, and then we moveP
alongC from P−1 to Pn, holdingPn+1 fixed.

More precisely, when 0≤ λ ≤ n + 1, we set

Pλ(t) =





D (P(−1), P(t + 1)) −1 ≤ t ≤ λ− 1

D (P(t − λ), P(t + 1)) λ− 1 ≤ t ≤ n

D (P(t − λ), P(n + 1)) n ≤ t ≤ n + λ

D (P(n), P(n + 1)) n + λ ≤ t ≤ 2n + 1.

Clearly, the above definition ofPλ in the caseλ = 0 andλ = n + 1 is compatible
with (9) and (10), respectively. Furthermore, we note thatPλ(t) is always of the form
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D (P(t0), P(t1)) with −1 ≤ t0 < t1 ≤ n + 1. By Property 1 ofC, we deduce that
P(t0) 6= P(t1), hencePλ is well defined for every 0≤ λ ≤ n + 1.

We consider now the second case:n + 1 ≤ λ ≤ n + 2. The homotopy we will
exhibit will carry the mapPn+1 into the mapPn+2 defined by

(11) Pn+2(t) =
{

D (P(−1), P ′(t + 1)) −1 ≤ t ≤ n

D (P ′′(t − n − 1), P(n + 1)) n ≤ t ≤ 2n + 1,

where byP ′ : [0,n + 1] −→ R2 and P ′′ : [−1,n] −→ R2 we denote the straight
line segments fromP(0) to P(n + 1) and fromP(−1) to P(n), respectively.

The mapPn+2 corresponds to a rotation obtained if we initially move(T ◦h)(P) along
the straight line segmentP ′ from P0 to Pn+1, holdingP−1 fixed, and then if we move
P along the straight line segmentP ′′ from P−1 to Pn, holdingPn+1 fixed.

More precisely, for every 0≤ µ ≤ 1, we define

Pn+1+µ(t) =





D (P(−1) , (1 − µ) P(t + 1) + µ P ′(t + 1))
−1 ≤ t ≤ n

D((1 − µ)P(t − n − 1)+ µP ′′(t − n − 1), P(n + 1))
n ≤ t ≤ 2n + 1.

Clearly, the above definition ofPn+1+µ in the caseµ = 0 andµ = 1 is compatible
with (10) and (11), respectively.

Moreover, the homotopy is well defined. To prove this, we willshow first thatP(−1)
is never equal toQ := (1 − µ)P(t + 1) + µP ′(t + 1) for any t ∈ [−1,n]. Indeed,
by Property 3 ofC, we deduce thatQ has largery−coordinate thanP(−1), except
possibly whent = −1 orµ = 0. However, in both these casesQ = P(t + 1) for some
t ∈ [−1,n]. Since in this intervalt + 1 ≥ 0 > −1, then Property 1 ofC guarantees
that P(t + 1) 6= P(−1). Hence,P(−1) 6= Q.

Analogously, by applying Property 2 and Property 1 ofC, we can conclude that
(1 − µ)P(t − n − 1) + µP ′′(t − n − 1) 6= P(n + 1). Thus, the homotopy is well
defined.

In particular,Pn+2 defined in the interval [−1,2n+ 1] describes an increase in the
angle which corresponds exactly toϑ , calculated above. Thus as a consequence of the
homotopy property, we conclude that

i (T◦h)(C) = ϑ

2π
= 1

2
− 1

2π

(
arctg

(
δ1

s1(xn)

)
+ arctg

(
δ2

s2(x−1)

))
.

From the previous calculations, we get

1

4
< i (T◦h)(C) ≤ 1

2
.

Our aim consists now in proving thatih(C) = 1
2.

To this end, we define for everys ∈ [0,1] the mapTs : R2 −→ R2, setting

Ts(x, y) =
(

x , y +
(sε

2

)
( | cosx| − cosx)

)
.
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In particular,T0 = Id andT1 = T . Arguing as before, we can easily see that

(12) i (Ts◦h)(C) = 1

2
− 1

2π

(
arctg

(
sδ1

s1(xn)

)
+ arctg

(
sδ2

s2(x−1)

))
(mod 1) .

Since this congruence becomes an equality in the cases = 1, by the continuity of
the index we infer that also the congruence in (12) is an equality for everys ∈ [0,1].
Hence, whens = 0 we can conclude that

(13) ih(C) = 1

2
.

In order to get the contradiction with Lemma 1, we need to construct another curve
C ′ running fromH− to H+, having index different from1

2. To this aim, we can repeat
the whole argument replacingh with h−1. Now everything works as before except the
fact that the directions along which the two boundaries ofÃ move underh and under

h−1 are opposite. In such a way, we find a curveĈ from H− to H+ with ih−1( Ĉ ) = −1

2
.

Let us defineC ′ := h−1 ◦ Ĉ : H− −→ H+. By Property 4 of the index, we finally
infer

ih
(
C ′) = ih−1

(
h
(
C ′)) = ih−1( Ĉ ) = −1

2
.

If we compare the above equality with the equality in (13), weget the desired contra-
diction with Lemma 1.

As a consequence of the above proof, Neumann in [27] providesthe following
useful remark

REMARK 3. If h satisfies all the assumptions of Theorem 7 and it has a finite
number of families of fixed points(finite number of fixed points in [0,2π ] × [r1, r2] ),
then there exist fixed points with positive and negative indices.

We recall that the definition of index of a fixed point coincides with ih(α) for a
small circleα surrounding the fixed point when it has a positive (counter-clockwise)
direction. Given a fixed pointF , we will denote byind(F) its index.

Proof. Let us denote byFi (i = 1,2, . . . , k) the distinct fixed points in [0,2π ] ×
(r1, r2), belonging to different periodic families. Theorem 7 guarantees thatk ≥ 2.
It is not restrictive to assume thatFi ∈ (0,2π) × (r1, r2) since we suppose that the
number of families of fixed points is finite. As in the proof of Theorem 7, we extend
the homeomorphismh to an homeomorphism in the wholeR2, and we still denote it
by h.
If we fix r0 < r1, arguing as in the proof of Lemma 1, we can construct a loopD′ :=
D1 D2D3 D4 ∈ π1(R

2 \ Fix(h), (0, r0)), where
D1 covers [0,2π ] × {r0}, moving horizontally from(0, r0) to (2π, r0);
D2 covers{2π} × [r0, r3] with r3 > r2, moving vertically from(2π, r0) to (2π, r3);
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D3 covers [0,2π ] × {r3}, moving horizontally from(2π, r3) to (0, r3);
D4 covers{0} × [r0, r3], moving vertically from(0, r3) to (0, r0).
In particular,D′ moves with a positive orientation and, by construction, theonly fixed
points ofh it surrounds are exactly the fixed pointsFi , i ∈ {1, . . . , k}. We note that
ih(D1) = ih(D3) = 0, since the curvesD1 andD3 respectively lie inH− and H+
and D(P,h(P)) is constant in these regions. Furthermore, beingh(x, y) − (x,0) a
2π−periodic function in its first variable, it follows thatih(D4) = −ih(D2). Thus,
Property 3 of the index guarantees thatD′ has index zero.

We recall that the fundamental groupπ1(R
2 \ Fix(h), (0, r0)) is generated by paths

which start from(0, r0), run along a curveC0 to near a fixed point, loop around this
fixed point and return by−C0 to (0, r0). It is possible to show that the generating
paths, whose composition is deformable into the closed curve D′, surround only the
inner fixed pointsFi . Consequently, the following equality holds

(14) 0 = ih(D
′) =

k∑

j =1

ind(F j ) .

This means that the sum of the fixed point indices is zero. We remark that such a result
could have been directly obtained from the Lefschetz fixed point theorem.

Next step consists in constructing two curves with oppositeindices, running from
H− to H+ and not passing through any fixed point ofh.

Since the number of fixed points in [0,2π ] × [r1, r2] is finite, it is possible to
consider a non-empty vertical strip̂W = [α, β] × R, for someα, β ∈ (0,2π), which
does not contain anyFi . Let us extend 2π−periodicallyŴ into the set

⋃

m∈Z

(
Ŵ + (2mπ,0)

)
:= {(x, y) ∈ R

2 : 2mπ + α ≤ x ≤ 2mπ + β, m ∈ Z},

that we still denote bŷW.

Arguing as in the proof of Theorem 7, we can find a positive constantε < min si

for everyi ∈ {1,2}, satisfyingε < ‖P−h(P)‖ for everyP ∈ Ŵ. Let us now introduce
the area-preserving homeomorphism̂T : R2 −→ R2 by setting

T̂|[0,2π ]×R(x, y) :=




(x, y + ε cos

(
π

2(β−α) (2x − β − α)
)

for x ∈ [α, β]

(x, y) otherwise.

Fixed points of̂T ◦ h coincide with the ones ofh in R
2. If we proceed exactly as in

the proof of Theorem 7, considering the homeomorphismT̂ instead ofT and the set̂W
instead ofW, we are able to construct a curveC of index 1

2, which runs fromP−1 ∈ H−
to Pn ∈ H+ and does not pass through any fixed point ofh. Analogously, we can find
another curveC ′ of index−1

2 running fromP ′
−1 ∈ H− to P ′

n ∈ H+.

Let us consider now the closed curveF := C B (−C ′)B ′, whereB is the straight
line segment fromPn to P ′

n ; while B ′ is the straight line segment fromP ′
−1 to P−1. In
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particular,B lies in H+ and connects the curveC to the curve−C ′; whileB ′ lies in H−
and connects the curve−C ′ to the curveC.

Since, by construction,B andB ′ have index equal to zero, we infer from Property
2 of the index that

ih(F) = ih(C) − ih(C
′) = 1

2
−
(

−1

2

)
= 1 .

Moreover, the loopF belongs to the fundamental groupπ1(R
2 \ Fix(h), P−1) and

surrounds a finite number of fixed points. Each of them is of theform Fi +m(2π,0) for
somei ∈ {1,2 . . . , k} and some integerm ∈ Z. Sinceind(Fi + m(2π,0)) = ind(Fi )

for everym ∈ Z, we can deduce that

(15) 1 = ih(F) =
k∑

j =1

ν(F , F j ) ind(F j ) ,

where the integerν(F , F j ) coincides with the sum of all the signs corresponding to
the directions of every loop in whichF can be deformed in a neighbourhood of every
point of the formF j +m(2π,0) surrounded byF . From (15), we infer that there exists
j ∗ ∈ {1,2 . . . , k} such thatν(F , F j ∗) ind(F j ∗) > 0 and, consequently,ind(F j ∗) 6= 0.

Hence, recalling that the sum of the fixed point indices is zero (cf. (14)), we can
conclude the existence of at least a fixed point with positiveindex and a fixed point
with negative one. This completes the proof.

3. Applications of the Poincaŕe-Birkhoff theorem

In this section we are interested in the applications of the Poincaré-Birkhoff fixed point
theorem to the study of the existence and multiplicity ofT-periodic solutions of Hamil-
tonian systems, that is systems of the form

(16)





x′ = ∂H
∂y (t, x, y)

y′ = − ∂H
∂x (t, x, y)

whereH : R × R2 −→ R is a continuous scalar function that we assumeT−periodic
in t andC2 in z = (x, y).
Under these conditions uniqueness of Cauchy problems associated to system (16) is
guaranteed. Hence for eachz0 = (x0, y0) ∈ R2 andt0 ∈ R there is a unique solution
(x(t), y(t)) of system (16) such that

(17) (x(t0), y(t0)) = (x0, y0) := z0.

In the following we will denote such a solution by

z(t; t0, z0) := (x(t; t0, z0), y(t; t0, z0)) := (x(t; t0, (x0, y0)), y(t; t0, (x0, y0))).
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For simplicity we setz(t; z0) := (x(t; z0), y(t; z0)) := (x(t; 0, z0), y(t; 0, z0)). If
we suppose thatH satisfies further conditions which imply global existence of the
solutions of Cauchy problems, then the Poincaré operator

τ : z0 = (x0, y0) → (x(T; (x0, y0)), y(T; (x0, y0)))

is well defined inR2 and it is continuous. Also fixed points of the Poincaré operator
are initial conditions of periodic solutions of system (16)and as a consequence of the
Liouville theorem, the Poincaré operator is an area-preserving map. Hence it is natural
to try to apply the Poincaré-Birkhoff fixed point theorem inorder to prove the existence
of periodic solutions of the Hamiltonian systems.

Before giving a version of the Poincaré-Birkhoff fixed point theorem useful for the
applications, we previously introduce some notation.
Let z : [0, T ] → R2 be a continuous function satisfyingz(t) 6= (0,0) for every
t ∈ [0, T ] and (ϑ(·), r (·)) a lifting of z(·) to the polar coordinate system. We define
the rotation number ofz, and denote it by Rot(z) as

Rot(z) := ϑ(T) − ϑ(0)

2π
.

Note that Rot(z) counts the counter-clockwise turns described by the vector
−−−→
0z(s)

ass moves in the interval [0, T ]. In what follows, we will use the notation Rot(z0) to
indicate Rot(z(·; z0)).

From the Poincaré-Birkhoff Theorem 4, we can obtain the following multiplicity
result.

THEOREM8 ([29]). LetA ⊂ R2\{(0,0)} be an annular region surrounding(0,0)
and let C1 and C2 be its inner and outer boundaries, respectively. Assume that C1 is
strictly star-shaped with respect to(0,0) and that z(·; t0, z0) is defined in[t0, T ] for
every z0 ∈ C2 and t0 ∈ [0, T ]. Suppose that

i) z(t; t0, z0) 6= (0,0) ∀ t0 ∈ [0, T [ , ∀ z0 ∈ C1 , ∀ t ∈ [t0, T ];

ii) there exist m1, m2 ∈ Z with m1 ≥ m2 such that

Rot(z0) > m1 ∀ z0 ∈ C1,

Rot(z0) < m2 ∀ z0 ∈ C2.

Then, for each integer l with l∈ [m2,m1], there are two fixed points of the Poincaré
map which correspond to two periodic solutions of the Hamiltonian system having l as
T−rotation number.

Sketch of the proof.The idea of the proof consists in applying Theorem 4 to the area-
preserving Poincaré mapτ : z0 −→ z(T; z0), considering different liftings of it. For
each integerl with m2 ≤ l ≤ m1, it is possible to consider the liftings

τ̃l (ϑ, r ) := (ϑ + 2π(Rot5(ϑ, r ) − l ) , ‖ τ (5(ϑ, r )) ‖ ) .
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Sincez(t; z0) 6= (0,0) for everyt ∈ [0, T ] and for everyz0 ∈ A, the liftings are well
defined. We note that as a consequence of i),(0,0) belongs to the image of the interior
of C1 and also that

Rot(z0) − l ≥ Rot(z0) − m1 > 0 ∀ z0 ∈ C1,

Rot(z0) − l ≤ Rot(z0) − m2 < 0 ∀ z0 ∈ C2.

Hence we can easily conclude that assumptions (a) and (b) in Theorem 4 are satisfied.
Moreover it is easy to show that also assumption (c) is verified. Hence, from Theorem
4 we infer the existence of at least two fixed points(ϑ i

l , r
i
l ), i = 1,2, of τ̃l whose

imageszi
l under the projection5 are two different fixed points ofτ . Since(ϑ i

l , r
i
l ) are

fixed points of̃τl , we get that Rot(zi
l ) = l for everyi ∈ {1,2}. We can finally conclude

thatz(·; z1
l ) andz(·; z2

l ) are the searchedT−periodic solutions.

There are many examples in the literature of the applicationof the Poincaré-
Birkhoff theorem in order to study the existence and multiplicity of T−periodic so-
lutions of the equation

(18) x′′ + f (t, x) = 0 ,

with f : R2 −→ R continuous andT-periodic in t . Note that if we consider the
system

(19)

{
x′(t) = y(t)

y′(t) = − f (t, x(t)),

this system is a particular case of system (16) and its solutions give rise to solutions of
equation (18). Hence we can consider equation (18) as a particular case of an Hamil-
tonian system and everything we mentioned above holds for the case of this equation.

Among the mathematicians who studied existence and multiplicity of periodic so-
lutions for equation (18) via the Poincaré-Birkhoff theorem, we quote Jacobowitz [22],
Hartman [20], Butler [7]. We remark that in order to reach theresults, in all of these
papers the authors assumed the validity of the conditionf (t,0) ≡ 0.

With respect to the particular case of the nonlinear Duffing’s equation

x′′ + g(x) = p(t),

we mention the papers [15], [11], [13], [12], [17], [32], in which the Poincaré-Birkhoff
theorem was applied in order to prove the existence of periodic solutions with pre-
scribed nodal properties. Among the applications of the Poincaré-Birkhoff theorem to
the analysis of periodic solutions to nonautonomous secondorder scalar differential
equations depending on a real parameters, we refer to the paper [10] by Del Pino,
Manásevich and Murua, which studies the following equation

x′′ + g(x) = s(1 + h(t))
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and also the paper [30] by Rebelo and Zanolin, which deals with the equation

x′′ + g(x) = s + w(t, x).

Finally, we quote Hausrath, Manásevich [21] and Ding, Zanolin [14] for the treatment
of periodically perturbed Lotka-Volterra systems of type

{
x′ = x (a(t) − b(t) y)

y ′ = y (−d(t) + c(t) x).

We describe now recent results obtained in [24] in which a modified version of
the Poincaré-Birkhoff fixed point theorem is obtained and applied, together with the
classical one, in order to obtain existence and multiplicity of periodic solutions for
Hamiltonian systems. In their paper the authors study system (16) assuming thatz =
0 is an equilibrium point, i.e.H ′

z(t,0) ≡ 0, and that it is an asymptotically linear
Hamiltonian system. This implies that it admits linearizations at zero and infinity. More
precisely, asH ′

z(t,0) ≡ 0, if we consider the continuous andT−periodic function with
range in the space of symmetric matrices given byt → B0(t) := H ′′

z (t,0), t ∈ R, we
have

J H ′
z(t, z) = J B0(t) z + o(‖z‖), when z → 0.

Moreover, by definiton of asymptotically linear system, there exists a continuous,
T−periodic functionB∞(·) such thatB∞(t) is a symmetric matrix for eacht ∈ R,
satisfying

J H ′
z(t, z) = J B∞(t) z + o(‖z‖), when ‖z‖ → ∞.

We remark that system (16) can be equivalently written in thefollowing way

(20) z′ = J H ′
z(t, z) , z = (x, y) , J =

(
0 1

−1 0

)
.

Before going on with the description of the results obtainedin [24], we recall some
results present in the literature dealing with the study of asymptotically linear Hamil-
tonian systems.
In [2] and [3], Amann and Zehnder considered asymptoticallylinear systems inR2N

of the form of system (20) with

sup
t∈[0,T], z∈R2N

‖H ′′
z (t, z)‖ < +∞

and which admit autonomous linearizations at zero and at infinity

z′ = J B0 z , z′ = J B∞ z ,

respectively. In these papers an indexi depending onB0 andB∞ was introduced and
the existence of at least one nontrivialT−periodic solution combining nonresonance
conditions at infinity with the sign assumptioni > 0 was achieved. The authors also
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remarked that in the planar caseN = 1 the conditioni > 0 corresponds to the twist
condition in the Poincaré-Birkhoff theorem.

Some years later, Conley and Zehnder studied in [9] Hamiltonian systems with
bounded Hessian, considering the general case in which the linearized systems at zero
and at infinity

z′ = J B0(t)z and z′ = J B∞(t)z

can be nonautonomous. The authors assumed nonresonance conditions for the lin-
earized systems at zero and at infinity. Hence, after definingthe Maslov indices associ-
ated to the above linearizations at zero and infinity, denoted respectively byi 0

T andi ∞T ,
they proved the following result.

THEOREM 9. If i 0
T 6= i ∞T , then there exists a nontrivial T−periodic solution of

z′ = J H ′
z(t, z). If this solution is nondegenerate, then there exists another T−periodic

solution.

Note that in this last theorem the existence of more than two solutions is not guar-
anteed, even if|i 0

T − i ∞T | is large. This is in contrast with the fact that in the paper [9]
and for the caseN = 1 the authors mention that the Maslov index is a measure of the
twist of the flow. In fact, if this is the case, a large|i 0

T − i ∞T | should imply large gaps
between the twists of the flow at the origin and at infinity. Hence, the Poincaré-Birkhoff
theorem would provide the existence of a large number of periodic solutions.

The main goal in [24] consists in clarifying the relation betweeni 0
T , i ∞T and the

twist condition in the Poincaré-Birkhoff theorem, whenN = 1, obtaining multiplicity
results in the case when|i 0

T − i ∞T | is large.

Now we give a glint of the notion of Maslov index in the plane. We will follow [1]
(see also [19]).
Let us consider the following planar Cauchy problem

(21)

{
z′ = J B(t)z

z(0) = w,

whereB(t) is a T-periodic continuous path of symmetric matrices. The matrix 9(t)
is called the fundamental matrix of the system (21) if it satisfies9(t) w = z(t;w).
Clearly,9(0) = Id. Moreover, it is well known that asB(t) is symmetric, the funda-
mental matrix9(t) is asymplectic matrixfor eacht ∈ [0, T ]. We recall that a matrix
A of order two is symplectic if it verifies

(22) AT J A = J,

where J is as in (20). Since we are working in a planar setting, condition (22) is
equivalent to

det A = 1 ,

from which it follows immediately that the symplectic 2× 2 matrices form a group,
usually denoted bySp(1).
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We will show that, under a nonresonance condition on (21), itis possible to associate
to the patht → 9(t) of symplectic matrices with9(0) = Id an integer, theT−Maslov
indexiT (9).
The systemz′ = J B(t)z is said to beT−nonresonantif the only T-periodic solution
it admits is the trivial one or, equivalently, if

det(Id − 9(T)) 6= 0 ,

where9 is the fundamental matrix of (21).

Before introducing the Maslov indices, we need to recall some properties ofSp(1).
If we takeA ∈ Sp(1), thenA can be uniquely decomposed as

A = P · O ,

where P ∈ {P̃ ∈ Sp(1) : P̃ is symmetric and positive definite} ≈ R2 and O is
symplectic and orthogonal. In particular,O belongs to the group of the rotations
SO(2) ≈ S1. Thus we can conclude that

Sp(1) ≈ R
2 × S1 ≈ {z ∈ R

2 : |z| < 1} × S1 = the interior of a torus.

Hence, as [0,1) × R × R is a covering space of the interior of the torus, we can
parametrizeSp(1) with (r, σ, ϑ) ∈ [0,1)× R × R. In [1] a parametrization

8 : [0,1)× R × R −→ Sp(1)

(r, σ, ϑ) → 8(r, σ, ϑ) = P(r, σ ) R(ϑ)

is given, whereϑ is the angular coordinate onS1 and (r, σ ) are polar coordinates
in {z ∈ R2 : |z| < 1}. In such a parametrization, for eachk ∈ Z andσ ∈ R,
8(0, σ,2kπ) = Id and8(0, σ,2(k+1)π) = −Id (for the details see [1]). The follow-
ing sets are essential in order to define theT−Maslov index:

0+ : = {A ∈ Sp(1) : det(Id − A) > 0}
= 8{(r, σ, ϑ) : r < sin2 ϑ and |ϑ| < π

2
or |ϑ| ≥ π

2
} ,

0− := {A ∈ Sp(1) : det(Id−A) < 0} = 8{(r, σ, ϑ) : r > sin2ϑ and |ϑ| < π

2
} ,

00 := {A ∈ Sp(1) : det(Id− A) = 0} = 8{(r, σ, ϑ) : r = sin2ϑ and |ϑ| < π

2
} .

The set00 is called the resonant surface and it looks like a two-hornedsurface with a
singularity at the identity.

Now we are in position to associate to each patht → 9(t) defined from [0, T ] to
Sp(1), satisfying9(0) = Id and9(T) 6∈ 00 an integer which will be called the Maslov
index of9. To this aim we extend such a patht → 9(t) ∈ Sp(1) in [T, T +1], without
intersecting00 and in such a way that

• 9(T + 1) = −Id, if 9(T) ∈ 0+ ,
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• 9(T + 1) is a standard matrix withϑ = 0, if 9(T) ∈ 0− .

We define theT -Maslov index iT (9) as the (integer) number of half turns of9(t) in
Sp(1), ast moves in [0, T +1], counting each half turn±1 according to its orientation.

In order to compare Theorem 8 with Theorem 9 it is necessary tofind a character-
ization of the Maslov indices in terms of the rotation numbers. To this aim, in [24] a
lemma which provides a relation between theT−Maslov index of system

(23) z′ = J B(t)z

and the rotation numbers associated to the solutions of (23)was given.

LEMMA 2. Let9 be the fundamental matrix of system(23) and let iT andψ be,
respectively, its T -Maslov index and the Poincaré map defined by

ψ : w → 9(T)w .

Consider the T−rotation numberRotw(T) associated to the solution of(23) satisfying
z(0) = w ∈ S1. Then,
a) iT = 2`+ 1 with ` ∈ Z if and only if

deg(Id − ψ, B(1),0) = 1 and` < min
w∈S1

Rotw(T) ≤ max
w∈S1

Rotw(T) < ` + 1;

b) iT = 2` with ` ∈ Z if and only if

deg(Id − ψ, B(1),0) = −1 and`− 1

2
< min
w∈S1

Rotw(T) ≤ max
w∈S1

Rotw(T) < `+ 1

2
;

moreover, in this case there arew1,w2 ∈ S1 such that

Rotw1(T) < ` < Rotw2(T) .

In the statement of Lemma 2 theT−rotation number Rotw(T) associated to the
solution of (23) with z(0) = w ∈ S1 was considered. We observe that from the
linearity of system(23) it follows that Rotw(T) = Rotλw(T) for everyλ > 0.
Now, we are in position to make a first comparison between Theorem 8 and Theorem
9.
Let us consider the second order scalar equation

(24) x′′ + q(t, x)x = 0 ,

where the continuous functionq : R × R −→ R is T−periodic in its first variablet
and it satisfies

(25) q(t,0) ≡ q0 ∈ R and lim
|x|→+∞

q(t, x) = q∞ ∈ R,
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uniformly with respect tot ∈ [0, T ]. Hence, the linearizations of (24) at zero and
infinity are respectivelyx′′ + q0x = 0 andx′′ + q∞x = 0. We observe that equation
(24) can be equivalently written in the following form

(
x′

y′

)
=
(

y

−q(t, x)x

)
= J

(
q(t, x)x

y

)
.

Analogously, the corresponding linearizations at zero andinfinity are given respec-
tively by

z′ = J

(
q0 0

0 1

)
z =

(
0 1

−q0 0

)
z

and

z′ = J

(
q∞ 0

0 1

)
z =

(
0 1

−q∞ 0

)
z.

If we chooseq0 = −1
2 andq∞ = 5, we can easily deduce that there existsr0 > 0

such that Rotw(T) ∈ (−1
2,

1
2) for every‖w‖ = r0 and there existsR0 > r0 such

that Rotw(T) ∈ (−3,−2) for every‖w‖ = R0. Hence applying Theorem 8 we can
guarantee the existence of four nontrivialT-periodic solutions to equation (24). On the
other hand, sincei 0

T = 0 andi ∞T = −5, Theorem 9 ensures the existence of at least
one periodic solution.

We recall that, even if the gap betweenq0 andq∞ is large, Theorem 9 guarantees
only the existence of at least one solution (or at least two solutions if the first one is
nondegenerate) while it is quite clear that the number of nontrivial periodic solutions
we can find by applying Theorem 8 depends on the gap betweenq0 andq∞.

On the other hand, there are particular situations in which Theorem 9 can be ap-
plied, while Theorem 8 cannot, because the twist condition is not satisfied.

For instance, let us setq0 = −1
2 andq∞ = 1

2. The corresponding indices are
different, sincei 0

T = 0, as before, andi ∞T = −1. Hence, from Theorem 9, we know
that there exists a periodic solution of (24). As far as the rotation numbers are con-
cerned, one can prove the existence ofR0 > r0 such that Rotw(T) ∈ (−1,0) for every
‖w‖ = R0; while, from Lemma 2, there existw1, w2 ∈ R2 with ‖wi ‖ = r0 (i = 1,2)
such that−1

2 < Rotw1(T) < 0 < Rotw2(T) <
1
2. Consequently, the twist condition

is not verified and Theorem 8 is not applicable. In [24] the authors tried to sharpen
the results obtained via the Poincaré-Birkhoff theorem inorder to obtain periodic so-
lutions in cases like this one. For this purpose, they developed a suitable version of the
Poincaré-Birkhoff theorem. Before describing this result we can obtain a first result of
multiplicity of T-periodic solutions for system (16) which is a consequence of Lemma
2 and of Theorem 8.

We will use the notation: for eachs ∈ R, we denote bybsc the integer part ofs,
while we denote bydse the smallest integer larger than or equal tos.

COROLLARY 1. Assume that z′ = J H ′
z(t, z) is asymptotic at infinity and at zero to

the T−periodic and T−nonresonant linear systems z′ = J B∞(t)z and z′ = J B0(t)z,
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respectively. Let i∞T and i0T be the corresponding T−Maslov indices. If i0T 6= i ∞T then
the Hamiltonian system admits at least

• |i ∞T − i 0
T | nontrivial T−periodic solutions if i0T and i∞T are odd;

• |i ∞T − i 0
T | − 2 nontrivial T−periodic solutions if i0T and i∞T are even;

• 2

⌊
|i ∞T − i 0

T |
2

⌋
nontrivial T−periodic solutions otherwise.

REMARK 4. If i 0
T andi ∞T are either consecutive integers or consecutive even inte-

gers, the previous corollary does not guarantee the existence ofT−periodic solutions.
Indeed in these cases the twist condition in Theorem 8 is not satisfied.
However, if i 0

T and i ∞T are consecutive integers the excision property of the degree
implies the existence of aT−periodic solution.

THEOREM 10 (MODIFIED POINCARÉ-BIRKHOFF THEOREM). Letψ : A −→ A

be an area-preserving homeomorphism inA = R × [0, R], R> 0 such that

ψ(ϑ, r ) = (ϑ1, r1),

with {
ϑ1 = ϑ + g(ϑ, r )

r1 = f (ϑ, r ) ,

where f and g are2π−periodic in the first variable and satisfy the conditions

• f (ϑ,0) = 0, f (ϑ, R) = R for everyϑ ∈ R (boundary invariance),

• g(ϑ, R) > 0 for everyϑ ∈ R and there isϑ such that g(ϑ,0) < 0 (modified
twist condition).

Then,ψ admits at least a fixed point in the interior ofA. If ψ admits only one fixed
point in the interior ofA, then its fixed point index is nonzero.

Idea of the proof.By contradiction, it is assumed that there are no fixed pointsin the
interior ofA. As in the proof of Theorem 7, the homeomorphismψ is extended to an
homeomorphism̂ψ : R2 −→ R2. If the fixed point set of̂ψ is not empty, it is union of
vertical closed halflines in the halfplaner ≤ 0 with origin on the liner = 0.

Without loss of generality, one can assumeϑ ∈ (0,2π). Hence, denoting byN the
maximal strip contained inR×] − ∞,0] such that(ϑ,0) ∈ N andg(ϑ,0) < 0 in N ,
the following important property ofN holds:

if (ϑ, r ) ∈ ∪k∈Z(N + (2kπ,0)), then for eachn > 0 we have that̂ψ−n(ϑ, r ) belongs
to the connected component of∪k∈Z(N + (2kπ,0)) which contains(ϑ, r ).

Then the proof follows steps analogous to those in Theorem 7,taking into account this
property. The contradiction follows from the existence of acurve0 with i ψ̂( 0 ) =
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−1
2, which runs from the point(ϑ,0) to a point into{(ϑ, r ) : r ≥ R} and such that

i ψ̂−1( ψ̂ (0) ) = 1
2.

The fact that ifψ admits only one fixed point in the interior ofA, then its fixed
point index is nonzero can be proved following similar stepsto those in the proof of
Remark 3. Now it will be important to take into account the property ofN mentioned
above.

At this point, the authors in [24] obtain a variant of Theorem10 in which the in-
variance of the outer boundary is not assumed. The proof of this Corollary follows the
same steps as the proof of Theorem 1 in [29].

Let 01 be a circle with center in the origin and radiusR > 0 and02 be a simple
closed curve surrounding the origin. For eachi ∈ {1,2} we denote byBi the finite
closed domain bounded by0i . Let 0̃i be the lifting of0i and Ãi be the lifting ofAi ,
whereAi := Bi \ {0}. Then, the following result holds.

COROLLARY 2. Letψ : A1 → A2 be an area-preserving homeomorphism. As-
sume thatψ admits a lifting which can be extended to an homeomorphismψ̃ : Ã1 ∪
{(ϑ, r ) : r = 0} → Ã2 ∪ {(ϑ, r ) : r = 0} given byψ̃(ϑ, r ) = (ϑ + g(ϑ, r ), f (ϑ, r )),
where g and f are2π−periodic in the first variable. Moreover, suppose that g(ϑ, r ) >
0 for every(ϑ, r ) ∈ 0̃1 and there isϑ such that g(ϑ,0) < 0 (modified twist condition).

Then,ψ̃ admits at least a fixed point in the interior of̃A1 whose image under the usual
covering projection5 is a fixed point ofψ in A1. If ψ admits only one fixed point in
the interior ofA1, then its fixed point index is nonzero.

We point out that the proof of Corollary 2 cannot be repeated if we modify the
twist condition by supposing that there is(ϑ, r ) ∈ 0̃1 such thatg(ϑ, r ) > 0, while
g(ϑ,0) < 0 for everyϑ ∈ R.

Now, we will show how the application of Theorem 10 to the scalar equation (24)
can improve the multiplicity results achieved by applying Theorem 8 and Theorem 9.

First let us set once againq0 = −1
2 and q∞ = 1

2 in (25). By the modified
Poincaré-Birkhoff theorem, there is a fixed pointP0 of φ (that corresponds to a non-
trivial T−periodic solution) and, if it is the unique fixed point, then

ind(P0) 6= 0 .

We recall that Simon in [31] has shown that an isolated fixed point of an area-preserving
homeomorphism inR2 has index less than or equal to 1. In particular, the fixed point
index of P0 satisfies

ind(P0) ≤ 1 .

As the fixed point index ofψ changes from−1 (near the origin) to+1 (near infinity),
there is at least another fixed pointP1 of φ. Hence, in this case we can guarantee
the existence of at least two nontrivialT−periodic solutions. We recall that applying
Theorem 9 only the existence of one nontrivial periodic solution could be guaranteed.
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Now we chooseq0 = −1
2 andq∞ = 3 in (25). The Poincaré-Birkhoff theorem,

according to Theorem 8, guarantees that there are at least two fixed pointsP1 and P2
of φ (which correspond to twoT−periodic solutions with rotation number−1). If they
are unique, then from Remark 3 we obtain that

ind(P1) = +1 , ind(P2) = −1 .

Moreover, by the modified Poincaré-Birkhoff theorem thereis a fixed pointP3 of φ
(which corresponds to aT−periodic solution with rotation number 0) and, if it is
unique,

0 6= ind(P3) ≤ 1 .

As the fixed point index ofφ changes from−1 (near the origin) to+1 (near infinity),
there exists at least a fourth fixed pointP4 of φ. Summarizing, Theorem 8 combined
with the modified Poincaré-Birkhoff theorem guarantees the existence of at least four
nontrivial T−periodic solutions to (24). We recall that also in this case Theorem 9 is
applicable and it ensures that there exists at least one nontrivial periodic solution.

Finally, we state the main multiplicity theorem. We point out that the multiplicity
results achieved in the above examples can be also obtained by applying the following
theorem.

THEOREM 11. Assume that the conditions of Corollary1 hold.

Then if i0T 6= i ∞T the Hamiltonian system(16) admits at leastmax

{
1,2

⌊
|i ∞T − i 0

T |
2

⌋}

nontrivial T−periodic solutions.

If i 0
T is even then the Hamiltonian system admits at least2

⌈
|i ∞T − i 0

T |
2

⌉
nontrivial

T−periodic solutions.
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J. Diff. Eqns.95 (1992), 240–258.

[11] DING T., An infinite class of periodic solutions of periodically perturbed Duffing
equations at resonance, Proc. Am. Math. Soc.86 (1982), 47–54.

[12] DING T., IANNACCI R. AND ZANOLIN F., Existence and multiplicity results
for periodic solutions of semilinear Duffing equations, J. Diff. Eqns105 (1993),
364–409.

[13] DING T. AND ZANOLIN F., Periodic solutions of Duffing’s equations with su-
perquadratic potential, J. Diff. Eqns97 (1992), 328–378.

[14] DING T. AND ZANOLIN F., Periodic solutions and subharmonic solutions for
a class of planar systems of Lotka-Volterra type, in: “Proc. of the 1st. World
Congress of Nonlinear Analysts” (Ed. V. Lakshmikantham), Walter de Gruyter,
Berlin, New York 1996, 395–406.

[15] DING W.-Y., Fixed points of twist mappings and periodic solutions of ordinary
differential equations, Acta Mathematica Sinica25 (1982), 227–235 (Chinese).

[16] DING W.-Y., A generalization of the Poincaré-Birkhoff theorem, Proc. Am. Math.
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DIFFERENTIAL EQUATIONS WITH INDEFINITE WEIGHT:

BOUNDARY VALUE PROBLEMS AND QUALITATIVE

PROPERTIES OF THE SOLUTIONS

Abstract. We describe the qualitative properties of the solutions of the
second order scalar equationẍ + q(t)g(x) = 0, whereq is a changing
sign function, and consider the problem of existence and multiplicity of
solutions which satisfy various different boundary conditions. In partic-
ular we outline some difficulties which arise in the use of theshooting
approach.

1. Introduction

We discuss the second-order scalar nonlinear ordinary differential equation:

(1) ẍ + q(t)g(x) = 0,

where:

• g : R → R is continuous (maybe locally Lipschitz continuous onR or onR\{0})
and such thatg(s) · s > 0 for everys 6= 0

• the “weight” q : R → R is continuous (sometimes more stronger regularity as-
sumptions will be needed and, in some applications, like thetwo point boundary
value problem, it will be enough thatq is defined in an intervalI ).

EXAMPLE 1. A simple case of (1) is the nonlinear Hill’s equation:

(2) ẍ + q(t)|x|γ−1x = 0, γ > 0

(recall that the classical Hill’s equation is the one withγ = 1).

The expression “indefinite weight” means that the functionq changes sign.

Waltman [86] in a paper of 1965 studied the oscillating solutions of

ẍ + q(t)x2n+1 = 0 n ∈ N,

∗Lecture notes of the course held by F. Zanolin during the “Third Turin Forthnight on Nonlinear Analy-
sis”, Sept. 23 – Oct. 6 2001, Turin, Italy
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when the weightq is allowed to change sign. Many authors studied the oscillatory
properties of equations like (1): Bhatia [16], Bobisud [17], Butler [19, 20], Kiguradze
[52], Kwong and Wong [54], Onose [68], Wong [94, 95, 96].

The existence of periodic solutions for a large class of equations (including (2))
was considered by Butler: in the superlinear case (γ > 1) he found infinitely many
“large solutions” [22] while in the sublinear one (γ < 1) he found infinitely many
“small solutions” [23]. In both cases there are periodic solutions with an arbitrarily
large number of zeros and Butler’s results, which are valid with respect to a quite wide
class of nonlinearities, have been improved in the superlinear case by Papini in [69, 70]
and in the sublinear case by Bandle Pozio and Tesei [12], for the existence of small
solutions, and by Liu and Zanolin [59] for what concerns large solutions.

Recently, many authors considered generalizations of (1) both in the direction of
Hamiltonian systems (with respect to the problem of finding periodic or homoclinic so-
lutions) and elliptic partial differential equations withDirichlet boundary conditions. In
particular Hamiltonian systems with changing sign weightswere studied by Lassoued
[55, 56], Avila and Felmer [10], Antonacci and Magrone [9], Ben Naoum, Troestler
and Willem [13], Caldiroli and Montecchiari [25], Fei [37],Ding and Girardi [33], Gi-
rardi and Matzeu [41], Le and Schmitt [57], Liu [58], Schmittand Wang [76], Felmer
and Silva [39], Felmer [38], Ambrosetti and Badiale [8], Jiang [50]. On the other hand,
the partial differential case was developed by Alama and DelPino [1], Alama and
Tarantello [2, 3], Amann and Lopez-Gómez [7], Badiale and Nabana [11], Berestycki,
Capuzzo-Dolcetta and Nirenberg [14, 15], Khanfir and Lassoued [51], Le and Schmitt
[57], Ramos, Terracini and Troestler [74]. Equations of theform:

ẍ + q(t)x2n+1 = m(t)x + h(t),

with a changing signq, were considered by Terracini and Verzini in [85] paired with
either Dirichlet or periodic boundary conditions. They applied a suitable version of
the Nehari method [67] in order to find solutions of the boundary value problem with
prescribed nodal behavior. More precisely, if the domain [0, T ] of q is decomposed
into the union of consecutive and adjacent closed intervalsI +

1 , I −
1 , I +

2 , I −
2 , . . . , I +

k
such that:

q ≥ 0, q 6≡ 0 in I +
i and q ≤ 0, q 6≡ 0 in I −

i ,

then they foundk natural numbersm∗
1, . . . ,m

∗
k, one for each interval of positivityI +

i ,

in such a way that, for every choice ofk natural numbersm1, . . . ,mk, with mi ≥ m∗
i

for all i = 1, . . . , k, there are two solutions of the boundary value problem which have
exactlymi zeros inI +

i and one zero inI −
i .

An analogous situation was considered in [70, 71, 72] where,via a shooting ap-
proach, boundary value problems associated to (1) were studied, with a general nonlin-
earityg which has to be superlinear at infinity in some sense. In this case, after having
arbitrarily chosen the natural numbersmi ≥ m∗

i and a(k − 1)-tuple (δ1, . . . , δk−1),

with δi ∈ {0,1}, we found two solutions withmi zeros inI +
i andδi zeros inI −

i .

On the other hand Capietto, Dambrosio and Papini [26] focused their attention on
the existence of globally defined solutions of (1) with prescribed nodal behavior again
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in the case ofg superlinear at infinity andq changing sign. They showed that the
Poincaré map associated to (1) exhibits chaotic features.

It is the aim of these lectures to discuss some qualitative properties of the solutions
and some difficulties which arise in the use of the shooting approach.

2. The shooting method

Equation (1) can be written as a first order system in the phaseplane:

(3)

{
ẋ = y

ẏ = −q(t)g(x)

If we assume that the uniqueness for the Cauchy problems for (3) holds, then we de-
note byz(t; t0, p) = (x(t; t0, p), y(t; t0, p)) the solution of (3) withz(t0; t0, p) =
p = (x0, y0) ∈ R2. The shooting method is based on the theorem on the continuous
dependence of the solutions with respect to the initial data: if z(t; t0, p) is defined on
an interval [α, β] 3 t0 for somet0 ∈ R and somep ∈ R2, thenz(t; t0, p1) is defined
on [α, β] for eachp1 “near” p and we have thatz(·; t0, p1) → z(·; t0, p) uniformly on
[α, β] as p1 → p.

Therefore there is a couple of problems if we wish to apply this method for the
study of boundary value problems associated to (1) and (3). The first one is about the
uniqueness, which is granted wheneverq is locally integrable andg is locally Lipschitz
continuous: in particular, ifg behaves like|x|γ−1x near zero and 0< γ < 1,we might
loose the uniqueness at zero.

The second problem is the global existence of the solutions,since the sole continu-
ity of q does not imply that all the maximal solutions of (1) are globally defined, even if
q is assumed to be greater than a positive constant, as shown byCoffman and Ullrich in
[28]. Indeed they produce a weightq(t) = 1+ δ(t), with a functionδ : [0,+∞[ → R

which is positive and continuous, but has unbounded variation in every left neighbor-
hood of somêt > 0, and they show that the equation:

ẍ + (1 + δ(t))x3 = 0

has a solution which starts fromt0 = 0 and blows up ast tends tot̂ from the left. On
the other hand they prove that, ifq is positive, continuous and has bounded variation
in an interval [a,b], then every solution of:

ẍ + q(t)x2n+1 = 0

has [a,b] as maximal interval of definition. If we consider a positiveweightq which is
continuously differentiable on [a,b] and a functiong such thatg(x) · x > 0 for x 6= 0,
it is not difficult to show that the same conclusion holds for (1). Indeed, let us consider
a solutionx of (1) starting fromt = a and define the auxiliary function:

v(t) = 1

2
ẋ2(t)+ q(t)G(x(t)),
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whereG(x) =
∫ x

0 g(s)ds is nonnegative by the sign assumption ong. The functionv
is surely defined in an intervalJ ⊆ [a,b] with a as left end-point. For everyt in J we
have:

v̇(t) = ẍ(t)ẋ(t)+ q(t)g(x(t))ẋ(t)+ q̇(t)G(x(t))

= q̇(t)G(x(t)).

Sinceq is strictly positive anḋq is continuous on [a,b] there is a constantM ≥ 1 such
that:

q̇(t) ≤ Mq(t) ∀ t ∈ [a,b],

so that we obtain:

v̇(t) ≤ Mq(t)G(x(t)) ≤ Mv(t) ∀ t ∈ J.

Hencev satisfies the inequality:

v(t) ≤ MeM(t−a) ∀ t ∈ J

and turns out to be bounded inJ. This implies that|ẋ(t)| and, therefore,|x(t)| are
bounded, too, and, thus,x must be defined up tob.

The argument just employed can be modified in order to cover also some cases in
which q is nonnegative and vanishes somewhere. Indeed Butler observed that if one
starts fromt = a then the solution is defined up to (and including) the first zero t0 > a
of q provided thaṫq ≤ 0 (or, more generally,q is decreasing) in a left neighborhood of
t0. Then the solution surely proceeds furthert0 simply by Peano’s theorem about local
existence. Similarly, if one looks for backward continuability, every solution starting
from t = b reaches the first zerot1 < b of q provided thatq is monotone increasing in
a right neighborhood oft1. Therefore, if every interval [a,b] in which q is nonnegative
can be expressed as the union of a finite number of closed intervals (possibly degener-
ating to a single point) whereq vanishes and of a finite number of open sub-intervals
]t0, t1[ , such thatq is strictly positive in such intervals and is monotone increasing in a
right neighborhood oft0 and decreasing in a left neighborhood oft1, then the argument
above can be repeated a finite number of times in order to obtain the continuability of
the solutions across [a,b].

EXAMPLE 2. Let us see how the shooting method can be used to solve a Dirich-
let boundary value problem associated to a superlinear Hill’s equation like (2) with a
nonnegative weight. To be precise we look for solutions of:





ẋ = y

ẏ = −q(t)|x|γ−1x
t ∈ [0, T ]

x(0) = x(T) = 0

assuming thatγ > 1 and thatq is a nonnegative continuous function in [0, T ] which
also satisfies the regularity assumptions discussed above in such a way that all the
solutions of the differential equation are continuable along the interval [0, T ].
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The idea is to consider all the solutions which have value 0 and slopek ∈ R for
t = 0, that isz(·; 0, (0, k)) with the notation previously introduced, and to determine
for which values ofk we havex(T; 0, (0, k)) = 0. In other words, we are considering
the set of the solutions which start att = 0 from they-axis of the phase plane and
we wish to select those which come back to they-axis att = T. One way to do this
is to measure the angle spanned in the phase plane by the solution vectorz(t; 0, p) as
t runs in [0, T ]; indeed, if p lies on they-axis, thenz(T; 0, p) is again on thex-axis
if and only if the angle spanned byz(t; 0, p) on [0, T ] is an integer multiple ofπ.
Now, if z(t) = (x(t), y(t)) is a nontrivial solution of the differential equation, then
z(t) 6= (0,0) for every t ∈ [0,1] by the uniqueness of the constant solution(0,0);
hence we can define an angular functionθ(t) such that:

x(t) = |z(t)| cosθ(t) and y(t) = |z(t)| sinθ(t)

and it is easy to see that it satisfies:

−θ̇ (t) = y2(t)+ q(t)|x(t)|γ+1

y2(t)+ x2(t)
.

Therefore the measure of the angle spanned byz(t) can be obtained by integrating the
last expression and it is given by:

rot(p) = 1

π

∫ T

0

y2(t; 0, p)+ q(t)|x(t; 0, p)|γ+1

y2(t; 0, p)+ x2(t; 0, p)
dt.

Thusz(·; 0, (0, k)) is a solution of the Dirichlet boundary value problem if and only if
rot((0, k)) ∈ Z. Now, rot(p) is clearly a continuous function ofp and in this case it
can be proved that:

rot(p) → +∞ as |p| → +∞,

therefore, by the intermediate values theorem, our boundary value problem has in-
finitely many solutions. Moreover, the value rot(p) clearly gives information about
how many times the curvez(t; 0, p) crosses they-axis in the phase plane ast runs
from 0 toT and, more precisely, we have that if rot((0, k)) = j ∈ N thenx(·; 0, (0, k))
has exactlyj zeros in [0, T [ .

The same technique can be used to solve Sturm–Liouville boundary value problems
like the following one:





ẋ = y

ẏ = −q(t)|x|γ−1x
t ∈ [0, T ]

a1x(0)+ b1y(0) = 0

a2x(T)+ b2y(T) = 0

wherea2
i + b2

i 6= 0, i = 1,2, since the boundary conditions just mean that one looks
for solutions which start att = 0 on the straight linea1x + b1y = 0 in the phase plane
and end att = T on the straight linea2x + b2y = 0.
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On the other hand other boundary value problems, like the periodic one, are more
difficult to be solved by the shooting method, as one has to useless trivial fixed points
theorems.

What about if we do not have the continuability of the solutions? Hartman [44]
avoids the use of the global continuability for an equation of the form:

ẍ + f (t, x) = 0 with lim
x→±∞

f (t, x)

x
= +∞ uniformly w.r.t. t,

by assuming that:

f (t,0) ≡ 0 and that
f (t, x)

x
is bounded in a neighborhood ofx = 0.

The idea is that, if, on one hand, small solutions (that are those starting at a point
suitably near to the origin of the phase plane) are continuable up toT by the theorem
on continuous dependence on initial data, on the other, if a solution blows up before
t = T, then it oscillates infinitely many times. Therefore rot(p) can be defined at least
in a neighborhood ofp = (0,0), and it becomes unbounded either as|p| → +∞ for
the superlinearity assumption onf or for thosep’s nearby some blowing up solution
and, thus, the shooting argument can be still used.

Now we come to the general situation of (1). We denote byG(x) =
∫ x

0 g(s)ds
the primitive of the nonlinearityg and we assume thatG(x) → +∞ ass → ±∞.

Let G−1
l : [0,+∞[ → ]−∞,0] andG−1

r : [0,+∞[ → [0,+∞[ be, respectively, the
left and the right inverse functions ofG. We describe the phase plane portrait of two
autonomous equations which model the situation ofq ≥ 0 andq ≤ 0, respectively.

Consider a constant weightq ≡ 1; then equation (1) becomes:

ẍ + g(x) = 0

or, equivalently:

(4)

{
ẋ = y

ẏ = −g(x)

Each non trivial solution(x, y) of (4) satisfies:

1

2
y2(t)+ G(x(t)) = c ∀ t

for some constantc > 0. Since the level sets of the function(x, y) 7→ 1
2 y2 + G(x) are

closed curves around the origin, every solution of (4) is periodic with a periodτ+(c)
which depends only on the “energy”c of the solution and can be explicitly evaluated:

τ+(c) =
√

2
∫ G−1

r (c)

G−1
l (c)

ds√
c − G(s)

, c > 0.
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Figure 1: The phase portrait for (5)
with e = |c|.

It is well known that the following facts hold:

• lim
s→±∞

g(s)

s
= +∞ H⇒ lim

c→+∞
τ+(c) = 0;

• if the ratio g(s)/s monotonically increasesto +∞ as s → ±∞ then τ+(c)
monotonically decreasesto 0 asc → +∞.

On the other hand, if we take a constant weightq ≡ −1, then (1) becomes:

ẍ − g(x) = 0

or, equivalently:

(5)

{
ẋ = y

ẏ = g(x)

and each solution(x, y) of (5) satisfies:

1

2
y2(t)− G(x(t)) = c ∀ t

for some real constantc.

The phase portrait is that of a saddle (see Figure 1) in which the four nontrivial
and unbounded trajectories with “energy”c = 0 correspond to the stable (II and IV
quadrants) and to the unstable (I and III quadrants) manifolds with respect to the only
critical point (0,0). For each negative valuec there are two unbounded trajectories
with energyc : one of them lies in the half planex > 0, crosses the positivex-axis
at (G−1

r (−c),0) and corresponds to convex and positive solutionsx, and the other lies
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in x < 0, crosses the negativex-axis at(G−1
l (−c),0) and corresponds to concave and

negative solutionsx. On the other hand, for each positivec there are two unbounded
trajectories with energyc : one of them lies iny > 0, crosses the positivey-axis
at (0,

√
2c) and corresponds to solutionsx which are monotone increasing and have

exactly one zero, while the other lies iny < 0, crosses the negativey-axis at(0,−
√

2c)
and corresponds to solutionsx which are monotone decreasing and have exactly one
zero.

In this case we do not have any nontrivial periodic solution and, therefore, any
period to evaluate; however, wheng grows in a superlinear way towards infinity,all
solutions with nonzero energy have a blow-up in finite time, both in the future and in the
past (see [18]). Then we can compute the length of the maximalinterval of existence
of each trajectory and it turns out to be a function of the energy of the trajectory itself.
Indeed, in the case of each of the two trajectories with positive energyc, that length is:

1√
2

∫ +∞

−∞

ds√
c + G(s)

,

while for the trajectories with negative energy we have to distinguish between that on
x > 0, whose maximal interval length is:

√
2
∫ +∞

G−1
r (−c)

ds√
c + G(s)

,

and the other onx < 0, for which the length is:

√
2
∫ G−1

l (−c)

−∞

ds√
c + G(s)

.

If for every nonzeroc we sum the length of the maximal intervals of the two corre-
sponding trajectories, we obtain the following function:

τ−(c) =





√
2
∫ +∞

−∞

ds√
c + G(s)

if c > 0

√
2
∫ G−1

l (−c)

−∞

ds√
c + G(s)

+
√

2
∫ +∞

G−1
r (−c)

ds√
c + G(s)

if c < 0

which, likeτ+, is infinitesimal forc → ±∞ in the superlinear case:

lim
s→±∞

g(s)

s
= +∞,

∣∣∣∣
∫ ±∞ ds

G(s)

∣∣∣∣ < +∞, lim inf
s→+∞

G(ks)

G(s)
> 1 H⇒ lim

c→±∞
τ−(c) = 0

(k is some constant larger than 1).

EXAMPLE 3. Consider again Hill’s equation (2) with exponentγ > 1 and a piece-
wise constant weight functionq which changes sign:

q(t) =
{

+1 if 0 ≤ t ≤ t0

−1 if t0 < t ≤ T
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for somet0 ∈ ]0, T [ . Let us consider the behavior on [0, T ] of the solutionxk such
that xk(0) = 0 andẋk(0) = k > 0 as the initial slopek increases. The problem is:
is xk defined on [0, T ] and which is its shape? Clearly a blow-up can appear only in
]t0, T ] and it depends on which trajectory of (5) the point(xk(t0), ẋk(t0)) belongs to.
Indeed we have thatτ−(c) tends to zero, asc tends to±∞, for our g(s) = |s|γ−1s
and, thus, all the orbits of (5) with an energyc such that|c| � 0 have a very small
maximal interval of existence and are not defined on the whole[t0, T ]. On the other
hand, all the solutions of (5) passing sufficiently near the two stable manifolds (that
are the trajectories of (5) with zero energy which lie in the second and in the fourth
quadrant) have a maximal interval of existence which is larger than [t0, T ].

Now, we observe that all the trajectories of (4) intersect the stable manifolds of (5),
but for some values ofk the point(xk(t0), ẋk(t0)) will be near to the stable manifolds,
while for others it will lie far: it depends essentially on the value rot((0, k)), that is
on the measure of the angle spanned by the vector(x(t), ẋ(t)) ast goes from 0 tot0.
Since rot((0, k)) tends to+∞ together withk, it is possible to select a sequence of
successive and disjoint intervals:

I0 = [0, k0[ , I1 = ]h1, k1[ , . . . , I j =
]
h j , k j

[
, . . .

such that:

• if k ∈ I j then(xk(t0), ẋk(t0)) lies near the stable manifolds of (5) and, hence,xk

is defined on [0, T ];

• initial slopes belonging to the sameI j determine solutions with the same number
of zeros in [0, t0], but such a number increases together withj .

Moreover, since the stable manifolds separates the trajectories of (5) with positive and
negative energy, it is possible to distinguish inside eachI j those initial slopesk such
that xk is monotone in [t0, T ] and with exactly one zero therein, from those such that
xk has constant sign and is convex/concave in [t0, T ]. A generalization of this example
is given by Lemma 4.

We remark that, wheng is superlinear at infinity andq is an arbitrary function, the
blow-up always occurs in the intervals whereq < 0 at least for some “large” initial
conditions, no matter how muchq andg are regular. This was shown by Burton and
Grimmer in [18]: they actually proved that, ifq < 0, the convergence of one of the
following two integrals:

∫

−∞

ds√
G(s)

and
∫ +∞ ds√

G(s)
,

is a necessary and sufficient condition for the existence of at least one exploding solu-
tion of (1).
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3. Butler’s theorems

In [21] Butler considers the problem of finding periodic solutions of equation (1), or of
its equivalent first order system (3), assuming that:

• g : R → R is a locally Lipschitz continuous function such thatg(s) · s > 0 for
s 6= 0;

• lim
s→±∞

g(s)

s
= +∞;

•
∣∣∣∣
∫ ±∞ 1√

G(s)
ds

∣∣∣∣ < +∞.

For example, a functiong satisfying the first condition and:

|g(s)| ≥ k|s| logα |s| if s � 1,

for somek > 0 andα > 2, satisfies also the other two assumptions. With respect
to the weight functionq, he supposes that it is aT-periodic and continuous function
changing sign a finite number of times and that it is enough regular in the intervals in
which it is nonnegative (e.g.q is piecewise monotone), in such a way that in these
intervals the solutions cannot blow up; therefore, up to a time-shift, there arej zeros
of q, 0< t1 < t2 < · · · < t j < T, such that:

• q ≤ 0 andq 6≡ 0 in [0, t1] and in [t j −1, t j ];

• q ≥ 0 andq 6≡ 0 in [t j , T ];

• q 6≡ 0 and eitherq ≥ 0 orq ≤ 0 in each other interval [ti , ti+1].

Using the notation introduced at the beginning of Section 2 and recalling what has
been said in [18], the valuez(t; t0, p) is surely not defined for somep ∈ R2 if the
interval betweent0 and t contains points in whichq is negative. Therefore Butler
introduces the following set of “good” initial conditions with respect to a fixed time
interval:

�b
a = {p ∈ R

2 : z(t; a, p) is defined in the closed interval betweena andb}.

In general very little can be said about the shape of�b
a : the theorem about the contin-

uous dependence on initial data implies that it is open and our assumptions guarantee
that it always contains the origin, since (1) admits the constant solutionx ≡ 0. If q ≥ 0
in [a,b], then�b

a = R2, of course, and in particular one has that�T
0 = �

t j

0 . Clearly,
if b lies betweena andc then�c

a ⊂ �b
a.

One way to findT-periodic solutions of (1) or (3) is to write theT-periodic bound-
ary conditionz(T) = z(0) in a way which puts in evidence the dependence on the
initial valuez(0) = p; indeed, we are essentially looking for initial conditionsp ∈ R2
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such thatz(T; 0, p) = p, that is we search points in the plane where the vector field
p 7→ z(T; 0, p)− p vanishes. If we introduce the following two auxililary functions:

φ(p) = ‖z(T; 0, p)‖ − ‖p‖

ψ(p) =
∫ T

0

y2(t; 0, p)+ q(t)g(x(t; 0, p))x(t; 0, p)

y2(t; 0, p)+ x2(t; 0, p)
dt,

then the solution departing fromp at t = 0 is T-periodic if and only if:
{
φ(p) = 0

ψ(p) = 2kπ for somek ∈ Z.

Before entering more in the details of Butler’s technique, let us fix some notation. If
r is a positive number, thenCr will denote the circumference{p ∈ R2 : ‖p‖ = r } with
radiusr ; if, moreover,R > r, then A[r, R] will be the closed annulus with boundary
Cr ∪ CR. By the word “continuum” we mean, as usual, a compact and connected set.

Here is a first lemma about what happens in any interval of positivity for q.

LEMMA 1. Assume that q≥ 0 and q 6≡ 0 in [a,b]. Then for every M> 0 and
n ∈ N there exist r= r (M,n) and R= R(M,n), with 0< r < R, such that:

1. ‖z(t; a, p)‖ ≥ M for all t ∈ [a,b] and‖p‖ ≥ r ;

2. 0 3 p 7→ argz(b; a, p) is a n-fold covering of S1, for any continuum0 ⊂
A[r, R] which does not intersect both axes and satisfies0 ∩ Cr 6= ∅ 6= 0 ∩ CR.

Roughly speaking, the second statement just means that the map p 7→ z(b; a, p)
transforms any continuum crossing the annulusA[r, R] into a continuum which turns
around the origin at leastn times. Observe that it is required that0 “does not intersect
both axes”, that is it must be contained in one of the four half-planes generated by the
coordinate axes: this prevents0 itself from turning around the origin and escaping the
twisting effect of the mapp 7→ z(b; a, p).

REMARK 1. If q is nonnegative in [a,b], then the mappingsp 7→ z(b; a, p) and
p 7→ z(a; b, p) are defined onR2, continuous and each one is the inverse of the other.
Thus they are homeomorphisms ofR2 onto itself and, in particular, map bounded sets
into bounded sets.

Even if little can be said in general about the structure of a set �b
a (it might be

disconnected and its boundary might not be a continuous arc), Butler actually proved
the following, when [a,b] is an interval of negativity forq.

LEMMA 2. Assume that q≤ 0 and q 6≡ 0 on [a,b]. If J ⊂ R is any compact
interval, then�b

a ∩ J × R is non-empty and bounded.
The same holds for�a

b.
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This result is simple ifq ≡ −1, since in this case it turns out that, on one hand, the
set�b

a must contain the stable manifoldsy = −
√

2G(x), for x > 0, andy =
√

2G(x),
for x < 0, while, on the other, it cannot contain any point from the trajectoriesy =
±

√
2(c + G(x)), if c > 0 is such thatτ−(c) < b − a and this happens for every

sufficiently largec.

LEMMA 3. There areα < 0 < β and a continuous arcγ = (γ1, γ2) : ]α, β[ →
�T

0 such that:

1. γ (0) = (0,0);

2. lim
s→α+

γ1(s) = lim
s→α+

γ2(s) = lim
s→β−

γ1(s) = lim
s→β−

γ2(s) = ∞;

3. ‖z(t j ; 0, γ (s))‖ and‖z(T; 0, γ (s))‖ are uniformly bounded for s∈ ]α, β[ .

Proof. Let us consider just the casej = 1, in which t j −1 = 0 and t1 = t j . The
intersection between�0

t j
and they-axis{0} × R determines, by Lemma 2, a bounded

and open (relatively to the topology of the straight line) set which contains the origin.
Therefore there areα < 0 < β such that the segment{0} × ]α, β[ is contained in�0

t j

while its end-points(0, α) and(0, β) belong to∂�0
t j
. By construction each solution

departing from{0} × ]α, β[ at timet j is defined at least up to 0, hence we can set:

γ (s) = z(0; t j , (0, s)) for s ∈ ]α, β[ .

Sinceγ (s) is the value at time 0 of a solution defined on [0, t j ],we have that the support

of γ lies in�
t j
0 , which in turn coincides with�T

0 because in the last interval [t j , T ] q
is nonnegative and, therefore, solutions cannot blow up therein by our assumptions on
q.

Clearly statement 1 is satisfied and Statement 2 follows fromthe fact that the points
(0, α) and(0, β) do not belong to�0

t j
: hencez(t; t j , (0, α)) andz(t; t j , (0, β)) blow

up somewhere in [0, t j ] and an argument based on the continuous dependence on initial
data shows thatγi (s) is unbounded whens ranges nearα andβ.

The definition ofγ implies that:

z(t j ; 0, γ (s)) = (0, s) for s ∈ ]α, β[ ,

thus‖z(t j ; 0, γ (s))‖ is bounded by max{−α, β}. Finally, observe thatz(T; 0, γ (s)) =
z(T; t j , (0, s)) and thatq is nonnegative on [t j , T ]; then also Statement 3 holds by
Remark 1.

THEOREM 1. Equation(1) has infinitely many T -periodic solutions.

Proof. We start fixing some constants. By Lemma 2 the intersection ofthey-axis with
the set�

t j −1
t j

is bounded by a constantA1; therefore, ifz(t j ; 0, p) lies on they-axis then
‖z(t j ; 0, p)‖ = |y(t j ; 0, p)| ≤ A1. Moreover, by Remark 1 the following constant:

A2 = max{‖z(T; t j , p)‖ : ‖p‖ ≤ A1}
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exists and is finite. In particular, ifγ is the curve given in Lemma 3, we have that:

‖z(t j ; 0, γ (s))‖ ≤ A1 and ‖z(T; 0, γ (s))‖ ≤ A2 for s ∈ ]α, β[ .

Now let A3 be any real number such thatA3 > A2 and letL1 be the vertical straight
line {A3} × R. Let� be the connected component of�T

0 which contains the support
of γ. By Lemma 2 and the fact that� ⊂ �

t1
0 , we have that the setL1 ∩ � is bounded

and we can define:

A4 = sup{‖p‖ : p ∈ L1 ∩�} < +∞ (H⇒ A4 > A3).

Now takeM = 2A4 andany natural number nand consider the two radiir = r (M,n+
1) andR = R(M,n + 1) which are obtained applying Lemma 1 in the interval [t j , T ].
We set:

A5 = max{‖z(T; t j , p)‖ : ‖p‖ ≤ R}
and callL2 the vertical straight line{A3 + A5} × R. Now, Statement 2 in Lemma 3
guarantees thatγ crosses at least one of the two vertical strips [A3, A3 + A5] × R and
[−A3 − A5,−A3] × R : assume that it crosses the first one (if it crosses the other one,
one can argue in a similar way) and call itS[L1, L2]. By Lemma 2, the intersection of
� with the vertical stripS[L1, L2] is bounded, therefore:

A6 = sup{‖p‖ : p ∈ � ∩ [ A3, A3 + A5] × R} < +∞.

The curveγ, passing fromL1 to L2, divides�∩ S[L1, L2] into two bounded regions.
If p ∈ S[L1, L2] belongs to the support ofγ, then‖z(T; 0, p)‖ ≤ A2 < A3 ≤ ‖p‖;
hence:

p ∈ γ (]α, β[) ∩ S[L1, L2] H⇒ φ(p) ≤ 0.

On the other hand, ifp lies in� ∩ S[L1, L2] near∂�, then‖p‖ remains bounded by
A6, but ‖z(T; 0, p)‖ can be made arbitrarily large, sincep is near “bad” points with
respect to the interval [0, T ]; thus:

φ(p) → +∞ if p → ∂�, p ∈ � ∩ S[L1, L2].

Therefore, on every curveσ contained in� ∩ S[L1, L2] and such that it connects a
point ofγ with a point of∂�, we can find a pointp in whichφ(p) = 0. This implies
(but it is not a trivial topological fact) that there exists acontinuum00 contained in
� ∩ S[L1, L2] and intersecting alsoL1 andL2 such that:

(6) p ∈ 00 H⇒ ‖z(T; 0, p)‖ = ‖p‖.

The set:
0 j = {z(t j ; 0, p) : p ∈ 00}

is still a continuum since it is the image of00 through the continuous map�T
0 3

p 7→ z(t j ; 0, p). 0 j does not intersect they-axis, since, if x(t j ; 0, p) = 0,
then one has‖z(t j ; 0, p)‖ ≤ A1, by the definition of A1, and ‖z(T; 0, p)‖ =
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‖z(T; t j , z(t j ; 0, p))‖ ≤ A2 < A3, by the definition ofA2, while ‖z(T; 0, p)‖ =
‖p‖ ≥ A3 if p ∈ 00.Moreover, fixp ∈ L1 ∩ 00 andq ∈ L2 ∩ 00; we have:

‖z(T; t j , z(t j ; 0, p)‖ = ‖z(T; 0, p)‖ = ‖p‖ ≤ A4 < M H⇒ ‖z(t j ; 0, p)‖ < r

by the definition ofA4 and Statement 1 in Lemma 1; and also:

‖z(T; t j , z(t j ; 0,q)‖ = ‖z(T; 0,q)‖ = ‖q‖ ≥ A3 + A5 > A5 H⇒ ‖z(t j ; 0,q)‖ > R

by the definition ofA5. Thus, we have found one point of0 j inside the ball of radiusr
and another point of0 j outside that of radiusR and we can say that0 j is a continuum
crossing the annulusA[r, R]. Hence0 j fulfills all the requirements of Statement 2 in
Lemma 1. In particular we have that the mapp 7→ argz(T; 0, p) coversS1 at least
n + 1 times asp ranges in00. Let us see what it means in terms of angles and of the
functionψ. We can select a continuous angular coordinateθ : [0, T ] × 00 → R such
that:

1. z(t; 0, p) = (‖z(t; 0, p)‖ cosθ(t, p), ‖z(t; 0, p)‖ sinθ(t, p)) for (t, p) ∈
[0, T ] × 00;

2. −π
2
< θ(0, p) <

π

2
for p ∈ 00 (recall that00 is contained in the right half-

plane).

With this choices, the functionψ can be written as:

ψ(p) = θ(0, p)− θ(T, p).

The fact that00 3 p 7→ argz(T; 0, p) coversS1 at leastn + 1 times, means that the
image ofθ(T, ·) contains a 2(n + 1)π-long interval. Sinceθ(0, ·) is forced in aπ-long
interval, we have thatψ(p) reaches at leastn successive integer multiples of 2π as
p ranges in00. Therefore (1) has at leastn T-periodic solutions, withn arbitrarily
chosen.

We have seen that the superlinear growth at infinity of the nonlinear termg in (1)
leads to the blow-up of solutions in the intervals whereq attains negative values. On the
other hand, ifg is sublinear around 0, there is the possibility of solutions reaching the
origin in finite time, since the uniqueness of the zero solution is no more guaranteed.
This case was studied by Butler in [23].

EXAMPLE 4. Let us consider the autonomous system (4) with a functiong which
is sublinear in zero, that is:

lim
x→0

g(x)

x
= +∞.

The uniqueness of the solution of Cauchy problems is still guaranteed, but, now,
smaller solutions oscillate more and more.
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On the other hand, if we look to the zero-energy solutions of (5), which satisfy
1
2 ẋ2 − G(x) = 0, we found that the time that they take to reach(0,0) from the value
x = x0 > 0 is given by the integral:

∫ x0

0

ds√
2G(s)

which isfinite wheng(s) is a sublinear function likes|s|γ−1, with 0 < γ < 1. There-
fore the uniqueness of the zero-solution holds no more.

In [48] Heidel gives conditions that prevent solutions of (1) from reaching the origin
in finite time in the case of a nonnegative weightq. In particular assumingq ∈ C1 and
q being piecewise monotone around its zeros turns out to be sufficient to this aim and
is what Butler needs in [23]. Indeed, Butler proves that, ifg is sublinear around the
origin andq is a T-periodic weight which changes sign and is enough regular, then
(1) has infinitely manyT-periodic solutions with an arbitrarily large number of small
oscillations in the intervals of positivity ofq.

On the other hand such solutions may be identically zero in some subintervals of
the intervals of negativity ofq. Indeed, let us consider a weightqε such thatqε ≡ −1
in [0,2[ , qε ≡ ε > 0 in [2,4[ and which is 4-periodic. Then Butler shows thatε can
be chosen sufficiently small in such a way that every solutionof:

ẍ + qε(t)x
1
3 = 0

which is nowhere trivial must be strictly monotone (and, hence, nonperiodic) on some
half line.

4. Another possible approach: generalized Sturm–Liouville conditions

Let us consider a situation in whichq : [a, c] → R is such that:

q ≥ 0 in [a,b] and q ≤ 0 in [b, c],

and assume thatg in (1) is superlinear at infinity in the sense that:

lim
c→+∞

τ+(c) = lim
c→±∞

τ−(c) = 0.

Let Q1 = [0,+∞[× [0,+∞[ , Q2 = ]−∞,0]× [0,+∞[ , Q3 = ]−∞,0]× ]−∞,0]
andQ4 = [0,+∞[ × ]−∞,0] be the four closed quadrants of the plane. Then we have
the following result.

LEMMA 4. There exists R∗ > 0 (depending only on g and q|[b,c]) such that, for
every R> 0 there is a natural number n∗ = n∗

R with the property that for every natural
numbers n> n∗ and δ ∈ {0,1} and for any pathγ : [α, β[ → [0,+∞[ × R, with
‖γ (α)‖ ≤ R and‖γ (s)‖ → +∞ as s → β, we can select an interval I⊂ ]α, β[ ,
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with I = ]αn, βn] , if δ = 0, and I = [βn, αn[ , if δ = 1, in such a way that for each
s ∈ I we have:

• z(c; a, γ (s)) is defined

• x(·; a, γ (s)) has exactly n zeros in]a,b[ , δ zeros in]b, c[ and exactly1 − δ

changes of sign of the derivative in]b, c[

• the curveγn(s) = z(c; a, γ (s)), s ∈ I , satisfies‖γn(βn)‖ ≤ R∗, ‖γn(s)‖ →
+∞ as s→ αn and its support lies either in Q1 (if n + δ is even) or in Q3 (if
n + δ is odd).

The same holds when the support of the curveγ lies in the left half plane]−∞,0] × R

by simply interchanging the role of Q1 and Q3.

Let us see how to use Lemma 4 in order to find multiple solutionsof (1) satisfying
the two-point boundary condition:

(7) x(0) = x(T) = 0.

We assume that there areti , with i = 0, . . . ,2 j + 1, such that 0= t0 < t1 < · · · <
t2 j +1 = T and:

q ≥ 0, q 6≡ 0 in [t2i−2, t2i−1] and q ≤ 0, q 6≡ 0 in [t2i−1, t2i ],

for i = 1, . . . , j + 1, soq is positive near both 0 andT. Let us apply Lemma 4 in the
interval [0, t2] to the unbounded curveγ0(s) = (0, s), for s ≥ 0, which parametrizes
the positivey-axis in the phase plane: each solutionx of (1)–(7) with ẋ(0) > 0 should
start from the support ofγ0 at time t = 0. Let R∗

1 > 0 andn∗
1 ∈ N be respectively

the numbersR∗ andn∗
R given by Lemma 4 with an arbitrarily smallR > 0 (since

γ0(0) = (0,0)) and fix anyn1 > n∗
1 andδ1 ∈ {0,1} : then, we obtain an interval

I1 = ]α1, β1[ ⊂ [0,+∞[ such that the solution of (1) starting att = 0 from γ0(s)
has nodal behavior in [0, t2] prescribed by the couple(n1, δ1), as in Lemma 4, ifs
belongs toI1, and, moreover, the curveγ1(s) = z(t2; 0, γ0(s)) is defined fors ∈ I1,

is contained either in the first or the third quadrant, it is unbounded whens tends to
one of the endpoints ofI1, while it lies inside a circle of radiusR∗

1 for s belonging
to a neighborhood of the other endpoint. Therefore we can apply Lemma 4 on the
successive interval [t2, t4] and to the curveγ1 with the choiceR = R∗

1.

After j successive applications of Lemma 4 to the intervals [t2i−2, t2i ], for i =
1, . . . , j , we getR∗

j > 0 and j positive integersn∗
1, . . . ,n

∗
j such that, for everyj -tuple

(n1, . . . ,n j ) ∈ N j , with ni > n∗
i , and for everyj -tuple(δ1, . . . , δ j ) ∈ {0,1} j , there

is a final intervalI j ⊂ [0,+∞[ with the following properties:

• the curveγ (s) = z(t2 j ; 0, (0, s)) is defined fors ∈ I j , lies in the first or in the
third quadrant (it depends on the parity ofn1+δ1+· · ·+n j +δ j ), it is unbounded
whens tends to one of the endpoints ofI j , while it is inside the circle of radius
R∗

j if s belongs to a neighborhood of the other endpoint;
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• if s ∈ I j and i = 1, . . . , j , the solutionx(t; 0, (0, s)) has a nodal behavior in
[t2i−2, t2i ] which is described by the couple(ni , δi ) as in Lemma 4.

It remains to find somes in the intervalI j such that the solution starting att = t2 j from
γ (s) reaches they-axis exactly att = T and this can be done by a result of Struwe
[83], since the weightq is nonnegative in the interval [t2 j , T ] (see Example 2 for an
idea of the argument).

Clearly another set of solutions can be found starting from the negativey-axis and
it is not difficult to obtain the same kind of result ifq is negative either neart = 0 or
neart = T or both. However, a more important fact is perhaps that we canadjust the
technique explained above in order to find multiple solutions of more general boundary
value problems for (1), namely all those problems whose boundary conditions can be
expressed by:

(x(0), ẋ(0)) ∈ 00 and (x(T), ẋ(T)) ∈ 0T ,

where00 and0T are suitable subsets of the phase plane. They are called “gener-
alized” Sturm–Liouville boundary conditions (see [83]) since they coincide with the
usual Sturm–Liouville conditions when00 and0T are two straight lines. In particular,
whenq is positive near 0 andT, it is possible to adapt the technique to cover all the
cases in which00 and0T are two unbounded continua (i.e. connected, closed and un-
bounded sets) contained, for instance, in some half-planes: in fact, by approximating
bounded portions of continua by means of supports of continuous curves, it is possible
to prove a generalization of Lemma 4 which holds also when thepathγ is substituted
by an unbounded continuum0 contained either in the right half plane or in the left one.

4.1. Application to homoclinic solutions

Assume that:
q(t) ≤ 0 ∀ t ∈ ]−∞,a] ∪ [b,+∞[

and that: ∫

−∞
q =

∫ +∞
q = −∞.

Then, using an argument similar to that employed by Conley in[29], it is possible to
show that there are four unbounded continua0+

a ⊂ Q1, 0
−
a ⊂ Q3, 0

+
b ⊂ Q4 and

0−
b ⊂ Q2 such that:

• lim
t→−∞

z(t; a, p) = (0,0) for everyp ∈ 0±
a ;

• lim
t→+∞

z(t; b, p) = (0,0) for everyp ∈ 0±
b

(see Lemmas 5 and 7 in [72] for precise statements and proof).Therefore the problem
of finding homoclinics solutions of (1) is reduced to that of determining solutions of
(1) in [a,b] which satisfy the generalized Sturm–Liouville boundary condition:

(x(a), ẋ(a)) ∈ 0±
a (x(b), ẋ(b)) ∈ 0±

b
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and this can be done in the superlinear case by the technique already explained in this
section (Lemma 4 plus Struwe’s result [83]).

4.2. Application to blow-up solutions

In [61] (see also [62]) the problem of finding solutions of (1)which blow up at a precise
time was considered wheng has a superlinear growth at infinity andq : ]0,1[ → R

is a continuous weight such thatq is nonpositive in some neighborhood of 0 and of 1
and both 0 and 1 are accumulation points of the set in whichq is strictly negative. See
the paper [27] for recent results about the analogous problem for partial differential
equations.

To be precise, let us assume thatq is nonpositive in ]0,a] and in [b,1[ ; then there
are two unbounded continua00 and01 which are contained in the right half plane
x ≥ 0 and moreover:

1. there areR> r > 0 andε > 0 such that:

00 ∩ [0, r ] × R ⊂ [0, r ] × ]−∞,−ε]
00 ∩ [ R,+∞[ × R ⊂ [ R,+∞[ × [ε,+∞[
01 ∩ [0, r ] × R ⊂ [0, r ] × [ε,+∞[
01 ∩ [ R,+∞[ × R ⊂ [ R,+∞[ × ]−∞,−ε]

2. lim
t→0

x(t; a, p) = lim
t→1

x(t; b,q) = +∞ if p ∈ 00 andq ∈ 01.

If q ≤ 0 in the whole ]0,1[ , then we can choosea = b = 1/2 and the localization
properties in statement 1 imply that00 ∩01 6= ∅ and this proves that there is a positive
solution which blows up at 0 and 1.

On the other hand, ifq changes sign a finite number of times inside ]0,1[ , we can
consider the generalized Sturm–Liouville boundary value conditions:

(x(a), ẋ(a)) ∈ 00 (x(b), ẋ(b)) ∈ 01

and apply the procedure previously explained in order to findsolutions of (1) in ]0,1[
which blows up at 0 and 1 and have a prescribed nodal behavior inside the interval.

5. Chaotic-like dynamics

The chaotic features of (1) were studied in the papers [85] and [26] wheng is super-
linear at infinity. Here we would like to give an interpretation of chaos in the sense
of “coin-tossing”, as it is defined in [53] for the discrete dynamical system generated
by the iterations of a continuous planar mapψ which is not required to be defined in
the whole plane (like the Poincaré map associated to our equation (1) wheng is super-
linear at infinity andq is somewhere negative). To be more precise, consider the set
X which is the union of two disjoint, nonempty and compact setsK0 andK1. We say
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that the discrete dynamical system generated by the iterates of a continuous mapping
ψ is chaotic in the sense of coin-tossingif, for every doubly infinite sequence of binary
digits (δi )i∈Z ∈ {0,1}Z, there is a doubly infinite sequence(pi )i∈Z of points ofX such
that:

1. ψ(pi ) = pi+1

2. pi ∈ Kδi

for everyi ∈ Z. The first condition states that the sequence(pi )i∈Z is anorbit of the
dynamical system generated byψ; the second one guarantees the possibility of finding
orbits which touch at each time the prescribed component ofX.

We remark that in this definitionψ is not necessarily defined in the wholeX and it
is not required to be 1-to-1.Actually we are interested in the case of planar maps, since
we wish to study the Poincaré map associated to (1), and, in particular, we will consider
compact setsK i with a particular structure: we call anoriented cella couple(A,A−)
whereA ⊂ R2 is a two-dimensional cell (i.e., a subset of the plane homeomorphic to
the unit squareQ = [−1,1]2) andA− ⊂ ∂A is the union of two disjoint compact arcs.
The two components ofA− will be denoted byA−

l andA−
r and conventionally called

the left and the right sides ofA. The order in which we make the choice of namingA
−
l

andA−
r is immaterial in what follows.

If ψ is a continuous mapR2 ⊃ Dom(ψ) → R2 and(A,A−), (B,B−) are two
oriented cells, we say thatψ stretches(A,A−) to (B,B−) and write:

ψ : (A,A−) C (B,B−),

if:

• ψ is properonA, which means that|ψ(p)| → +∞ whenever Dom(ψ) ∩ A 3
p → p0 ∈ ∂ Dom(ψ) ∩ A;

• for any path0 ⊂ A such that0 ∩ A
−
l 6= ∅ and0 ∩ A−

r 6= ∅, there is a path
0′ ⊂ 0 ∩ Dom(ψ) such that:

ψ(0′) ⊂ B, ψ(0′) ∩ B
−
l 6= ∅, ψ(0′) ∩ B−

r 6= ∅.

THEOREM 2. If ψ : (A,A−) C (A,A−), thenψ has at least one fixed point in
A.

Sketch of the proof.Let us consider just the case ofA = [0,1] × [0,1], with A
−
l =

{0} × [0,1] andA−
r = {1} × [0,1], and letψ(x1, x2) = (ψ1(x1, x2), ψ2(x1, x2)).

If 0 ⊂ A is a path joining the vertical sides ofA, let 0′ ⊂ 0 be the subpath such
thatψ(0′) is again a path inA which joins its vertical sides and, in particular, let
p = (p1, p2) andq = (q1,q2) two points in0′ such thatψ(p) ∈ {0} × [0,1] and
ψ(q) ∈ {1} × [0,1]. Therefore we have:

ψ1(p1, p2)− p1 = −p1 ≤ 0 and ψ1(q1,q2)− q1 = 1 − q1 ≥ 0.
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Hence, every path inA joining the vertical sides meets the closed set in which the func-
tionψ1(x1, x2)− x1 vanishes and this implies that actually there is a whole continuum
01 ⊂ A joining thehorizontalsides ofA such thatψ1(x1, x2)− x1 vanishes in01 and
ψ(01) ⊂ A (see the argument to find00 in (6)). Again, this implies that the function
ψ2(x1, x2)− x2 changes sign on01 : there is a point in01 where alsoψ2(x1, x2)− x2
vanishes, and such a point is clearly a fixed point ofψ.

THEOREM 3. Let (A0,A
−
0 ) and (A1,A

−
1 ) be two oriented cells. Ifψ stretches

each of them to itself and to the other one:

ψ : (Ai ,A
−
i ) C (A j ,A

−
j ), for (i , j ) ∈ {0,1}2,

thenψ shows a chaotic dynamics of coin-tossing type.

These results can be applied, for instance, to the followingsituation:

(8) ẍ + [αq+(t)− βq−(t)]g(x) = 0,

where α and β are positive constants,q+(t) = max{q(t),0} and q−(t) =
max{−q(t),0} are respectively the positive and the negative part of a continuous and
periodic functionq which changes sign, andg is a nonlinear function such that:

0< g′(0) � g′(∞).

The parameterα regulates the twisting effect of the Poincaré map along theintervals
of positivity of q, while β controls the stretching of the arcs along the intervals of
negativity ofq. Assume, for simplicity, thatq is T-periodic with exactly one change of
sign inτ ∈ ]0, T [ in such a way that:

q > 0 in ]0, τ [ and q < 0 in ]τ, T [ .

For every fixedn ∈ N, using the theorems stated above, it is possible to findαn > 0
such that, for everyα > αn, there isβα > 0 such that for eachβ > βα we have the
following results (see Theorem 2.1 in [30]):

1. for anym ∈ N and anym-tuple of binary digits(δ1, . . . , δm) ∈ {0,1}m such
thatmn+ δ1 + · · · + δm is an even number, there are at least twomT-periodic
solutionsx+ andx− of (8) which have exactlyn zeros in [(i −1)T, (i −1)T +τ ]
andδi zeros in [(i − 1)T + τ, i T ], for eachi = 1, . . . ,m; moreoverx+(0) > 0
andx−(0) < 0;

2. for any doubly infinite sequence of binary digits(δi )i∈Z ∈ {0,1}Z, there is at
least a globally defined solutionx of (8) which has exactlyn zeros in [i T, i T +τ ]
andδi zeros in [i T + τ, (i + 1)T ], for all i ∈ Z.
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6. Subharmonic solutions

Our aim here is to consider large solutions of equations like(1) in which the nonlinear-
ity g is sublinear at infinity, as in Hill’s equation (2) when 0< γ < 1. The results we
are going to present are contained in a joint work with B. Liu [59] and are valid also
for the forced version of (1):

ẍ + q(t)g(x) = e(t).

Throughout this section we assume thatg : R → R is a continuous function such that:

• g(0) = 0;

• there isR0 ≥ 0 such thatg(s) · s> 0 andg′(s) ≥ 0 if |s| > R0 (H⇒ g(−∞) <

0< g(+∞));

• lim
s→±∞

g(s)

s
= 0.

The third condition is the so-called condition of sublinearity at infinity. Moreover we
will suppose thatq is a continuous andT-periodic function, even if continuity is not
necessary: local integrability would be enough.

THEOREM 4. Besides the assumptions stated above, suppose that:

(9) q = 1

T

∫ T

0
q(t)dt > 0.

Then for each integer j≥ 1 there is m∗
j ∈ N such that, for every m≥ m∗

j equation
(1) has at least one mT -periodic solution xj ,m which has exactly2 j -zeros in[0,mT[ .
Moreover, for each m≥ 1 there is Mm > 0 such that any mT -periodic solution x of
(1) satisfies:

‖x‖C1 ≤ Mm;

on the other hand, for every fixed j≥ 1 we have:

lim
m→+∞

(|x j ,m(t)| + |ẋ j ,m(t)|) = +∞,

uniformly with respect to t∈ R.

EXAMPLE 5. Theorem 4 holds, for instance, for the following Hill’s equation:

ẍ + [k + cos(t + θ)]|x|γ−1x = 0,

where 0< γ < 1, k > 0 andθ ∈ R. The same is true if we substitute|x|γ−1x with
another sublinear function likex/(1 + |x|), for instance.
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We remark that condition (9) was already considered by otherauthors dealing with
the superlinear case (see for instance [76]). A partial converse, with respect to this
assumption, holds in the case of Hill’s equation (2) for 0< γ < 1; in this case, if
q < 0, there is a constantB > 0, such that every solution of (2) satisfying:

|x(0)| + |ẋ(0)| > B

is unbounded, that is:
sup
t∈R

(|x(t)| + |ẋ(t)|) = +∞.

REMARK 2. In the book [34, p. 129] it is pointed out that “the questionis whether
we can findfor each k≥ 2 a subharmonicxk [that is akT-periodic solution] such that
the xk are pairwise distinct. No result is known in the subquadratic case”. The same
question was pointed out by Các and Lazer in [24]. Of course we deal with a scalar
model, which is a very simple case of a Hamiltonian system.

The trick to study (1) is the introduction of the so-called “Riccati integral equation”
associated to (1):

ẋ(t)

g(x(t))
= ẋ(s)

g(x(s))
−
∫ t

s

[
ẋ(ξ)

g(x(ξ))

]2

g′(x(ξ))dξ −
∫ t

s
q(ξ)dξ,

which is easily deduced recalling that:

ẍ(t)

g(x(t))
= −q(t),

by equation (1). This integral equation was already used by people working in oscilla-
tion theory.

We use here a small variant of a notation already introduced.If z is a solution of
(3), we denote by rot(z; t1, t2) the amplitude of the angle spanned by the vectorz(t)
ast varies fromt1 to t2, measured in clockwise sense. Thus we do not normalize any
more by dividing byπ , as we did in the previous sections.

Sketch of the proof.For simplicity we assume the uniqueness property for the Cauchy
problems associated to (1) and divide the proof into severallemmas.

1. The continuability of the solutions:the sublinear growth ofg at infinity implies
that every maximal solution of (1) is defined onR.

2. There isν > 1/2 such that for every R1 > R0 there exists R2 > R1 such that, if
z(t) = (x(t), y(t)) is any solution of(3) satisfying‖z(t1)‖ = R1, ‖z(t2)‖ = R2
(or ‖z(t2)‖ = R1, ‖z(t1)‖ = R2) and R1 ≤ ‖z(t)‖ ≤ R2, for all t ∈ [t1, t2], it
follows that:

rot(z; t1, t2) > ν2π.

This lemma can be proved by arguments similar to those used in[44, 35, 32].
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3. Iteration of Step 2:let us writeν = δ + 1/2, so thatδ > 0; we fix R1 > R0 and
apply Step 2 obtainingR2 > R1; then we apply again Step 2 withR2 in place
of R1 obtainingR3 > R2. Let z be a solution of (3) such that‖z(t1)‖ = R3,

‖z(t2)‖ = R1 and R1 ≤ ‖z(t)‖ ≤ R3 for t ∈ [t1, t2], and consider the first
instants1 and the last instants2 in [t1, t2] such that‖z(s)‖ = R2. Since the
trajectories of (3) cross the positivey-axis from the left to the right hand side and
the negativey-axis from the right to the left one, it is easy to see that actually
rot(z; s1, s2) > −π, therefore we obtain:

rot(z; t1, t2) = rot(z; t1, s1)+ rot(z; s1, s2)+ rot(z; s2, t2)

> ν2π − π + ν2π =
(

1

2
+ 2δ

)
2π.

Therefore, for everyj > 0, it is possible to find sufficiently large annuli such
that every solution which crosses them must rotate around the origin at leastj
times.

4. If A is a sufficiently large annulus and z is a solution such that z(t) ∈ A for all
t ≥ t0, then:

rot(z; t0, t) → +∞ as t → +∞,

uniformly with respect to t0 ∈ [0, T ].

5. Large solutions rotate little:using the sublinear condition at infinity it is possible
to show that for everyL > 0 there isR̂L > R0 such that, if 0< t1 − t2 ≤ L and
z is any solution satisfying‖z(t)‖ ≥ R̂L for all t ∈ [t1, t2], then:

rot(z; t1, t2) < 2π.

Now, let us fix j and, by Step 3, considerR0 < R1 < R2 < R3 such that each solution
crossing eitherB[ R2] \ B(R1) or B[ R3] \ B(R2) turns at leastj + 1 times around the
origin. LetA = B[ R3] \ B(R1). By Step 4, there ism∗

j such that:

m ≥ m∗
j H⇒ rot(z; 0,mT) > j 2π if R1 ≤ ‖z(t)‖ ≤ R3 ∀ t ∈ [0,mT].

Consider any solution with‖z(0)‖ = R2 : eitherz(t) remains inA for all t ∈ [0,mT]
or there is a first instant̂t in which the solutionz exits the annulusA. In the former case
we already know that rot(z; 0,mT) > j 2π; in the latter one we can select an interval
[t1, t2] ⊂ [0,mT] such that:

• either‖z(t1)‖ = R2, ‖z(t2)‖ = R1 andR1 ≤ ‖z(t)‖ ≤ R2 for all t ∈ [t1, t2]

• or ‖z(t1)‖ = R2, ‖z(t2)‖ = R3 andR2 ≤ ‖z(t)‖ ≤ R3 for all t ∈ [t1, t2].

In both these situations we can conclude that rot(z; t1, t2) > ( j +1)2π by the choice of
R1, R2 andR3. Therefore, arguing as in Step 3, we conclude again that rot(z; 0,mT) >
j 2π.We can summarize this by the following implication:

‖z(0)‖ = R2 H⇒ rot(z; 0,mT) > j 2π.
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Let us fix nowm ≥ m∗
j and apply Step 5 withL = mT : we getS1 ≥ R2 such that

the conclusion of Step 5 holds if‖z(t)‖ ≥ S1 for all [0,mT]. By the continuability of
all the solutions of (3) (Step 1), it is possible to findS2 ≥ S1 such that‖z(t)‖ ≥ S1 for
everyt ∈ [0,mT], if ‖z(0)‖ = S2. Hence:

‖z(0)‖ = S2 H⇒ rot(z; 0,mT) < 2π.

Finally, consider themT-Poincaré map:

B(S2) \ B[ R2] 3 p 7→ z(mT; 0, p)

whose fixed points are themT-periodic solutions of (3). It turns out that themT-
Poincaré map satisfies the Poincaré–Birkhoff fixed point theorem by the discussion
carried above, and, therefore, it has a fixed point such that the correspondingmT-
periodic solution rotate exactlyj times around the origin in [0,mT] and, hence, has
exactly 2j zeros in [0,mT[ .

We remark that if,j andm are coprime numbers andx is themT-periodic solution
of (1) given by Theorem 4 with these choices, then it turns outthatmT is actually the
minimal period ofx in the class of the integral multiples ofT.
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