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Preface

The present issue of the Rendiconti del Seminario Matematico, Università e Po-
litecnico Torino, contains the texts of the courses by T. Gramchev, M. Reissig and M.
Yoshino, delivered at the “Bimestre Intensivo Microlocal Analysis and Related Sub-
jects”.

The Bimestre was held in the frame of the activities INDAM, Istituto Nazionale di
Alta Matematica, at the Departments of Mathematics of the University and Politecnico
of Torino, during May and June 2003. More than 100 lecturers were given during the
Bimestre, concerning different aspects of the Microlocal Analysis and related topics.
We do not intend to present here the full Proceedings, and limit publication to the fol-
lowing 3 articles, representative of the high scientific level of the activities; they are
devoted to new aspects of the general theory of the partial differential equations: per-
turbative methods in scales of Banach spaces, hyperbolic equations with non-Lipschitz
coefficients, singular differential equations and Diophantine phenomena.

We express our sincere gratitude to T. Gramchev, M. Reissig, M. Yoshino, who
graciously contributed the texts, and made them available within a short time in a
computer-prepared form. We thank the Seminario Matematico, taking care of the pub-
lication, and INDAM, fully financing the Bimestre.

Members of the Scientific Committee of the Bimestre were: P. Boggiatto, E.
Buzano, S. Coriasco, H. Fujita, G. Garello, T. Gramchev, G. Monegato, A. Parmeg-
giani, J. Pejsachowicz, L. Rodino, A. Tabacco. The components of the Local Organiz-
ing Committee were: D. Calvo, M. Cappiello, E. Cordero, G. De Donno, F. Nicola, A.
Oliaro, A. Ziggioto; they collaborated fruitfully to the organization. Special thanks are
due to P. Boggiatto, S. Coriasco, G. De Donno, G. Garello, taking care of the activi-
ties at the University of Torino, and A. Tabacco, J. Pejsachowicz for the part held in
Politecnico; their work has been invaluable for the success of the Bimestre.

L. Rodino
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T. Gramchev∗

PERTURBATIVE METHODS IN SCALES OF BANACH

SPACES: APPLICATIONS FOR GEVREY REGULARITY OF

SOLUTIONS TO SEMILINEAR PARTIAL DIFFERENTIAL

EQUATIONS

Abstract. We outline perturbative methods in scales of Banach spaces of
Gevrey functions for dealing with problems of the uniform Gevrey regu-
larity of solutions to partial differential equations and nonlocal equations
related to stationary and evolution problems. The key of our approach is
to use suitably chosen Gevrey norms expressed as the limit for N → ∞
of partial sums of the type

∑

α∈Zn
+,|α|≤N

T |α|

(α!)σ
‖Dα

x u‖H s (Rn)

for solutions to semilinear elliptic equations in Rn. We also show
(sub)exponential decay in the framework of Gevrey functions from
Gelfand-Shilov spaces Sµν (Rn) using sequences of norms depending on
two parameters

∑

α,β∈Zn
+,|α|+|β|≤N

ε|β|T |α|

(α!)µ(β!)ν
‖xβDαu‖H s (Rn).

For solutions u(t, ·) of evolution equations we employ norms of the type

∑

α∈Zn
+,|α|≤N

sup
0<t<T

(
tθ (ρ(t))|α|

(α!)σ
‖Dα

x u(t, ·)‖L p(Rn))

for some θ ≥ 0, 1 < p <∞, ρ(t)↘ 0 as t ↘ 0.
The use of such norms allows us to implement a Picard type scheme for

seemingly different problems of uniform Gevrey regularity and to reduce
the question to the boundedness of an iteration sequence z N (T ) (which is
one of the N-th partial sums above) satisfying inequalities of the type

zN+1(T ) ≤ δ0 + C0T zN (T )+ g(T ; zN (T ))

∗Partially supported by INDAM–GNAMPA, Italy and by NATO grant PST.CLG.979347.
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102 T. Gramchev

with T being a small parameter, and g being at least quadratic in u near
u = 0.

We propose examples showing that the hypotheses involved in our ab-
stract perturbative approach are optimal for the uniform Gevrey regularity.

1. Introduction

The main aim of the present work is to develop a unified approach for investigating
problems related to the uniform Gσ Gevrey regularity of solutions to PDE on the whole
space Rn and the uniform Gevrey regularity with respect to the space variables of
solutions to the Cauchy problem for semilinear parabolic systems with polynomial
nonlinearities and singular initial data. Our approach works also for demonstrating
exponential decay of solutions to elliptic equations provided we know a priori that the
decay for |x | → ∞ is of the type o(|x |−τ ) for some 0 < τ � 1.

The present article proposes generalizations of the body of iterative techniques for
showing Gevrey regularity of solutions to nonlinear PDEs in Mathematical Physics in
papers of H.A. Biagioni∗ and the author.

We start by recalling some basic facts about the Gevrey spaces. We refer to [50]
for more details. Let σ ≥ 1, � ⊂ Rn be an open domain. We denote by Gσ (Rn) (the
Gevrey class of index σ ) the set of all f ∈ C∞(�) such that for every compact subset
K ⊂⊂ � there exists C = C f,K > 0 such that

sup
α∈Zn

+

(
C |α|

(α!)σ
sup
x∈K
|∂αx f (x)|

)
< +∞,

where α! = α1! · · ·αn!, α = (α1, . . . , αn) ∈ Zn
+, |α| = α1 + . . .+ αn .

Throughout the present paper we will investigate the regularity of solutions of sta-
tionary PDEs in Rn in the frame of the L2 based uniformly Gevrey Gσ functions on
Rn for σ ≥ 1. Here f ∈ Gσ

un(R
n) means that for some T > 0 and s ≥ 0

(1) sup
α∈Zn

+

(
T |α|

(α!)σ
‖∂αx f ‖s

)
< +∞,

where ‖ f ‖s = ‖ f ‖H s (Rn) stands for a H s(Rn) = H s
2(R

n) norm for some s ≥ 0. In
particular, if σ = 1, we obtain that every f ∈ G1

un(R
n) is extended to a holomorphic

function in {z ∈ Cn; |Im z| < T }. Note that given f ∈ Gσ
un(R

n) we can define

(2) ρσ ( f ) = sup{T > 0 : such that (1) holds}.

One checks easily by the Sobolev embedding theorem and the Stirling formula that the
definition (2) is invariant with respect to the choice of s ≥ 0. One may call ρσ ( f ) the
uniform Gσ Gevrey radius of f ∈ Gσ

un(R
n).

∗She has passed away on June 18, 2003 after struggling with a grave illness. The present paper is a
continuation following the ideas and methods contained in [6], [7] and especially [8] and the author dedicates
it to her memory.



Perturbative methods 103

We will use scales of Banach spaces of Gσ functions with norms of the following
type

∞∑

k=0

T |k|

(k!)σ

n∑

j=0

‖Dk
j u‖s, D j = Dx j .

For global L p based Gevrey norms of the type (1) we refer to [8], cf. [27] for local
L p based norms of such type, [26] for | f |∞ := sup� | f | based Gevrey norms for the
study of degenerate Kirchhoff type equations, see also [28] for similar scales of Ba-
nach spaces of periodic Gσ functions. We stress that the use

∑n
j=1 ‖Dk

j u‖s instead
of
∑
|α|=k ‖Dα

x u‖s allows us to generalize with simpler proofs hard analysis type esti-
mates for Gσ

un(R
n) functions in [8].

We point out that exponential Gσ norms of the type

‖u‖σ,T ;exp :=
√∫

Rn
e2T |ξ |1/σ |û(ξ)|2 dξ

have been widely (and still are) used in the study of initial value problems for weakly
hyperbolic systems, local solvability of semilinear PDEs with multiple characteristics,
semilinear parabolic equations, (cf. [23], [6], [30] for σ = 1 and [12], [20], [27], [28]
when σ > 1 for applications to some problems of PDEs and Dynamical Systems).

The abstract perturbative methods which will be exposed in the paper aim at dealing
with 3 seemingly different problems. We write down three model cases.

1. First, given an elliptic linear constant coefficients partial differential operator P in
Rn and an entire function f we ask whether one can find scr > 0 such that

Pu + f (u) = 0, u ∈ H s(Rn), s > scr

(P1) implies

u ∈ O{z ∈ Cn : |=z| < T } for some T > 0

while for (some) s < scr the implication is false.

Recall the celebrated KdV equation

(3) ut − ux x x − auux = 0 x ∈ R, t > 0, a > 0

or more generally the generalized KdV equation

(4) ut − ux x x + au pux = 0 x ∈ R, t > 0 a > 0

where p is an odd integer (e.g., see [34] and the references therein). We recall that a
solution u in the form u(x, t) = v(x + ct), v 6= 0, c ∈ R, is called solitary (traveling)
wave solution. It is well known that v satisfies the second order Newton equation (after
plugging v(x + ct) in (4) and integrating)

(5) v′′ − cv + a

p + 1
v p+1 = 0,
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and if c > 0 we have a family of explicit solutions

(6) vc(x) =
Cp,a

(cosh((p − 1)
√

cx))2/(p+1)
x ∈ R,

for explicit positive constant C p,a .

Incidentally, uc(t, x) = eictvc(x), c > 0 solves the nonlinear Schrödinger equation

(7) iut − ux x + a|u|pu = 0 x ∈ R, t > 0 a > 0

and is called also stationary wave solution cf. [11], [34] and the references therein.

Clearly the solitary wave vc above is uniformly analytic in the strip |=x | ≤ T for
all 0 < T < π/((p − 1)

√
c). One can show that the uniform G1 radius is given by

ρ1[vs] = π/(((p − 1)
√

c).

In the recent paper of H. A. Biagioni and the author [8] an abstract approach for
attacking the problem of uniform Gevrey regularity of solutions to semilinear PDEs
has been proposed. One of the key ingredients was the introduction of L p based norms
of Gσ

un(R
n) functions which contain infinite sums of fractional derivatives in the non-

analytic case σ > 1. Here we restrict our attention to simpler L2 based norms and
generalize the results in [8] with simpler proofs. The hard analysis part is focused
on fractional calculus (or generalized Leibnitz rule) for nonlinear maps in the frame-
work of L2(Rn) based Banach spaces of uniformly Gevrey functions Gσ

un(R
n), σ ≥ 1.

In particular, we develop functional analytic approaches in suitable scales of Banach
spaces of Gevrey functions in order to investigate the Gσ

un(R
n) regularity of solutions

to semilinear equations with Gevrey nonlinearity on the whole space Rn :

(8) Pu + f (u) = w(x), x ∈ Rn

where P is a Gevrey Gσ pseudodifferential operator or a Fourier multiplier of order
m, and f ∈ Gθ with 1 ≤ θ ≤ σ . The crucial hypothesis is some Gσ

un estimates of
commutators of P with Dα

j := Dα
x j

If n = 1 we capture large classes of dispersive equations for solitary waves (cf. [4],
[21], [34], [42], for more details, see also [1], [2], [10] and the references therein).

Our hypotheses are satisfied for: P = −1+V (x), where the real potential V (x) ∈
Gσ

un(R
n) is real valued, bounded from below and lim|x |→∞ V (x) = +∞; P being an

arbitrary linear elliptic differential operator with constant coefficients. We allow also
the order m of P to be less than one (cf. [9] for the so called fractal Burgers equations,
see also [42, Theorem 10, p.51], where Gσ , σ > 1, classes are used for the Whitham
equation with antidissipative terms) and in that case the Gevrey index σ will be given
by σ ≥ 1/m > 1. We show Gσ

un(R
n) regularity of every solution u ∈ H s(Rn) with

s > scr , depending on n, the order of P and the type of nonlinearity. For general
analytic nonlinearities, scr > n/p. However, if f (u) is polynomial, scr might be taken
less than n/2, and in that case scr turns out to be related to the critical index of the
singularity of the initial data for semilinear parabolic equations, cf. [15], [5] [49] (see
also [25] for H s(Rn) := H s

2 (R
n), 0 < s < n/2 solutions in Rn , n ≥ 3, to semilinear

elliptic equations).
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The proof relies on the nonlinear Gevrey calculus and iteration inequalities of the
type zN+1(T ) ≤ z0(T )+ g(T, zN (T )), N ∈ Z+, T > 0 where g(T, 0) = 0 and

(9) zN (T ) =
N∑

k=0

T k

(k!)σ

n∑

j=1

‖Dk
j u‖s .

Evidently the boundedness of {z N (T )}∞N=1 for some T > 0 implies that z+∞(T ) =
‖u‖σ,T ;s < +∞, i.e., u ∈ Gσ

un(R
n). We recover the results of uniform analytic reg-

ularity of dispersive solitary waves (cf. J. Bona and Y. Li, [11], [40]), and we obtain
Gσ

un(R
n) regularity for u ∈ H s(Rn), s > n/2 being a solution of equations of the type

−1u + V (x)u = f (u), where f (u) is polynomial, ∇V (x) satisfies (1) and for some
µ ∈ C the operator (−1 + V (x)− µ)−1 acts continuously from L2(Rn) to H 1(Rn).
An example of such V (x) is given by V (x) = Vσ (x) =< x >ρ exp(− 1

|x |1/(σ−1) ) for

σ > 1, and V (x) =< x >ρ if σ = 1, for 0 < ρ ≤ 1, where< x >=
√

1+ x2. In fact,
we can capture also cases where ρ > 1 (like the harmonic oscillator), for more details
we send to Section 3.

We point out that our results imply also uniform analytic regularity G1
un(R) of the

H 2(R) solitary wave solutions r(x−ct) to the fifth order evolution PDE studied by M.
Groves [29] (see Remark 2 for more details).

Next, modifying the iterative approach we obtain also new results for the analytic
regularity of stationary type solutions which are bounded but not in H s(Rn). As an
example we consider Burgers’ equation (cf. [32])

(10) ut − νux x + uux = 0, x ∈ R, t > 0

which admits the solitary wave solution ϕc(x + ct) given by

(11) ϕc(x) =
2c

ae−cx + 1
, x ∈ R.

for a ≥ 0, c ∈ R \ 0. Clearly ϕc extends to a holomorphic function in the strip
|=x | < π/|c| while limx→sign (c)∞ ϕc(x) = 2c and therefore ϕc 6∈ L2(R). On the other
hand

(12) ϕ′c(x) =
2cae−cx

(ae−cx + 1)2
, x ∈ R.

One can show that ϕ′c ∈ G1
un(R

n). It was shown in [8], Section 5, that if a bounded
traveling wave satisfies in addition v′ ∈ H 1(R) then v′ ∈ G1

un(R
n). We propose gen-

eralizations of this result. We emphasize that we capture as particular cases the bore-
like solutions to dissipative evolution PDEs (Burgers’ equation, the Fisher-Kolmogorov
equation and its generalizations cf. [32], [37], [31], see also the survey [55] and the
references therein).

We exhibit an explicit recipe for constructing strongly singular solutions to higher
order semilinear elliptic equations with polynomial nonlinear terms, provided they have
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suitable homogeneity properties involving the nonlinear terms (see Section 6). In such
a way we generalize the results in [8], Section 7, where strongly singular solutions of
−1u + cud = 0 have been constructed. We give other examples of weak nonsmooth
solutions to semilinear elliptic equations with polynomial nonlinearity which are in
H s(Rn), 0 < s < n/2 but with s ≤ scr cf. [25] for the particular case of −1u +
cu2k+1 = 0 in Rn, n ≥ 3. The existence of such classes of singular solutions are
examples which suggest that our requirements for initial regularity of the solution are
essential in order to deduce uniform Gevrey regularity. This leads to, roughly speaking,
a kind of dichotomy for classes of elliptic semilinear PDE’s in Rn with polynomial
nonlinear term, namely, that any solution is either extendible to a holomorphic function
in a strip {z ∈ Cn : |Imz| ≤ T }, for some T > 0, or for some specific nonlinear terms
the equation admits solutions with singularities (at least locally) in H s

p(R
n), s < scr .

2. The second aim is motivated by the problem of the type of decay - polynomial or
exponential - of solitary (traveling) waves (e.g., cf. [40] and the references therein),
which satisfy frequently nonlocal equations. We mention also the recent work by P.
Rabier and C. Stuart [48], where a detailed study of the pointwise decay of solutions to
second order quasilinear elliptic equations is carried out (cf also [47]).

The example of the solitary wave (6) shows that we have both uniform analyticity
and exponential decay. In fact, by the results in [8], Section 6, one readily obtains that
vc defined in (6) belongs to the Gelfand–Shilov class S1(Rn) = S1

1(R
n). We recall

that given µ > 0, ν > 0 the Gelfand-Shilov class Sνµ(R
n) is defined as the set of all

f ∈ Gµ(Rn) such that there exist positive constants C1 and C2 satisfying

(13) |∂αx f (x)| ≤ C |α|+1
1 (α!)νe−C2|x |1/µ , x ∈ Rn, α ∈ Zn

+.

We will use a characterization of Sνµ(R
n) by scales of Banach spaces with norms

||| f |||µ,ν;ε,T =
∑

j,k∈Zn
+

ε| j |T |k|

( j !)ν(k!)µ
‖x j Dk

x u‖s .

In particular, Sνµ(R
n) contains nonzero functions iffµ+ν ≥ 1 (for more details on these

spaces we refer to [24], [46], see also [17], [18] for study of linear PDE in Sθ (Rn) :=
Sθθ (R

n)).

We require three essential conditions guaranteeing that every solution u ∈ H s(Rn),
s > scr of (8) for which it is known that it decays polynomially for |x | → ∞ neces-
sarily belongs to Sµν (Rn) (i.e., it satisfies (13) or equivalently |||u|||µ,ν;ε,T < +∞ for
some ε > 0, T > 0). Namely: the operator P is supposed to be invertible; f has no
linear term, i.e., f is at least quadratic near the origin; and finally, we require that the
H s(Rn) based norms of commutators of P−1 with operators of the type xβDα

x satisfy
certain analytic–Gevrey estimates for all α, β ∈ Zn

+. The key is again an iterative ap-
proach, but this time one has to derive more subtle estimates involving partial sums for
the Gevrey norms ||| f |||µ,ν;ε,T of the type

zN (µ, ν; ε, T ) =
∑

| j+k|≤N

ε| j |T |k|

( j !)ν(k!)µ
‖x j Dk

x u‖s .
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The (at least) quadratic behaviour is crucial for the aforementioned gain of the rate of
decay for |x | → 0 and the technical arguments resemble some ideas involved in the
Newton iterative method. If µ = ν = 1 we get the decay estimates in [8], and as par-
ticular cases of our general results we recover the well known facts about polynomial
and exponential decay of solitary waves, and obtain estimates for new classes of sta-
tionary solutions of semilinear PDEs. We point out that different type of G1

un Gevrey
estimates have been used for getting better large time decay estimates of solutions to
Navier–Stokes equations in Rn under the assumption of initial algebraic decay (cf. M.
Oliver and E. Titi [44]).

As it concerns the sharpness of the three hypotheses, examples of traveling waves
for some nonlocal equations in Physics having polynomial (but not exponential) decay
for |x | → 0 produce counterexamples when (at least some of the conditions) fail.

3. The third aim is to outline iterative methods for the study of the Gevrey smoothing
effect of semilinear parabolic systems for positive time with singular initial data. More
precisely, we consider the Cauchy problem of the type

(14) ∂t u + (−1)mu + f (u) = 0, u|t=0 = u0, t > 0, x ∈ �,

where � = Rn or � = Tn . We investigate the influence of the elliptic dissipative
terms of evolution equations in Rn and Tn on the critical L p, 1 ≤ p ≤ ∞, index of
the singularity of the initial data u0, the analytic regularity with respect to x ∈ � for
positive time and the existence of self-similar solutions. The approach is based again
on the choice of suitable L p based Banach spaces with timedepending Gevrey norms
with respect to the space variables x and then fixed point type iteration scheme.

The paper is organized as follows. Section 2 contains several nonlinear calculus
estimates for Gevrey norms. Section 3 presents an abstract approach and it is dedicated
to the proof of uniform Gevrey regularity of a priori H s(Rn) solutions u to semilinear
PDEs, while Section 4 deals with solutions u which are bounded on Rn such that ∇u ∈
H s(Rn). We prove Gevrey type exponential decay results in the frame of the Gelfand-
Shilov spaces Sµν (Rn) in Section 5. Strongly singular solutions to semilinear elliptic
equations are constructed in Section 6. The last two sections deal with the analytic-
Gevrey regularizing effect in the space variables for solutions to Cauchy problems for
semilinear parabolic systems with polynomial nonlinearities and singular initial data.

2. Nonlinear Estimates in Gevrey Spaces

Given s > n, T > 0 we define

(15) Gσ (T ; H s) = {v : ‖v‖σ,T ;s :=
∞∑

k=0

n∑

j=1

T k

(k!)σ
‖Dk

x j
v‖s < +∞},
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and

(16) Gσ
∞(T ; H s) = {v : |||v|||σ,T ;s = ‖v‖L∞ +

+∞∑

k=0

n∑

j=0

T k

(k!)σ
‖Dk

j∇v‖s < +∞}.

We have

LEMMA 1. Let s > n/2. Then the spaces Gσ (T ; H s) and Gσ
∞(T ; H s) are Banach

algebras.

We omit the proof since the statement for Gσ (T ; H s) is a particular case of more
general nonlinear Gevrey estimates in [27]) while the proof for Gσ

∞(T ; H s) is essen-
tially the same.

We need also a technical assertion which will play a crucial role in deriving some
nonlinear Gevrey estimates in the next section.

LEMMA 2. Given ρ ∈ (0, 1), we have

(17) ‖ < D >−ρ Dk
j u‖s ≤ ε‖Dk

j u‖s + (1− ρ)
(ρ
ε

)1/(1−ρ)
‖Dk−1

j u‖s

for all k ∈ N, s ≥ 0, u ∈ H s+k(Rn), j = 1, . . . , n, ε > 0. Here < D > stands for the
constant p.d.o. with symbol < ξ >= (1+ |ξ |2)1/2.

Proof. We observe that < ξ >−ρ |ξ j |k ≤ |ξ j |k−ρ for j = 1, . . . , n, ξ ∈ Rn. Set
gε(t) = εt − tρ , t ≥ 0. Straightforward calculations imply

min
g∈R

g(t) = g((
ρ

ε
)1/1−ρ) = −(1− ρ)

(ρ
ε

)1/(1−ρ)

which concludes the proof.

We show some combinatorial inequalities which turn out to be useful in for deriving
nonlinear Gevrey estimates (cf [8]).

LEMMA 3. Let σ ≥ 1. Then there exists C > 0 such that

(18)
`!(σ`µ + r)!

∏
ν 6=µ(σ`ν)!

`1! · · · ` j !(σ`+ r)!
≤ C j ,

for all j ∈ N, ` = `1 + · · · + ` j , `i ∈ N, µ ∈ {1, . . . , j} and 0 ≤ r < σ , with
k! := 0(k + 1), 0(z) being the Gamma function.

Proof. By the Stirling formula, we can find two constants C2 > C1 > 0 such that

C1
kk+ 1

2

ek
≤ k! ≤ C2

kk+ 1
2

ek
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for all k ∈ N. Then the left–hand side in (18) can be estimated by:

C j+1
2 ``+

1
2 (σ`µ + r)σ`µ+r+ 1

2
∏
ν 6=µ(σ`ν)

σ`ν+ 1
2

C j+1
1 `

`1+ 1
2

1 · · · `` j+ 1
2

j (σ`+ r)σ`+r+ 1
2

=
(

C2

C1

) j+1 ``(σ`µ + r)σ`µ+r ∏
ν 6=µ(σ`ν)

σ`ν

∏ j
ν=1 `

`ν
ν (σ`+ r)σ`+r

[
`(σ`µ + r)

`µ(σ`+ r)

] 1
2

σ
j−1

2

≤ C j
3

``(σ`µ + r)σ`µ+rσ σ(`−`µ)[
∏
ν 6=µ `

`ν
ν ]σ

∏ j
ν=1 `

`ν
ν (σ`+ r)σ`+r

≤ C j
3

``(σ`µ + r)σ`µσ σ(`−`µ)[
∏
ν 6=µ `

`ν
ν ]σ−1

`
`µ
µ (σ`+ r)σ`

= C j
3

``(`µ + r
σ
)σ`µ

[∏
ν 6=µ `

`ν
ν

]σ−1

`
`µ
µ (`+ r

σ
)σ`

= C j
3

``(`µ + r
σ
)(σ−1)`µ(`µ + r

σ
)`µ

[∏
ν 6=µ `

`ν
ν

]σ−1

(`+ r
σ
)`(`+ r

σ
)(σ−1)``

`µ
µ

≤ C j
3 e

r
σ

[
(`µ + r

σ
)`µ

∏
ν 6=µ `

`ν
ν

(`+ r
σ
)`1+···+` j

]σ−1

≤ C j
3 e

r
σ , N ∈ N

which implies (18) since 0 < r ≤ σ .

Given s > n/2 we associate two N-th partial sums for the norm in (15)

SσN [v; T, s] =
N∑

k=0

T k

(k!)σ

n∑

j=1

‖Dk
x j
v‖s ,(19)

S̃σN [v; T, s] =
N∑

k=1

T k

(k!)σ

n∑

j=1

‖Dk
x j
v‖s .(20)

Clearly (19) and (20) yield

SσN [v; T, s] = ‖v‖s + S̃σN [v; T, s].(21)

LEMMA 4. Let f ∈ Gθ (Q) for some θ ≥ 1, where Q ⊂ Rp is an open neigh-
bourhood of the origin in Rp, p ∈ N satisfying f (0) = 0, ∇ f (0) = 0. Then for
v ∈ H∞(Rn : Rp) there exists a positive constant A0 depending on ‖v‖s , ρθ ( f |B|v|∞ ),
where BR stands for the ball with radius R, such that
(22)

S̃σN [ f (v); T, s] ≤ |∇ f (v)|∞ S̃σN [v; T, s]+
∑

j∈Zp
+,2≤| j |≤N

A j
0

( j !)σ−θ
(S̃σN−1[v; T, s]) j ,
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for T > 0, N ∈ N, N ≥ 2.

Proof. Without loss of generality, in view of the choice of the H s norm, we will carry
out the proof for p = n = 1. First, we recall that

Dk( f (v(x)) =
k∑

j=1

(D j f )(v(x))

j !

∑

k1+···+k j=k

k1≥1,··· ,k j≥1

j∏

µ=1

Dkµv(x)

kµ!

= f ′(v(x))Dkv(x)

+
k∑

j=2

(D j f )(v(x))

j !

∑

k1+···+k j=k

k1≥1,··· ,k j≥1

j∏

µ=1

Dkµv(x)

kµ!
.(23)

Thus

S̃σN [ f (v); T, s] ≤ ωs‖ f ′(v)‖s S̃σN [v; T, s]+
N∑

k=1

k∑

j=1

‖(D j f )(v)‖s)
( j !)θ

ω
j
s

( j)!σ−θ

×
∑

k1+···+k j=k

k1≥1,··· ,k j≥1

Mσ, j
k1 ,...,k j

j∏

µ=1

T kµ‖Dkµv‖s
(kµ!)σ

(24)

where ωs is the best constant in the Schauder Lemma for H s(Rn), s > n/2, and

(25) Mσ, j
k1,...,k j

=
(

k1! · · · k j ! j !

(k1 + · · · + k j )!

)σ−1

, j, kµ ∈ N, kµ ≥ 1, µ = 1, . . . , j.

We get, thanks to the fact that kµ ≥ 1 for every µ = 1, . . . , j , that

Mσ, j
k1,...,k j

≤ 1, kµ ∈ N, kµ ≥ 1, µ = 1, . . . , j(26)

(see [27]). Combining (26) with nonlinear superposition Gevrey estimates in [27] we
obtain that there exists A0 = A0( f, ‖v‖s) > 0 such that

ω
j
s
‖(D j f )(v)‖s

( j !)θ
≤ A j

0, j ∈ N.(27)
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We estimate (24) by

S̃σN [ f (v); T, s] ≤ ωs‖ f ′(v)‖s S̃σN [v; T, s]

+
N∑

k=2

k∑

j=2

‖(D j f )(v)‖s)
( j !)θ

ω
j
s

( j)!σ−θ

×
∑

k1+···+k j=k

k1≥1,··· ,k j≥1

j∏

µ=1

T kµ‖Dkµv‖s
(kµ!)σ

≤ ωs‖ f ′(v)‖s S̃σN [v; T, s]

+
N∑

j=2

A j
0

( j)!σ−θ
(S̃σN−1[v; T, s]) j .(28)

The proof is complete.

We also propose an abstract lemma which will be useful for estimating Gevrey
norms by means of classical iterative Picard type arguments.

LEMMA 5. Let a(T ), b(T ), c(T ) be continuous nonnegative functions on [0,+∞[
satisfying a(0) = 0, b(0) < 1, and let g(z) be a nonzero real–valued nonnegative
C1[0,+∞) function, such that g′(z) is nonnegative increasing function on (0,+∞)
and

g(0) = g′(0) = 0.

Then there exists T0 > 0 such that

a) for every T ∈]0, T0] the set FT = {z > 0; z = a(T )+ b(T )z + c(T )g(z)} is not
empty.

b) Let {zk(T )}+∞1 be a sequence of continuous functions on [0,+∞[ satisfying

(29) zk+1(T ) ≤ a(T )+ b(T )zk(T )+ g(zk(T )), z0(T ) ≤ a(T ),

for all k ∈ Z+. Then necessarily zk(T ) is bounded sequence for all T ∈]0, T0].

The proof is standard and we omit it (see [8], Section 3 for a similar abstract
lemma).

3. Uniform Gevrey regularity of H s(Rn) solutions

We shall study semilinear equations of the following type

(30) Pv(x) = f [v](x)+w(x), x ∈ Rn
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where w ∈ Gσ (T ; H s) for some fixed σ ≥ 1, T0 > 0, s > 0 to be fixed later, P
is a linear operator on Rn of order m̃ > 0, i.e. acting continuously from H s+m̃(Rn)

to H s(Rn) for every s ∈ R, and f [v] = f (v, . . . , Dγ v, . . .)|γ |≤m0 , m0 ∈ Z+, with
0 ≤ m0 < m̃ and

(31) f ∈ Gθ (CL), f (0) = 0

where L =∑γ∈Zn
+

1.

We suppose that there exists m ∈]m0, m̃] such that P admits a left inverse P−1

acting continuously

(32) P−1 : H s(Rn)→ H s+m(Rn), s ∈ R.

We note that since f [v] may contain linear terms we have the freedom to replace P by
P + λ, λ ∈ C. By (32) the operator P becomes hypoelliptic (resp., elliptic if m̃ = m)
globally in Rn with m̃ − m being called the loss of regularity (derivatives) of P. We
define the critical Gevrey index, associated to (30) and (32) as follows

σcrit = max{1, (m − m0)
−1, θ}.

Our second condition requires Gevrey estimates on the commutators of P with Dk
j ,

namely, there exist s > n/2+ m0, C > 0 such that

(33) ‖P−1[P, Dk
p]v‖s ≤ (k!)σ

∑

0≤`≤k−1

Ck−`+1

(`!)σ

n∑

j=1

‖D`
jv‖s

for all k ∈ N, p = 1, . . . , n, v ∈ H k−1(Rn).

We note that all constant p.d.o. and multipliers satisfy (33). Moreover, if P is
analytic p.d.o. (e.g., cf. [13], [50]), then (33) holds as well for the L2 based Sobolev
spaces H s(Rn).

If v ∈ H s(Rn), s > m0 + n
2 , solves (30), standard regularity results imply that

v ∈ H∞(Rn) =⋂r>0 H r(Rn).

We can start by v ∈ H s0(Rn) with s0 ≤ m0 + n
2 provided f is polynomial. More

precisely, we have

LEMMA 6. Let f [u] satisfy the following condition: there exist 0 < s0 < m0 + n
2

and a continuous nonincreasing function

κ(s), s ∈ [s0,
n

2
+ m0[, κ(s0) < m − m0, lim

s→ n
p+m0

κ(s) = 0

such that

(34) f ∈ C(H s(Rn) : H s−m0−κ(s)(Rn)), s ∈ [s0,
n

2
+ m0[.

Then every v ∈ H s0(Rn) solution of (30) belongs to H∞(Rn).
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Proof. Applying P−1 to (30) we get v = P−1( f [v] + w). Therefore, (34) and (32)
lead to v ∈ H s1 with s1 = s0 − m0 − κ(s0) + m > s0. Since the gain of regularity
m − m0 − κ(s) > 0 increases with s, after a finite number of steps we surpass n

2 and
then we get v ∈ H∞(Rn).

REMARK 1. Let f [u] = (Dm0
x u)d, d ∈ N, d ≥ 2. In this case κ(s) = (d −

1)( n
2 − (s − m0)), for s ∈ [s0,

n
2 + m0[, with κ(s0) < m − m0 being equivalent to

s0 > m0 + n
2 −

m−m0
d−1 . This is a consequence of the multiplication rule in H s(Rn),

0 < s < n
p , namely: if u j ∈ H s j (Rn), s j ≥ 0, n

p > s1 ≥ · · · ≥ sd , then

d∏

j=1

u j ∈ H s1+···+sd−(d−1) n
2 (Rn),

provided

s1 + · · · + sd − (d − 1)
n

2
> 0.

Suppose now that f [u] = ud−1 Dm0
x u (linear in Dm0

x u), m0 ∈ N. In this case, by
the rules of multiplication, we choose κ(s) as follows: s0 > n/2 (resp., s0 > m0/2),
κ(s) ≡ 0 for s ∈]s0, n/2 + m0[ provided n ≥ m0 (resp., n < m0); s0 ∈]n/2 −
(m − m0)/(d − 1), n/2[, κ(s) = (d − 1)(n/2 − s) for s ∈ [s0, n/2[, κ(s) = 0 if
s ∈ [n/2, n/2+ m0[ provided n

p −
m−m0
d−1 > 0 and ds0 − (d − 2)n/2− m0 > 0.

We state the main result on the uniform Gσ regularity of solutions to (30).

THEOREM 1. Let w ∈ Gσ (T0; H s), s > n/2 + m0, T0 > 0, σ ≥ σcrit . Suppose
that v ∈ H∞(Rn) is a solution of (30). Then there exists T ′0 ∈]0, T0] such that

(35) v ∈ Gσ (T ′0; H s), T ∈]0, T ′0].

In particular, if m − m0 ≥ 1, which is equivalent to σcrit = 1, and σ = 1, v can be
extended to a holomorphic function in the strip {z ∈ Cn : |Im z| < T ′0}. If m < 1 or
θ > 1, then σcrit > 1 and v belongs to Gσ

un(R
n).

Proof. First, by standard arguments we reduce to (m0 + 1) × (m0 + 1) system by
introducing v j =< D > j v, j = 0, . . . ,m0 (e.g., see [33], [50]) with the order of the
inverse of the transformed matrix valued–operator P−1 becoming m0 −m, while σcrit

remains invariant. So we deal with a semilinear system of m0 + 1 equations

Pv(x) = f (κ0(D)v0, . . . , κm0(D)vm0 )+ w(x), x ∈ Rn

where κ j ’s are zero order constant p.d.o., f (z) being a Gθ function in Cm0+1 7→
Cm0+1, f (0) = 0. Since κ j (D), j = 0, . . . ,m0, are continuous in H s(Rn), s ∈
R, and the nonlinear estimates for f (κ0(D)v0, . . . , κm0(D)vm0) are the same as for
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f (v0, . . . , vm0 ) (only the constants change), we consider κ j (D) ≡ 1. Hence, without
loss of generality we may assume that we are reduced to

(36) Pv(x) = f (v)+w(x), x ∈ Rn

Let v ∈ H∞(Rn) be a solution to (36). Equation (36) is equivalent to

(37) P(Dk
j v) = −[P, Dk

j ]v + Dk
j ( f (v))+ Dk

jw.

which yields

(38) Dk
j v = −P−1[P, Dk

j ]v + P−1 Dk
j ( f (v)) + P−1 Dk

jw.

In view of (33), we readily obtain the following estimates with some constant C0 > 0

T k

(k!)σ
‖P−1[P, Dk

j ]v‖s ≤ C0T
k−1∑

`=0

(C0T )k−`−1 T `

(`!)σ

n∑

q=1

‖D`
qv‖s(39)

for all k ∈ N, j = 1, . . . , n. Therefore

Scomm
N [v; T ] :=

N∑

k=1

n∑

j=1

T k

(k!)σ
‖P−1[P, Dk

j ]v‖s

≤
N∑

k=1

k−1∑

`=0

(C0T )k−`−1 T `

(`!)σ

n∑

q=1

‖D`
qv‖s

= nC0T
N−1∑

`=1

T `

(`!)σ

n∑

q=1

‖D`
qv‖s

N∑

k=`+1

(C0T )k−`−1

≤ nC0T

1− C0T
SσN−1[v; T, H s]

≤ nC0T

1− C0T
‖v‖s +

nC0T

1− C0T
S̃σN−1[v; T, H s](40)

for all N ∈ N provided 0 < T < C−1
0 .

Now, since the case θ = 1 is easier to deal with, we shall treat the case θ > 1,
hence σcr > 1.

Next, by Lemma 2, one gets that for Ns := ‖P−1‖H s−1/σcrit→H s

‖P−1 Dk
j ( f (v))‖s ≤ Ns‖|D j |k−1/σcr ( f (v))‖s

≤ ε‖Dk
j ( f (v))‖s + C(ε)‖Dk−1

j ( f (v))‖s , ε > 0(41)

where

C(ε) = (1− ρ)( Nsρ

ε
)1/1−ρ .
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Set
L0 = | f ′(v)|∞.

Therefore, if N ≥ 3, in view of (22) we can write

S̃σN [v; T, s] ≤ S̃σN [w; T, s]+ nC0T

1− C0T
‖v‖s +

nC0T

1− C0T
S̃σN−1[v; T, H s]

+εL0 S̃σN [v; T, s]+ ε
N∑

j=2

A j
0

( j !)σ−θ
(S̃σN−1[v; T, s]) j(42)

+C(ε)T


‖ f (v)‖s + εL0 S̃σN−1[v; T, s]+ ε

N−1∑

j=2

A j
0

( j !)σ−θ
(S̃σN−2[v; T, s]) j




for 0 < T < min{C−1
0 , T0}. Now we fix ε > 0 to satisfy

(43) εL0 < 1

Then by (42) we obtain that

(44) S̃σN [v; T, s] ≤ a(T )+ b(T )S̃σN−1[v; T, s]+ g(S̃σN−1[v; T, s], T )

where

a(T ) = ‖w‖σ,T ,s − ‖w‖s + nC0T (1− C0T )−1‖v‖s + CεT‖ f (v)‖s
1− εL0

(45)

b(T ) = T
nC0 + (1− C0T )εCεL0

(1− C0T )(1− εT )
(46)

c(T )g(z) = ε(1+ εC(ε)L0T )

1− εL0

∞∑

j=2

A j
0

( j !)σ−θ
z j(47)

for 0 < T < min{C−1
0 , T0}. Now we are able to apply Lemma 3 for 0 < T < T ′0,

by choosing T ′0 small enough , T ′0 < min{T0,C−1
0 } so that the sequence S̃σN [v; T ′0, s]

is bounded . This implies the convergence since S̃σN [v; T ′0, s] is nondecreasing for
N →∞.

REMARK 2. The operator P appearing in the ODEs giving rise to traveling wave
solutions for dispersive equations is usually a constant p.d.o. or a Fourier multiplier
(cf. [11], [40], [29]), and in that case the commutators in the LHS of (33) are zero. Let
now V (x) ∈ Gσ (Rn : R), inf

x∈Rn
V (x) > 0. Then it is well known (e.g., cf. [52]) that the

operator P = −1+ V (x) admits an inverse satisfying P−1 : H s(Rn)→ H s+1(Rn).
One checks via straightforward calculations that the Gevrey commutator hypothesis is
satisfied if there exists C > 0 such that

(48) ‖P−1(Dβ
x V Dγ

x u)‖s ≤ C |β|+1(β!)σ‖Dγ
x u‖s,
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for all β, γ ∈ Zn
+, β 6= 0.

We point out that, as a corollary of our theorem, we obtain for σ = 1 and f [v] ≡ 0 a
seemingly new result, namely that every eigenfunctionφ j (x) of−1+V (x) is extended
to a holomorphic function in {z ∈ Cn : |=z| < T0} for some T0 > 0. Next, we have
a corollary from our abstract result on uniform G1 regularity for the H 2(R) solitary
wave solutions r(x + ct), c > 0 in [29] satisfying

(49) Pu = r ′′′′ + µr ′′ + cr = f (r, r ′, r ′′) = f0(r, r
′)+ f1(r, r

′)r ′′, µ ∈ R

with f j being homogeneous polynomial of degree d − j , j = 0, 1, d ≥ 3 and |µ| <
2
√−c. Actually, by Lemma 6, we find that every solution r to (49) belonging to

H s(R), s > 3/2, is extended to a holomorphic function in {z ∈ C : |Im z| < T } for
some T > 0.

4. Uniform Gevrey regularity of L∞ stationary solutions

It is well known that the traveling waves to dissipative equations like Burgers, Fisher–
Kolmogorov, Kuramoto–Sivashinsky equations have typically two different nonzero
limits for x →±∞ (see the example (6)). Now we investigate the Gσ

un(R
n) regularity

of such type of solutions for semilinear elliptic equations.

We shall generalize Theorem 4.1 in [8] for Gθ nonlinear terms f . We restrict our
attention to (30) for n = 1, m0 = 0, P = P(D) being a constant coefficients elliptic
p.d.o. or Fourier multiplier of order m.

THEOREM 2. Let θ ≥ 1, σ ≥ θ , m − m0 ≥ 1, f ∈ Gθ (CL), f (0) = 0, w ∈
Gσ
∞(T0; H s) for some T0 > 0. Suppose that v ∈ L∞(R) is a weak solution of (30)

satisfying ∇v ∈ H s(R). Then there exists T ′0, depending on T0, P(D), f , ‖v‖∞ and
‖∇v‖s such that v ∈ Gσ

∞(H
s(R); T ′0). In particular, if σ = θ = 1 then v can be

extended to a holomorphic function in {z ∈ C : |Im z| < T ′0}.

Without loss of generality we suppose that n = 1, m0 = 0. It is enough to show
that v′ = Dxv ∈ Gσ (H s, T ) for some T > 0.

We need an important auxiliary assertion, whose proof is essentially contained in
[27].

LEMMA 7. Let g ∈ Gθ (Rp : R), 1 ≤ θ ≤ σ , g(0) = 0. Then there exists a
positive continuous nondecreasing function G(t), t ≥ 0 such that

(50) ‖(Dαg)(v)w‖s ≤ |(Dαg)(v)|∞‖w‖s + G(|v|∞)α(α!)θ (‖w‖s−1 + ‖∇v‖ss−1)

for all v ∈ (L∞(Rn : R))p, v′ ∈ (H s(Rn : R))p, w ∈ (H s(R))p, α ∈ Z
p
+, provided

s > n/2+ 1.

Proof of Theorem 2. Write u = v′. We observe that ( f (v))′ = f ′(v)u and the hy-
potheses imply that g(v) := f ′(v) ∈ L∞(R) and u ∈ H s(R). Thus differentiating k
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times we obtain that u satisfies

P Dku = Dk(g(v)u)+ Dkw′

which leads to

Dku = P−1 Dk(g(v)u)+ P−1 Dkw′.

Hence, since m ≥ 1 and P−1 D is bounded in H s(R) we get the following estimates

‖Dku‖s ≤ C‖Dk−1(g(v)u)‖s + ‖Dk−1w′‖s

≤
k−1∑

j=0

(
k − 1

j

)
‖D j (g(v))Dk−1− j u‖s + ‖Dk−1w′‖s

≤
k−1∑

j=0

(
k − 1

j

) j∑

`=0

C`−1

`!

×
∑

p1+···+p`= j
p1≥1,··· ,p`≥1

∏̀

µ=1

‖D pµ−1u‖s
pµ!

‖(D`g)(v))Dk−1− j u‖s + ‖Dk−1w′‖s .(51)

Now, by Lemma 7 and (51) we get, with another positive constant C ,

T k

(k!)σ
‖Dku‖s ≤ CT k−σ ‖v‖s

k−1∑

j=0

(
k − 1

j

)−σ+1 j∑

`=0

C`−1

(`!)σ−θ

×
∑

p1+···+p`= j
p1≥1,··· ,p`≥1

∏̀

µ=1

T pµ |D pµ−1u|s
(pµ!)σ

(G(|v|∞))`
T k−1− j |Dk−1− j u|s
((k − 1− j)!)σ

+ ‖w′‖σ,T ;s .(52)

Next, we conclude as in [8].

REMARK 3. As a corollary from our abstract theorem we obtain apparently
new results on the analytic G1

un(R) regularity of traveling waves of the Kuramoto–
Sivashinsky equation cf. [41], and the Fisher–Kolmogorov equation and its generaliza-
tions (cf. [37], [31]).

5. Decay estimates in Gelfand–Shilov spaces

In the paper [8] new functional spaces of Gevrey functions were introduced which
turned out to be suitable for characterizing both the uniform analyticity and the expo-
nential decay for |x | → ∞. Here we will show regularity results in the framework of
the Gelfand–Shilov spaces Sνµ(R

n) with

(53) µ ≥ 1, ν ≥ 1.
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Let us fix s > n/2, µ, ν ≥ 1. Then for every ε > 0, T > 0 we set

Dν
µ(ε, T ) = {v ∈ S(Rn) : v ε,T < +∞}

where

v ε,T =
∞∑

j,k∈Zn
+

ε| j |T |k|

( j !)ν(k!)µ
‖x j Dkv‖s .

We stress that (53) implies that Sνµ(R
n) becomes a ring with respect to the pointwise

multiplication and the spaces Dν
µ(ε, T ) become Banach algebras.

Using the embedding of H s(Rn) in L∞(Rn) and standard combinatorial argu-
ments, we get that one can find c > 0 such that

(54) |Dkv(x)| ≤ cT−|k|(k!)µe−ε|x |
1/ν
v ε,T , x ∈ Rn, k ∈ Zn

+, v ∈ D(ε, T ).

Clearly Sνµ(R
n) is inductive limit of Dν

µ(ε, T ) for T ↘ 0, ε ↘ 0.

We set

Eνµ;N [v; ε, T ] =
∑

j,k∈Zn+
| j |+|k|≤N

ε| j |T |k|

( j !)ν(k!)µ
‖x j Dkv‖s .

We will study the semilinear equation (30), with w ∈ Dν
µ(ε0, T0). The linear operator

P is supposed to be of order m̃ = m, to be elliptic and invertible, i.e. (32) holds. The
crucial hypothesis on the nonlinearity f (u) in order to get decay estimates is the lack
of linear part in the nonlinear term. For the sake of simplicity we assume that f is
entire function and quadratic near 0, i.e.,

(55) f (z) =
∑

j∈ZL
+,| j |≥2

f j z j

and for every δ > 0 there exists Cδ > 0 such that

| f j | ≤ Cδδ
| j |, j ∈ ZL

+.

Next, we introduce the hypotheses on commutators of P−1.

We suppose that there exist A0 > 0, and B0 > 0 such that

(56) ‖P−1, [P, xβDα
x ]v‖s ≤ (α!)µ(β!)ν

∑

ρ≤α,θ≤β
ρ+θ 6=α+β

A
|α−ρ|
0 B

|β−θ |
0

(ρ!)µ(θ!)ν
‖xθDρv‖s

for all α, β ∈ Zn
+.

The next lemma, combined with well known L p estimates for Fourier multipliers
and L2 estimates for pseudodifferential operators, indicates that our hypotheses on the
commutators are true for a large class of pseudodifferential operators.
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LEMMA 8. Let P be defined by an oscillatory integral

Pv(x) =
∫

eixξ P(x, ξ)v̂(ξ)d̄ξ

=
∫∫

ei(x−y)ξ P(x, ξ)v(y)dyd̄ξ,(57)

where P(x, ξ) is global analytic symbol of order m, i.e. for some C > 0

(58) sup
α,β∈Zn

+

(
sup

(x,ξ)∈R2n

(
< ξ >−m+|β| C |α|+|β|

α!β!
|Dα

x Dβ

ξ P(x, ξ)|
))

< +∞.

Then the following relations hold

(59) [P, xβDα
x ]v(x) = α!β!

∑

ρ≤α,θ≤β
|ρ+θ |<|α+β|

(−1)|β−θ |(−i)|α−ρ|

(α − ρ)!(β − θ)! P(β−θ)
(α−ρ) (x, D)(xθDρ

x v)

for all α, β ∈ Zn
+, where P(β)

(α)
(x, ξ) := Dβ

ξ ∂
α
x P(x, ξ).

Proof. We need to estimate the commutator [P, xβDα
x ]v = P(xβDα

x v)− xβDα
x P(v).

We have

P(xβDα
x v) =

∫∫
ei(x−y)ξ P(x, ξ)yβDα

y v(y)dyd̄ξ ;

xβDα
x P(v) =

∫∫
xβDα

x (e
i(x−y)ξ P(x, ξ))v(y)dyd̄ξ

=
∫∫ ∑

ρ≤α

(
α

ρ

)
xβei(x−y)ξξρDα−ρ

x P(x, ξ)v(y)dyd̄ξ

=
∫∫ ∑

ρ≤α

(
α

ρ

)
xβ(−Dy)

ρ(ei(x−y)ξ )Dα−ρ
x P(x, ξ)v(y)dyd̄ξ

=
∫∫ ∑

ρ≤α

(
α

ρ

)
xβei(x−y)ξDα−ρ

x P(x, ξ)Dρ
y v(y)dyd̄ξ

=
∫∫ ∑

ρ≤α

(
α

ρ

)
Dβ
ξ (e

ixξ )(e−iyξ Dα−ρ
x P(x, ξ))Dρ

y v(y)dyd̄ξ

=
∫∫ ∑

ρ≤α

(
α

ρ

)
eixξ (−Dξ )

β(e−iyξ )Dα−β
x P(x, ξ))Dρ

y v(y)dyd̄ξ

=
∫∫ ∑

ρ≤α
θ≤β

(
α

ρ

)(
β

θ

)
ei(x−y)ξ yθ(−1)|β−θ |Dβ−θ

ξ Dα−ρ
x P(x, ξ)Dρ

y v(y)dyd̄ξ

=
∑

ρ≤α
θ≤β

(
α

ρ

)(
β

θ

)∫∫
ei(x−y)ξ (−1)|β−θ |Dβ−θ

ξ Dα−ρ
x P(x, ξ)yθ Dρ

y v(y)dyd̄ξ
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which concludes the proof of the lemma.

REMARK 4. We point out that if P(D) has nonzero symbol, under the additional
assumption of analyticity, namely P(ξ) 6= 0, ξ ∈ Rn and there exists C > 0 such that

(60)
|Dα

ξ (P(ξ))|
|P(ξ)| ≤ C |α|α!(1+ |ξ |)−|α|, α ∈ Zn

+, ξ ∈ Rn,

the condition (56) holds. More generally, (56) holds if P(x, ξ) satisfies the following
global Gevrey Sµν (Rn) type estimates: there exists C > 0 such that

sup
(x,ξ)∈R2n

(< ξ >−m+|α| (α!)µ(β!)−ν|∂αx ∂βξ P(x, ξ)|) ≤ C |α|+|β|+1, α, β ∈ Zn
+.

The latter assertion is a consequence from the results on L2(Rn) estimates for p.d.o.-s
(e.g., cf. [19]).

Let now P(D) be a Fourier multiplier with the symbol P(ξ) = 1 + i sign(ξ)ξ 2

(such symbol appears in the Benjamin-Ono equation). Then (56) fails.

Since our aim is to show (sub)exponential type decay in the framework of the
Gelfand-Shilov spaces, in view of the preliminary results polynomial decay in [8], we
will assume that

(61) < x >N v ∈ H∞(Rn), N ∈ Z+.

Now we extend the main result on exponential decay in [8].

THEOREM 3. Let f satisfy (55) and w ∈ Sνµ(R
n) with µ, ν satisfying (53), i.e.,

w ∈ Dν
µ(ε0, T0) for some ε0 > 0, T0 > 0. Suppose that the hypothesis (56) is true.

Let now v ∈ H∞(Rn) satisfy (61) and solve (30) with the RHS w as above. Fix ε ∈
]0,min{ε0,B

−1
0 }[. Then we can find T ′0(ε) ∈]0,min{T̃0,A

−1
0 }[ such that v ∈ Dν

µ(ε, T )
for T ∈]0, T ′0(ε)[. In particular, v ∈ Sνµ(R

n).

Proof. For the sake of simplicity we will carry out the argument in the one dimensional
case. We write for β ≥ 1

P(xβDαv) = xβDα
xw − [P, xβDα

x ]v + xβDα
x ( f (v))

= xβDα
xw − [P, xβDα

x ]v

+ Dx (x
βDα−1

x ( f (v)))− βxβ−1Dα−1
x ( f (v)).(62)

Thus

xβDαv = P−1xβDα
xw − P−1[P, xβDα

x ]v

+ P−1 Dx (x
βDα−1

x ( f (v)))− βP−1(xβ−1Dα−1
x ( f (v)))(63)
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which implies, for some constant depending only on the norms of P−1 and P−1 D in
H s, the following estimates

εβT α

(α!)µ(β!)ν
‖xβDαv‖s ≤ C

εβT α

(α!)µ(β!)ν
‖xβDαw‖s

+
∑

ρ≤α,θ≤β
ρ+θ 6=α+β

A
α−ρ
0 B

β−θ
0

(ρ!)µ(θ!)ν
‖xθDρv‖s

+ C
T

αµ

εβT α−1

((α − 1)!)µ(β!)ν
‖xβDα−1( f (v))‖s

+ εT

βν−1

εβ−1T α−1

((α − 1)!)µ((β − 1)!)ν
‖xβ−1 Dα−1( f (v))‖s(64)

for all α, β ∈ Z+, β ≥ 1, α ≥ 1.

On the other hand, if α = 0 we have

εβ

(β!)ν
‖xβv‖s ≤ C

εβ

(β!)ν
‖xβw‖s

+
∑

0≤θ<β

B
β−θ
0

(θ!)ν
‖xθv‖s + C

εβ

(β!)ν
‖xβ( f (v))‖s(65)

for all β ∈ Z+, β ≥ 1.

Now use the (at least) quadratic order of f (u) at u = 0, namely, there exist C1 > 0
depending on s and f , and a positive nondecreasing function G(t), t ≥ 0, such that

εβ

(β!)ν
‖xβ f (v)‖s ≤ C1ε‖xv‖s G(‖v‖s)

(
εβ−1

((β − 1)!)ν
‖xβ−1v)‖s

)
(66)

This, combined with (64), allows us to gain an extra vε > 0 and after summation with
respect to α, β, α + β ≤ N + 1, to obtain the following iteration inequalities for some
C0 > 0

Eµ
ν;N+1[v; ε, T ] ≤ ‖v‖s + C0ε‖xv‖s Eµ

ν;N [v; ε, T ]+ T G(Eµ
ν;N [v; ε, T ])(67)

for all N ∈ Z+. We can apply the iteration lemma taking 0 < T ≤ T ′0(ε) with
0 < T ′0(ε)� 1.

REMARK 5. We recall that the traveling waves for the Benjamin-Ono equation
decay as O(x−2) for |x | → +∞, where P(ξ) = c + i sign(ξ)ξ 2 for some c > 0.
Clearly (H3) holds with µ = 2 but it fails for µ ≥ 3. Next, if a traveling wave solution
ϕ(x) ∈ H 2(R) in [29] decays like |x |−ε as x → ∞ for some 0 < ε � 1, then by
Theorem 2 it should decay exponentially and will belong to the Gelfand–Shilov class
S1

1 (R). Finally, we recall that uν(x) = −4νx(x2 + ν2)−1, x ∈ R, solves the stationary
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Sivashinsky equation |Dx |u + ν∂2
x u = u∂xu, ν > 0 (cf. [51]). Clearly uν(x) extends

to a holomorphic function in the strip |Im z| < ν and decays (exactly) like O(|x |−1)

for x → ∞. Although the full symbol −|ξ | + νξ 2 is not invertible in L2(R), we can
invert P in suitable subspaces of odd functions and check that (56) holds iff µ = 1.

6. Strongly singular solutions

First we consider a class of semilinear ODE with polynomial nonlinear terms on the
real line

P[y](x) := Dm y(x)+
d∑

`=2

∑

j∈{0,1,...,m−1}`
p`j D j1 y(x)D j2 y(x) · · · D jm y(x) = 0,

p`j ∈ C(68)

where m, d ∈ N, m ≥ 2, d ≥ 2, Dy(x) = (1/ i)y ′(x). We require the following
homogeneity type condition: there exists τ > 0 such that

(69) −τ − m = −`τ − j1 − · · · − j` if pd
j 6= 0.

Thus, by the homogeneity we obtain after substitution in (68) and straightforward cal-
culations that y±(x) = c±(±x)−τ solves (68) for ±x > 0 provided c 6= 0 is zero of
the polynomial P±m (λ), where

(70) P±m,τ (λ) = λτ(τ − 1) · · · (τ − m + 1)(−1)m +
d∑

`=2

∑

j∈{0,1,...,m−1}`
λ` p̃`j(τ )

where

(71) p̃`j(τ ) = p`j(−1)| j |τ(τ − j1) · · · (τ − j`).

If τ < 1 the singularity of the type |x |−τ near x = 0 is in L p
loc(R), p ≥ 1,

provided pτ < 1. In this case we deduce that one can glue together y+ and y− into
one y ∈ L p

loc(R) function. However, the products in (68) are in general not in L1
loc(R)

near the origin, so we have no real counterexample of singular solutions to (68) on
R. We shall construct such solutions following the approach in [8], namely, using
homogeneous distributions on the line (for more details on homogeneous distributions
see L. Hörmander [33], vol. I). We recall that if u ∈ S ′(R) is homogeneous distribution
of order r , then u(x) = u±|x |r for ±x > 0, u± ∈ C, and û(ξ) is a homogeneous
distribution of order−1− r .

Given µ > −1 we set

(72) h±−1+µ(x) := F
−1
ξ→x(H

µ
±(ξ)),

where

(73) Hµ
±(ξ) = H (±ξ)|ξ |µ,
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with H (t) standing for the Heaviside function. Since τ > 0 if µ = −1 + τ > −1
we get that |ξ |−1+µ is L1

loc near ξ = 0, therefore H (±ξ)|ξ |−1+µ belongs to S ′(R)

and h±−τ are homogeneous of degree −τ . Moreover, since supp(ĥ+−τ ) = [0,+∞[

(resp. supp(ĥ−−τ )(ξ) =] −∞, 0[), h+−τ (resp. h−−τ ) satisfies a well known condition,
guaranteeing that the product (h+−τ )

m (resp. (h−−τ )
m), or equivalently the convolutions

D̂ j1h+−τ ∗ · · · ∗ D̂ j`h+−τ

(resp.

D̂ j1h−−τ ∗ · · · ∗ D̂ j1h−−τ )

are well defined in S ′(R) for any m ∈ N (cf. [43], see also [33]). In view of the
equivalence between (68) and (74), the order of homogeneity −τ of y±, and (72), we
will look for solutions to

(74) P̂[y](ξ) = ξm ŷ(ξ)+
d∑

`=2

∑

j∈{0,1,...,m−1}`
p`jξ

j1 ŷ ∗ · · · ∗ ξ j2 ŷ · · · ξ jm ŷ = 0

proportional to H (±ξ)|ξ |−1+τ homogeneous of order−1+ τ with support in±ξ ≥ 0.
Following [8], we set

(75) h±,a−τ (ξ) = a±H (±ξ)|ξ |−1+τ ,

with a± ∈ C to be determined later on.

Using the homogeneity of h±,a−τ , the definition of τ in (69) and the convolutions
identities derived in [8], Section 7, we readily obtain that

(76) a±F−1
ξ→x(h

±
−τ ) = c±(−± x)τ

where c± is a complex constant and by substituting ŷ(ξ) = h±,a−τ (ξ) in (74)

(77) P̂[y](ξ) = a±H (±ξ)|ξ |m+τ P̃±m,τ (a±) = 0

where P̃±m,τ (λ) is a polynomial such that a± is zero of P̃±m,τ (λ) iff c± in (76) is zero of
P±m,τ (λ) (defined in (70)).

Therefore we have constructed explicit homogeneous solutions to (68)

(78) ua±(x) = a±Fξ→x (H
−1+τ
± (ξ))

Consider now a semilinear PDE with polynomial nonlinearities

(79) Pu = Pm(D)u + F(u, . . . , Dα
x u, . . .)||α|≤m−1

where Pm(D) is constant linear partial differential operator homogeneous of order m
and where F is polynomial of degree d ≥ 2.
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Given θ ∈ Sn−1 we shall define the ODE Pθ (D) in the following way: let Q be an
orthogonal matrix such that Q∗θ = (1, 0, . . . , 0). Then for x = y1 we have

(80) Pθ (D)u(y1) = (Pm(Dy)Uθ + F(Uθ , . . . , Dα
y Uθ , . . .)||α|≤m−1)

with Uθ (y) = u(< Q, (y1, 0, . . . , 0) >).

Let now θ ∈ Sn−1, n ≥ 2 and let L = Lθ be the hyperplane orthogonal to θ . We
define, as in [8], U θ

± = a±δP ⊗ h±−τ,θ ∈ S ′(R), j = 1, . . . , d − 1, by the action on
φ(x) ∈ S(Rn)

(81) (U θ
±; j , φ) :=

∫

R
n−1
y′

∫

Ryn

φ(t Qy)dy ′)u−τ,±(yn)dyndy ′

where Q is an orthogonal matrix transforming θ into (0, . . . , 0, 1). We have proved

PROPOSITION 1. Suppose that Pθ satisfies the homogeneity property (69) for some
θ ∈ Sn−1 and denote by L the hyperplane orthogonal to θ . Then every homogeneous
distribution defined by (81) solves (79).

We propose examples of semilinear elliptic PDEs with singular solutions as above:

1) Pu = 1u + ud = 0, d ∈ N, d ≥ 2, τ = −2/(d − 1), ϑ ∈ Sn−1;

2) P = (−1)mu + D p
x1uDq

x1u + ud = 0, with m, d, p, q ∈ N, d ≥ 2 satisfying
2m = (2m − p − q)(d − 1). In that case

τ = − 2m

d − 1
= −2m + p + q, θ = (1, 0, . . . , 0).

7. Analytic Regularization for Semilinear Parabolic Systems

We consider the initial value problem for systems of parabolic equations

∂t u j + Pj (D)u j +
L∑

`=1

κ j,`(D)(Fj,`(Eu)) = 0,(82)

Eu|t=0 = Eu0, t > 0, x ∈ �, j = 1, . . . , N,

where Eu = (u1, . . . , uN );� = Rn or� = Tn = Rn/(2πZ)n. Pj (D) is differential op-
erator of order m ∈ 2N, Re(Pj (D)) is positive elliptic of order m for all j = 1, . . . ,m.

The nonlinear terms F j,` ∈ C1(CN : C), j = 1, . . . , N , are homogeneous of order
s` > 1. We write ordz F(z) = s for F (positively) homogeneous of order s.

In the case we study the analytic regularity of the solutions for positive time we
will assume that F j,`, j = 1, . . . , N , are homogeneous polynomials of degree s` ≥ 2,
namely

(83) Fj,`(z) =
∑

β∈ZN
+ ,|β|=s`

Fβj,`z
β, Fβj,` ∈ C, z ∈ CN ,
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for j = 1, . . . , N , ` = 1, . . . , L.

The operators κ j,` satisfy

(84) κ j,`(D) ∈ 9d`
h (�), 0 ≤ d` < m

for j = 1, . . . , N , ` = 1, . . . , L. Here 9ν
h (R

n)) (resp. 9ν
h (T

n)) stands for the space
of all smooth homogeneous p.d.o. on Rn (resp. restricted on Tn) of order ν ≥ 0. We
suppose that

(85) either d` > 0 or κ j,`(ξ) ≡ const , ` = 1, . . . L, j = 1, . . . , N if � = Tn .

The initial data Eu0 ∈ S ′(�) will be prescribed later on. Such systems contain as
particular cases semilinear parabolic equations, the Navier-Stokes equations for an in-
compressible fluid, Burgers type equations, the Cahn-Hilliard equation, the Kuramoto-
Sivashinsky type equations and so on.

For given q ∈ [1,+∞], γ ≥ 0, θ ∈ R, µ ≥ 1 and T ∈]0,+∞] we define
the analytic-Gevrey type Banach space Aγθ,q(T ;µ) as the set of all Eu ∈ C(]0, T [:

(Lq(�))N ) such that the norm

‖Eu‖Aγθ,q (T ;µ) =
∑

α∈Zn
+

γ |α|

α!
sup

0<t≤T
(t
|α|
µ +θ‖∂α Eu(t)‖Lq )(86)

is finite. The Sobolev embedding theorems and the Cauchy formula for the radius of
convergence of power series imply, for γ > 0, that, if Eu ∈ Aγθ,q(T ;µ) then Eu(t, ·) ∈
O(0

γ t
1
µ
), t ∈]0, T ] where 0ρ := {x ∈ Cn : |Im(x)| < ρ}, ρ > 0 and O(0) stands

for the space of all holomorphic functions in 0, 0 being an open set in Cn , while for
γ = 0, with the convention 00 = 1, we obtain that A0

θ,q(T ;µ) coincides with the usual
Kato-Fujita weighted type space Cθ (Lq; T ) and µ is irrelevant. Given u ∈ C(]0, T [:
L1

loc(�)) and t ∈]0, T [, we define

ρ[u](t) = sup{ρ > 0 : u(t, ·) ∈ O(0ρ)}

with ρ[u](t) := 0 if it cannot be extended to a function in O(0ρ) for any ρ > 0.

Clearly for each u ∈ Aγθ,q(T ;µ) we have ρ[u](t) ≥ γ t
1
µ , t ∈]0, T ]. We define

Aγ,S
′

θ,q (T ;µ) := C([0, T [: (S ′(�))N )
⋂

Aγθ,q(T ;µ), CS ′
θ (L

q; T ) := A0,S ′
θ,q (T ;µ).

One motivation for the introduction of Aγ,S
′

θ,q (T ;µ) is that (L p(�))N 3 f →
(−1) k

2 E�P [ f ] ∈ Aγ,S
′

1
m (k+ 1

p− 1
q ),q

(T ;m), for all 1 ≤ p ≤ q ≤ +∞, γ ≥ 0, k ≥ 0

where
E�P [ f ](t) := e−t P(D) f = F

−1
ξ→x(e

−t P(ξ) f̂ (ξ)),

f ∈ (S ′(�))N .

We denote by Bρ,∞q (Rn) (resp. Ḃρ,∞q (Rn)) the Besov (resp. homogeneous Besov)
spaces, cf. [54]. Typically for perturbative methods dealing with (82), given γ ≥ 0,
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θ ≥ 0, q ≥ 1, we want to find the space of all f ∈ (S ′(�))N such that

(87) E P[ f ] ∈ Aγθ
m ,q
(T ;m)

for some (all) T ∈]0,+∞[ (respectively

(88) E P[ f ] ∈ Aγθ
m ,q
(+∞;m)

if P is homogeneous). These spaces depend on �, θ, q and m but not on γ ≥ 0
and P and we denote them by B

−θ,∞
q (�) = B

−θ,∞
q (�;m) (resp. Ḃ

−θ,∞
q (�) =

Ḃ
−θ,∞
q (�;m)). It is well known, for instance, that Ḃ

−θ,∞
q (Rn) = Ḃ−θ,∞q (Rn) if

P = −1, N = 1, θ > 0, cf. [54]. However Ḃ0,∞
q (Rn) 6= Ḃ0,∞

q (Rn). One shows that

B
−θ1,∞
q1 (�) ↪→ B

−θ2,∞
q2 (�), (resp. Ḃ−θ1,∞

q1
(�) ↪→ Ḃ−θ2,∞

q2
(�)) if θ2 ≥ (resp. θ2 =)

θ1+ n
q1
− n

q2
, 1 ≤ q1 ≤ q2; Ḃ−θ,∞q (Tn) ⊂ S ′0(T

n) := { f ∈ S ′(Tn) s.t.
∫
Tn f = 0} for

all θ ≥ 0, 1 ≤ q ≤ ∞ and if b(D) ∈ 9r
h(T

n), r ≥ 0, then

b(D) : L p(Tn) −→ Ḃ
− n

p+ n
q−r,∞

q (Tn), q ≥ p > 1

and

b(D) : M(Tn) −→ Ḃ
−n+ n

q−r,∞
q (Tn), q ≥ 1, q > 1 if r = 0.

Set H ρ

S ′(R
n), ρ ∈ R, to be the space of all Schwartz distributions homogeneous of

order ρ.

We put

s = max{s1, . . . , s`}, pcr = n max
`=1,...,L

s` − 1

m − d`

and define Cm,s
pcr (n) as the set of all (q, θ) s.t. q ≥ max{1, pcr}, θ ≥ 0, sθ < m, θ+ n

q ≤
n

pcr
with q > pcr if θ = 0; ∂Cm,s

pcr (n) := {(q, θ(q)) ∈ C
m,s
pcr (n)}, θ(q) := n

pcr
− n

q };
Ċ

m,s
pcr (n) = C

m,s
pcr (n)\∂Cm,s

pcr (n); qmax = sup{τ > q : s(θ(q)+ n
q− n

τ
) < m}. Throughout

the section we will tacitly assume that F j,`’s are polynomials as in (83) when we state
analytic regularity results for (82) in the framework of the Gevrey spaces Aγθ

m ,q
(T ;m),

γ > 0.

THEOREM 4. There exists an absolute constant a > 0 such that:

i) if (q, θ) ∈ Ċ
m,s
pcr (n) and Eu0 ∈ B

−θ,∞
q (�) then ∃T ∗ > 0 s.t. (82) admits a solution

(89) Eu ∈
⋂

γ≥0

Aγ,S
′

θ
m ,q

(T ∗ exp(−aγ
m−1

m );m).

The solution is unique in CS ′
θ
m
(Lq ; T ∗) provided q ≥ s;
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ii) if (q, θ(q)) ∈ ∂Cm,s
pcr (n) then ∃C ′ > 0 s.t. if Eu0 ∈ B

−θ(q),∞
q (�) satisfies

(90) lim
T↘0
‖E�P [ Eu0]‖C θ(q)

m
(Lq;T ) = c′0 ≤ C ′

then ∃T ′ > 0 s.t. (82) admits a solution Eu ∈ CS ′
θ(q)

m

(Lq; T ′) satisfying Eu ∈
Aγθ(q)

m ,q
(T ′γ ;m) for some T ′γ ∈]0, T ′], γ ∈ [0, ( 1

a ln C ′
c0
)

m
m−1 ]. The solution is

unique in CS ′
θ(q)

m

(Lq; T ′) provided q ≥ s.

For the next two theorems we require that the operator P(D) is homogeneous and

m − d1

s1 − 1
= . . . = m − d`

s` − 1
= n

pcr
.

THEOREM 5. Let (q, θ(q)) ∈ ∂Cm,s
pcr (n). We claim that there exists C ′′ > 0 s.t. if

Eu0 ∈ Ḃ
−θ(q),∞
q (�) satisfies

(91) ‖E�P [ Eu0]‖C θ(q)
m
(Lq;+∞) = c′′0 ≤ C ′′q

then (82) admits a global solution

Eu ∈
⋂

0≤γ≤γ
Aγθ(q)

m ,q
(+∞;m), γ := (1

a
ln

C ′′

c′′0
)

m
m−1 .

Furthermore, the solution is unique if q ≥ s.

THEOREM 6. Let Eu0 ∈ (H
− n

pcr
S ′ (Rn))N ⋂ Ḃ

−θ(q),∞
q (Rn) for some q ∈

] max{pcr , s}, qmax [, and let ‖ERn

P [ Eu0]‖C θ(q)
m
(Lq;+∞) = c′′0 ≤ C ′′. Then the unique

solution in the previous theorem satisfies

Eu(t, x) = t−
n

mpcr Eg( x
m
√

t
), t > 0 Eg(z) ∈ Lq(Rn)

⋂
(L∞(Rn)

⋂
O(0γ ))

N ,(92)

Ew := ERn

P [ Eu0](1)− Eg ∈ (Lq(Rn)
⋂

O(0γ ))
N , q = max{pcr ,

q∗

s
}(93)

for all γ ∈ [0, ( 1
a ln C ′′

c′′0
)

m
m−1 ]. Assume now that F j,`’s are polynomials and

(94) s` ≤ pcr ≤ 2s`, s < pcr , 2d` ≥ m, ` = 1, . . . , L .

Then there exists ε > 0 s.t. for all

Eu0 ∈ (H−
n

pcr
S ′ (Rn)

⋂
Ḃ0,∞

pcr
(Rn))N

with
‖ Eu0‖Ḃ0,∞

pcr
= ε0 < ε
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the IVP (82) has a unique solution

Eu ∈ BCw([0,+∞[: (Ḃ0,∞
pcr

(Rn))N )

satisfying (92) and Ew ∈ L pcr (Rn)
⋂

L∞(Rn). Furthermore, Eg ∈ (O(0γ ))
N for

γ ∈ [0, γ ]. Here the subscript w in BCw means that we have continuity in the weak
topology σ(Ḃ0,∞

pcr (R
n), (Ḃ0,∞

p′cr
(Rn))) and p′cr = pcr

pcr−1 .

8. Sketch of the proofs of the Gevrey regularity for parabolic systems

The main idea is to reduce (82) to the system of integral equations

(95) u j (t) = E�Pj
[u0

j ](t)+
L∑

`=1

K�
j,`[Eu](t), j = 1, . . . , N

where

K�
j,`[Eu](t) =

∫ t

0
E�j,`(t − τ) ∗ Fj,`(Eu(τ ))dτ,

E�j,`(t) = κ j,`(D)E�Pj
. We assume that Pj is homogeneous.

We write a Picard type iterative scheme

(96) uk+1
j (t) = E�Pj

[u0
j ](t)+

L∑

`=1

K�
j,`[
Euk](t), j = 1, . . . , N

for k = 0, 1, . . . with Eu0 := 0.

We need two crucial estimates, namely for some absolute constant a > 0

max
j,`
‖E�j,`‖Aγd`

m + n
m (1− 1

r ),r
(+∞;m) ≤ C1 exp(aγ

m−1
m ), ∀γ ≥ 0(97)

‖K�
j,`[Eu]‖Aγθ,q (T ;m) ≤ C2‖E�j,`‖Aγd`

m +
n(s`−1)

mq ,
q

q−s`+1

(T ;m)(‖Eu‖Aγθ,q (T ;m))
s`T ρ`(98)

where r ∈ [1,+∞] (resp. r ∈]1,+∞]) if d` > 0 or d` = 0 and κ j,`(ξ) ≡ const (resp.
d` = 0, κ j,`(ξ) 6≡ const , � = Rn),

(q, θ) ∈ ∂Cm,s
pcr
(n), ρ` =

m − d` − (θ + n
q )(s` − 1)

m
,

C1 = C1(r) > 0, C2 = C2({Fj,`}, r) > 0. We note that in the case � = Rn we have
(99)

∂αx ERn

j,`(t, x) =
∫

eixξ−t Pj (ξ)κ j,`(ξ)ξ
α dξ = t−

d`+|α|+n
m ϕ j,`(

x

t
1
m

), dξ = (2π)−ndξ,

with Fϕ j,`(ξ) = e−Pj (ξ)κ j,`(ξ)ξ
α . If r ≥ 2 we estimate ‖ϕ j,`‖Lr by means of the

Fourier transformation, the Young theorem and the Stirling formula. For the case 1 ≤
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r < 2 we deduce the same result using integration by parts, the properties of the Fourier
transform of homogeneous functions and the Stirling formula again. The case � = Tn

and r ∈ [2,+∞] is evident while (85), (97) for � = Rn , r = 1 and the representation

(100) ∂αx ETn

j,`(t, x) =
∑

ξ∈Zn

∂αx ERn

j,`(t, x + 2πξ), x ∈ Tn ∼ [−π, π]n

yield the L1(Tn) estimate (97) (see [39] for similar arguments). The Riesz-Thorin
theorem concludes the proof of (97) for� = Tn . The key argument in showing (98) is
a series of nonlinear superposition estimates in the framework of Aγθ,q(T ;m). We note
that m ≥ 1 is essential for the validity of such estimates. Next, for given R > 0 we
define

Bγq (R : T ) = {Eu ∈ Aγθ
m ,q
(T ;m) : ‖Eu‖Aγθ

m ,q
(T ;m) ≤ R}.

At the end we are reduced to find R > 0 and T > 0 such that

‖E�P [ Eu0]‖Aγθ
m ,q

(T ;m) + C1 exp(aγ
m−1

m )

L∑

`=1

T ρ` Rs` ≤ R,(101)

C2 exp(aγ
m−1

m )

L∑

`=1

T ρ` Rs`−1 < 1.(102)

The estimates (102) allows us to show the convergence of the scheme above which
leads to the existence–uniqueness statements for local and global solutions.

The self-similar solutions in the first part of Theorem 6 are obtained by the unique-
ness and the homogeneity, while (92) and (93) are deduced by a suitable generalization
of arguments used in [49] and [5].

Concerning the last part of Theorem 6, we follow the idea in [16], namely setting
g = v + w, v = E P[u0](1) (we consider the scalar case g = Eg, L = 1) we obtain for
w, an equation modeled by
(103)

w = Hκ
P [(v +w)s], Hκ

P[ f ] =
∫ 1

0

∫

Rn
κ(D)ERn

P (1− τ, y)τ−
ns

mpcr f (
y

m
√

t
)dydτ

where κ(D) ∈ 9d
h (R

n). The condition (94) allows us to generalize Lemma 6, p. 187

in [16], namely we show that H acts continuously from L
pcr
s (Rn) to L pcr (Rn) using

the Littlewood-Paley analysis and the characterization of the L p spaces.

We point out, that if Eu0 ∈ (H r
p(�))

N and p > 1 we show that

limT→0 ‖EP [ Eu0]‖Aγθ
m ,q

(T ;m) = 0 for all θ = r− + n
p − n

q , q ≥ max{p, pn
n−rp },

γ ≥ 0. Thus we recover and/or generalize the known local and global results for
the semilinear heat equations when r ≥ rcr (p) (see [38], [3], [5], [21] and [49] and
the references therein). In particular, we extend the result of THEOREM 2.1 in [39]
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on the complex Ginzburg-Landau equation in Tn , since THEOREM 2 i i) allows ini-

tial data u0 ∈ H rcr (2)
2 (Tn) = H

n
2− 1

σ

2 (�), provided σ > max{ 1
n ,

4

n+
√

n2+16n
}. Fur-

thermore, our local results on the analytic regularity yield ρ[u](t) = O(t
1
2 ), t ↘ 0

which improves the corresponding results for the Navier-Stokes equation for an in-
compressible fluid in � = Tn , n = 2, 3 while for the Ginzburg-Landau equation we

get ρ[u](t) = O(t
1
2 ), t ↘ 0, the same rate as in [53], where the initial data are L∞(Rn).

If m = 4 Theorem 4 and Theorem 5 yield new results for the Cahn-Hilliard equation
∂t u + 12u + 1(us) = 0. Here pcr = n(s−1)

2 , and rcr (pcr) ∈ Ip iff s > 4+n
n+2 which

is always fulfilled since s ≥ 2. Hence if u0 = β|D|rcr (p)ω, ω ∈ L p(Rn) if p > 1,
ω ∈ M(Rn), p ∈ [max{1, pcr}, pmax[, β ∈ R, (82) admits unique global solution

u(t, x) which belongs to O(0
γ t

1
4
) for all t > 0 provided ‖ω‖L p < c exp(−aγ

1
4 ). We

could consider fractional derivatives of measures as initial data iff pcr ≤ 1 which is
equivalent to s ∈] 4+n

2+n ,
n+2

n ].

Our estimates on the analytic regularity globally in t > 0 seem to be completely
new. We have examples for � = Rn showing that our estimates on ρ[u](t) are sharp at
least within certain classes of solutions. If � = Tn we could give in some cases better
estimates of ρ[u](t) as t →+∞.

Comparing Theorem 6 with the results in [16] for self-similar solutions, we point
out that we allow initial data

Eu0 ∈ (H−1
S ′ (R

n))N

such that Eu0|Sn−1 6∈ (L∞(Sn−1))N . We construct also self-similar solutions for the

Cahn-Hilliard equation of the form u(t, x) = t−
1

2(s−1) g( x
4√t
). As it concerns the last

part of Theorem 6, it is an extension of Theorem 2, p. 181 in [16].
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[33] HÖRMANDER L., The analysis of linear partial differential operators, I-IV,
Springer Verlag, Berlin 1983-85.



Perturbative methods 133

[34] ILIEV I.D., KHRISTOV E.KH. AND K.P. KIRCHEV, Spectral methods in soliton
equations, Pitman Monographs and Surveys in Pure and Applied Mathematics
73, Longman Scientific & Technical, Harlow; copublished in the United States
with John Wiley & Sons, New York 1994

[35] KAJITANI K., Local solution of Cauchy problem for nonlinear hyperbolic sys-
tems in Gevrey classes, Hokkaido Math. J. 12 3 (1983), 434–460.

[36] KATO T., On nonlinear Schrödinger equations, II. H s-solutions and uncondi-
tional well-posedness, J. Anal. Math., 67 (1995), 281–306.

[37] KWAPISZ J., Uniqueness of the stationary wave for the extended Fisher-
Kolmogorov equation, J. Diff. Eq. 165 1 (2000), 235–253.

[38] KOZONO H. AND YAMAZAKI M., Semilinear heat equations and the Navier-
Stokes equation with distributions in new function spaces as initial data, Comm.
Partial Diff. Eq. 19 (1994), 959–1014.

[39] LEVERMORE D. AND OLIVER M., Distribution-valued initial data for the com-
plex Ginzburg-Landau equation, Comm. Partial Differential Equations 22 (1997),
39–49.

[40] LI Y. AND BONA J., Analyticity of solitary-wave solutions of model equations
for long waves, SIAM J. Math. Anal. 27 3 (1997) 725–737.

[41] MICHELSON D., Steady solutions of the Kuramoto–Sivashinsky equation, Phys.
D 19 1 (1986), 89–111.

[42] NAUMKIN P. AND SHISHMAREV I., Nonlinear nonlocal equations in the theory
of waves, Transl. of Math. Monographs 133, American Mathematical Society,
Providence, RI 1994.

[43] OBERGUGGENBERGER M., Multiplication of distributions and applications to
partial differential equations, Pitman Research Notes in Mathematics Series 259,
Longman Scientifi & Technical, Harlow; copublished in the United States with
John Wiley & Sons, Inc., New York 1992.

[44] OLIVER M. AND TITI E., Remark on the rate of decay of higher order derivatives
for solutions to the Navier–Stokes equations in Rn, J. Funct. Anal. 172 (2000), 1–
18.

[45] POPOV G., Invariant tori, effective stability, and quasimodes with exponentially
small error terms, I. Birkoff normal forms, Ann. Henri Poincaré 1 (2000), 223–
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M. Reissig∗

HYPERBOLIC EQUATIONS WITH NON-LIPSCHITZ

COEFFICIENTS

Abstract. The goal of this article is to present new trends in the the-
ory of solutions valued in Sobolev spaces for strictly hyperbolic Cauchy
problems of second order with non-Lipschitz coefficients. A very precise
relation between oscillating behaviour of coefficients and loss of deriva-
tives of solution is given. Several methods as energy method together with
sharp Gårding’s inequality and construction of parametrix are used to get
optimal results. Counter-examples complete the article.

1. Introduction

In this course we are interested in the Cauchy problem

ut t −
n∑

k,l=1

akl(t, x)uxk xl = 0 on (0, T )× Rn ,

(1)

u(0, x) = ϕ(x), ut (0, x) = ψ(x) for x ∈ Rn .

Setting a(t, x, ξ) :=
n∑

k,l=1
akl(t, x)ξkξl we suppose with a positive constant C the strict

hyperbolicity assumption

a(t, x, ξ) ≥ C |ξ |2(2)

with akl = alk , k, l = 1, · · · , n.

DEFINITION 1. The Cauchy problem (1) is well-posed if we can fix function spaces
A1, A2 for the data ϕ,ψ in such a way that there exists a uniquely determined solution
u ∈ C([0, T ], B1) ∩ C1([0, T ], B2) possessing the domain of dependence property.

The question we will discuss in this course is how the regularity of the coefficients
akl = akl(t, x) is related to the well-posedness of the Cauchy problem (1).

∗The author would like to express many thanks to Prof’s L. Rodino and P. Boggiatto and their col-
laborators for the organization of Bimestre Intensivo Microlocal Analysis and Related Subjects held at the
University of Torino May-June 2003. The author thanks the Department of Mathematics for hospitality.
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2. Low regularity of coefficients

2.1. L1-property with respect to t

In [10] the authors studied the Cauchy problem

ut t −
n∑

k,l=1

∂xk (akl(t, x)∂xl u) = 0 on (0, T )×� ,

u(0, x) = ϕ(x) , ut(0, x) = ψ(x) on � ,

where � is an arbitrary open set of Rn and T > 0. The coefficients of the elliptic
operator in self-adjoint form satisfy the next analyticity assumption:

For any compact set K of� and for any multi-index β there exist a constant AK and a
function3K = 3K (t) belonging to L1(0, T ) such that

|
n∑

k,l=1

∂βx akl(t, x)| ≤ 3K (t)A
|β|
K |β|! .

Moreover, the strict hyperbolicity condition

λ0|ξ |2 ≤
n∑

k,l=1

akl(t, x)ξkξl ≤ 3(t)|ξ |2

is satisfied with λ0 > 0 and
√
3(t) ∈ L1(0, T ).

THEOREM 1. Let us suppose these assumptions. If the data ϕ and ψ are real
analytic on �, then there exists a unique solution u = u(t, x) on the conoid 0T

� ⊂
Rn+1. The conoid is defined by

0T
� =

{
(t, x) : dist (x,Rn \�) >

T∫

0

√
3(s)ds , t ∈ [0, T ]

}
.

The solution is C1 in t and real analytic in x.

QUESTIONS. The Cauchy problem can be studied for elliptic equations in the case
of analytic data. Why do we need the hyperbolicity assumption? What is the difference
between the hyperbolic and the elliptic case?

We know from the results of [8] for the Cauchy problem

ut t − a(t)ux x = 0 , u(0, x) = ϕ(x) , ut(0, x) = ψ(x) ,

that assumptions like a ∈ L p(0, T ), p > 1, or even a ∈ C[0, T ], don’t allow to
weaken the analyticity assumption for data ϕ,ψ to get well-posedness results.
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THEOREM 2. For any class E{Mh} of infinitely differentiable functions which
strictly contains the space A of real analytic functions on R there exists a coefficient
a = a(t) ∈ C[0, T ], a(t) ≥ λ > 0, such that the above Cauchy problem is not
well-posed in E{Mh}.

2.2. Cκ -property with respect to t

Let us start with the Cauchy problem

ut t − a(t)ux x = 0, u(0, x) = ϕ(x), ut (0, x) = ψ(x) ,

where a ∈ Cκ [0, T ], κ ∈ (0, 1). From [5] we have the following result:

THEOREM 3. If a ∈ Cκ [0, T ], then this Cauchy problem is well-posed in Gevrey
classes Gs for s < 1

1−κ . To ϕ, ψ ∈ Gs we have a uniquely determined solution

u ∈ C2([0, T ],Gs).

We can use different definitions for Gs (by the behaviour of derivatives on compact
subsets, by the behaviour of Fourier transform). If

• s = 1
1−κ , then we should be able to prove local existence in t ;

• s > 1
1−κ , then there is no well-posedness in Gs .

The paper [22] is concerned with the strictly hyperbolic Cauchy problem

ut t −
n∑

k,l=1

akl(t, x)uxk xl + lower order terms = f (t, x)

u(0, x) = ϕ(x), ut(0, x) = ψ(x),

with coefficients depending Hölderian on t and Gevrey on x . It was proved well-
posedness in Gevrey spaces Gs . Here Gs stays for a scale of Banach spaces.

One should understand

• how to define the Gevrey space with respect to x , maybe some suitable depen-
dence on t is reasonable, thus scales of Gevrey spaces appear;

• the difference between s = 1
1−κ and s < 1

1−κ , in the first case the solution
should exist locally, in the second case globally in t if we constructed the right
scale of Gevrey spaces.

REMARK 1. In the proof of Theorem 3 we use instead of a ∈ Cκ [0, T ] the condi-

tion
T−τ∫

0
|a(t + τ) − a(t)|dt ≤ A τ κ for τ ∈ [0, T/2]. But then the solution belongs

only to H 2,1([0, T ],Gs).
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3. High regularity of coefficients

3.1. Lip-property with respect to t

Let us suppose a ∈ C1[0, T ], a(t) ≥ C > 0, in the strictly hyperbolic Cauchy problem

ut t − a(t)ux x = 0,

u(0, x) = ϕ(x), ut(0, x) = ψ(x).

Using the energy method and Gronwall’s Lemma one can prove immediately the well-
posedness in Sobolev spaces H s, that is, if ϕ ∈ H s+1(Rn), ψ ∈ H s(Rn), then there
exists a uniquely determined solution u ∈ C([0, T ], H s+1)∩C1([0, T ], H s) (s ∈ N0).
A more precise result is given in [20].

THEOREM 4. If the coefficients akl ∈ C([0, T ], Bs) ∩ C1([0, T ], B0) and
ϕ ∈ H s+1 , ψ ∈ H s, then there exists a uniquely determined solution u ∈
C([0, T ], H s+1) ∩ C1([0, T ], H s). Moreover, the energy inequality Ek(u)(t) ≤
Ck Ek(u)(0) holds for 0 ≤ k ≤ s, where Ek(u) denotes the energy of k’th order of
the solution u.

By B∞ we denote the space of infinitely differentiable functions having bounded
derivatives on Rn. Its topology is generated by the family of norms of spaces B s, s ∈
N, consisting of functions with bounded derivatives up to order s.

REMARK 2. For our starting problem we can suppose instead of a ∈ C 1[0, T ]

the condition
T−τ∫

0
|a(t + τ) − a(t)|dt ≤ A τ for τ ∈ [0, T/2]. Then we have the

same statement as in Theorem 4. The only difference is that the solution belongs to
C([0, T ], H s+1)∩ H 1,2([0, T ], H s) ∩H 2,1([0, T ], H s−1).

PROBLEM 1. Use the literature to get information about whether one can weaken
the assumptions for akl from Theorem 4 to show the energy estimates Ek(u)(t) ≤
Ck Ek(u)(0) for 0 ≤ k ≤ s.

All results from this section imply that no loss of derivatives appears, that is, the
energy Ek(u)(t) of k-th order can be estimated by the energy Ek(u)(0) of k-th order.

Let us recall some standard arguments:

• If the coefficients have more regularity C1([0, T ], B∞), and the data ϕ and ψ
are from H∞, then the Cauchy problem is H∞ well-posed, that is, there exists a
uniquely determined solution from C2([0, T ], H∞).
This result follows from the energy inequality.

• Together with the domain of dependence property from H∞ well-posedness we
conclude C∞ well-posedness, that is, to arbitrary data ϕ and ψ from C∞ there
exists a uniquely determined solution from C2([0, T ],C∞).
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This result follows from the energy inequality and the domain of dependence
property.

Results for domain of dependence property:

THEOREM 5 ([5]). Let us consider the strictly hyperbolic Cauchy problem

ut t −
n∑

k,l=1

akl(t)uxk xl = f (t, x), u(0, x) = ϕ(x), ut(0, x) = ψ(x) .

The coefficients akl = alk are real and belong to L1(0, T ). Moreover,
n∑

k,l=1
akl(t)ξkξl ≥

λ0|ξ |2 with λ0 > 0. If u ∈ H 2,1([0, T ],A′) is a solution for given ϕ,ψ ∈ A′ and
f ∈ L1([0, T ],A′), then from ϕ ≡ ψ ≡ f ≡ 0 for |x − x0| < ρ it follows that u ≡ 0
on the set

{(t, x) ∈ [0, T ]× Rn : |x − x0| < ρ −
t∫

0

√
|a(s)|ds}.

Here |a(t)| denotes the Euclidean matrix norm, A′ denotes the space of analytic func-
tionals.

THEOREM 6 ([20]). Let us consider the strictly hyperbolic Cauchy problem

ut t −
n∑

k,l=1

akl(t, x)uxk xl = f (t, x), u(0, x) = ϕ(x), ut(0, x) = ψ(x).

The real coefficients akl = alk satisfy akl ∈ C1+σ ([0, T ]×Rn)∩C([0, T ], B0). Let us
define λ2

max := sup
|ξ |=1,[0,T ]×Rn

akl(t, x)ξkξl . Then ϕ = ψ ≡ 0 on D∩{t = 0} and f ≡ 0

on D implies u ≡ 0 on D, where D denotes the interior for t ≥ 0 of the backward cone
{(x, t) : |x − x0| = λmax(t0 − t), (x0, t0) ∈ (0, T ]× Rn}.

3.2. Finite loss of derivatives

In this section we are interested in weakening the Lip-property for the coefficients
akl = akl(t) in such a way, that we can prove energy inequalities of the form
Es−s0(u)(t) ≤ Es(u)(t), where s0 > 0. The value s0 describes the so-called loss
of derivatives.

Global condition

The next idea goes back to [5]. The authors supposed the so-called LogLip-property,
that is, the coefficients akl satisfy

|akl(t1)− akl(t2)| ≤ C|t1 − t2| | ln |t1 − t2| | for all t1, t2 ∈ [0, T ], t1 6= t2 .
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More precisely, the authors used the condition

T−τ∫

0

|akl(t + τ)− akl(t)|dt ≤ C τ(| ln τ | + 1) for τ ∈ (0, T/2] .

Under this condition well-posedness in C∞ was proved.

As far as the author knows there is no classification of LogLip-behaviour with
respect to the related loss of derivatives. He expects the following classification for
solutions of the Cauchy problem u t t−a(t)ux x = 0, u(0, x) = ϕ(x), ut(0, x) = ψ(x):

Let us suppose |a(t1)−a(t2)| ≤ C|t1− t2| | ln |t1− t2||γ for all t1, t2 ∈ [0, T ], t1 6=
t2. Then the energy estimates Es−s0(u)(t) ≤ C Es(u)(0) should hold, where

• s0 = 0 if γ = 0 ,

• s0 is arbitrary small and positive if γ ∈ (0, 1) ,

• s0 is positive if γ = 1 ,

• there is no positive constant s0 if γ > 1 (infinite loss of derivatives).

The statement for γ = 0 can be found in [5]. The counter-example from [9] implies
the statement for γ > 1.

OPEN PROBLEM 1. Prove the above statement for γ ∈ (0, 1)!

OPEN PROBLEM 2. The results of [9] show that γ = 1 gives a finite loss of deriva-
tives. Do we have a concrete example which shows that the solution has really a finite
loss of derivatives?

We already mentioned the paper [9]. In this paper the authors studied strictly hy-
perbolic Cauchy problems with coefficients of the principal part depending LogLip on
spatial and time variables.

• If the principal part is as in (1.1) but with an elliptic operator in divergence form,
then the authors derive energy estimates depending on a suitable low energy of
the data and of the right-hand side.

• If the principal part is as in (1.1) but with coefficients which are B∞ in x and
LogLip in t , then the energy estimates depending on arbitrary high energy of the
data and of the right-hand side.

• In all these energy estimates which exist for t ∈ [0, T ∗], where T ∗ is a suitable
positive constant independent of the regularity of the data and right-hand side,
the loss of derivatives depends on t .

It is clear, that these energy estimates are an important tool to prove (locally in t) well-
posedness results.



Hyperbolic equations with non-Lipschitz coefficients 141

Local condition

A second possibility to weaken the Lip-property with respect to t goes back to [6].
Under the assumptions

a ∈ C[0, T ] ∩ C1(0, T ], |ta′(t)| ≤ C for t ∈ (0, T ],(3)

the authors proved a C∞ well-posedness result for ut t − a(t)ux x = 0, u(0, x) =
ϕ(x), ut(0, x) = ψ(x) (even for more general Cauchy problems). They observed the
effect of a finite loss of derivatives.

REMARK 3. Let us compare the local condition with the global one from the pre-
vious section. If a = a(t) ∈ LogLip[0, T ], then the coefficient may have an irregular
behaviour (in comparison with the Lip-property) on the whole interval [0, T ]. In (3)
the coefficient has an irregular behaviour only at t = 0. Away from t = 0 it belongs to
C1. Coefficients satisfying (3) don’t fulfil the non-local condition

T−τ∫

0

|a(t + τ)− a(t)|dt ≤ Cτ(| ln τ | + 1) for τ ∈ (0, T/2] .

We will prove the next theorem by using the energy method and the following gener-
alization of Gronwall’s inequality to differential inequalities with singular coefficients.
The method of proof differs from that of [6].

LEMMA 1 (LEMMA OF NERSESJAN [21]). Let us consider the differential in-
equality

y′(t) ≤ K (t)y(t)+ f (t)

for t ∈ (0, T ), where the functions K = K (t) and f = f (t) belong to C(0, T ], T > 0.
Under the assumptions

•
δ∫

0
K (τ )dτ = ∞ ,

T∫
δ

K (τ )dτ <∞ ,

• lim
δ→+0

t∫
δ

exp

( t∫
s

K (τ )dτ

)
f (s)ds exists,

• lim
δ→+0

y(δ) exp

(
t∫
δ

K (τ )dτ

)
= 0

for all δ ∈ (0, t) and t ∈ (0, T ], every solution belonging to C[0, T ]∩C 1(0, T ] satisfies

y(t) ≤
t∫

0

exp
( t∫

s

K (τ )dτ
)

f (s)ds .
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THEOREM 7. Let us consider the strictly hyperbolic Cauchy problem

ut t − a(t)ux x = 0, u(0, x) = ϕ(x), ut(0, x) = ψ(x) ,
where a = a(t) satisfies with γ ≥ 0 the conditions

a ∈ C[0, T ] ∩ C1(0, T ], |tγ a′(t)| ≤ C for t ∈ (0, T ] .(4)

Then this Cauchy problem is C∞ well-posed iff γ ∈ [0, 1]. If

• γ ∈ [0, 1), then we have no loss of derivatives, that is, the energy inequalities
Es(u)(t) ≤ Cs Es(u)(0) hold for s ≥ 0;

• γ = 1, then we have a finite loss of derivatives, that is, the energy inequalities
Es−s0(u)(t) ≤ Cs Es(u)(0) hold for large s with a positive constant s0.

Proof. The proof will be divided into several steps.

Step 1. Cone of dependence
Let u ∈ C2([0, T ],C∞(R)) be a solution of the Cauchy problem. If χ = χ(x) ∈
C∞0 (R) and χ ≡ 1 on [x0− ρ, x0 + ρ], then v = χ u ∈ C2([0, T ],A′) is a solution of

vt t − a(t)vx x = f (t, x) , v(0, x) = ϕ̃(x), vt (0, x) = ψ̃(x) ,
where ϕ̃, ψ̃ ∈ C∞0 (R) and f ∈ C([0, T ],A′). Due to Theorem 5 we know that v =

v(t, x) is uniquely determined in {(t, x) ∈ [0, T ]× Rn : |x − x0| < ρ −
t∫

0

√|a(s)|ds}.
Hence, u is uniquely determined in this set, too. This implies ϕ ≡ ψ ≡ 0 on [x0 −
ρ, x0+ρ] gives u ≡ 0 in this set. It remains to derive an energy inequality (see Section
3.1).

Step 2. The statement for γ ∈ [0, 1)
If γ ∈ [0, 1), then

T−τ∫

0

∣∣∣∣
a(t + τ)− a(t)

τ

∣∣∣∣ dt ≤
T−τ∫

0

|a′(θ(t, τ ))|dt ≤
T−τ∫

0

C

tγ
dt ≤ C .

Thus the results from [5] are applicable.

Step 3. The statement for γ > 1
From the results of [6], we understand, that there is no C∞ well-posedness for γ > 1.
One can only prove well-posedness in suitable Gevrey spaces. Now let us consider the
remaining case γ = 1.

Step 4. A family of auxiliary problems
We solve the next family of auxiliary problems:

u(0)t t = 0 , u(0)(0, x) = ϕ(x) , u(0)t (0, x) = ψ(x) ,
u(1)t t = a(t)u(0)x x , u(1)(0, x) = u(1)t (0, x) = 0 ,

u(2)t t = a(t)u(1)x x , u(2)(0, x) = u(2)t (0, x) = 0 , · · · ,
u(r)t t = a(t)u(r−1)

x x , u(r)(0, x) = u(r)t (0, x) = 0 .
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For the solution of our starting problem we choose the representation u =
r∑

k=0
u(k)+ v.

Then v solves the Cauchy problem vt t − a(t)vx x = a(t)u(r)x x , v(0, x) = vt (0, x) = 0 .
Now let us determine the asymptotic behaviour of u(r) near t = 0. We have

|u(0)(t, x)| ≤ |ϕ(x)| + t|ψ(x)| , |u(1)(t, x)| ≤ C t2(|ϕx x(x)| + t|ψx x(x)|),
|u(2)(t, x)| ≤ C t4(|∂4

xϕ| + t|∂4
xψ|)

and so on.

LEMMA 2. If ϕ ∈ H s+1 , ψ ∈ H s, then u(k) ∈ C2([0, T ], H s−2k) and
‖u(k)‖C([0,t],H s−2k) ≤ Ck t2k for k = 0, · · · , r and s ≥ 2r + 2.

Step 5. Application of Nersesjan’s lemma
Now we are interested in deriving an energy inequality for a given solution v = v(t, x)
to the Cauchy problem

vt t − a(t)vx x = a(t)u(r)x x , v(0, x) = vt (0, x) = 0 .

Defining the usual energy we obtain

E ′(v)(t) ≤ Ca|a′(t)| E(v)(t)+ E(v)(t) + C‖u(r)x x (t, ·)‖2L2(R)

≤ Ca

t
E(v)(t) + E(v)(t)+ Ca‖u(r)x x (t, ·)‖2L2(R)

≤ Ca

t
E(v)(t) + E(v)(t)+ Ca,r t4r .

If 4r > Ca (Ca depends on a = a(t) only), then Lemma 1 is applicable with y(t) =
E(v)(t), K (t) = Ca

t and f (t) = Ca,r t4r . It follows that E(v)(t) ≤ Ca,r t4r .

LEMMA 3. If v is a solution of the above Cauchy problem which has an energy,
then this energy fulfils E(v)(t) ≤ Ca,r t4r .

Step 6. Existence of a solution
To prove the existence we consider for ε > 0 the auxiliary Cauchy problems

vt t − a(t + ε)vx x = a(t)u(r)x x ∈ C([0, T ], L2(R)) ,

with homogeneous data. Then aε = aε(t) = a(t + ε) ∈ C1[0, T ]. For solutions
vε ∈ C1([0, T ], L2(R)) which exist from strictly hyperbolic theory, the same energy
inequality from the previous step holds. Usual convergence theorems prove the exis-
tence of a solution v = v(t, x). The loss of derivatives is s0 = 2r + 2. All statements
of our theorem are proved.

�
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A refined classification of oscillating behaviour

Let us suppose more regularity for a, let us say, a ∈ L∞[0, T ] ∩ C2(0, T ]. The higher
regularity allows us to introduce a refined classification of oscillations.

DEFINITION 2. Let us assume additionally the condition

|a(k)(t)| ≤ Ck

(
1

t

(
ln

1

t

)γ)k

, for k = 1, 2 .(5)

We say, that the oscillating behaviour of a is

• very slow if γ = 0 ,

• slow if γ ∈ (0, 1) ,

• fast if γ = 1 ,

• very fast if condition (3.3) is not satisfied for γ = 1 .

EXAMPLE 1. If a = a(t) = 2+ sin
(

ln 1
t

)α
, then the oscillations produced by the

sin term are very slow (slow, fast, very fast) if α ≤ 1 (α ∈ (1, 2), α = 2, α > 2).

Now we are going to prove the next result yielding a connection between the type
of oscillations and the loss of derivatives which appears. The proof uses ideas from
the papers [7] and [14]. The main goal is the construction of WKB-solutions. We
will sketch our approach, which is a universal one in the sense, that it can be used to
study more general models from non-Lipschitz theory, weakly hyperbolic theory and
the theory of L p − Lq decay estimates.

THEOREM 8. Let us consider

ut t − a(t)ux x = 0 , u(0, x) = ϕ(x) , ut(0, x) = ψ(x) ,

where a = a(t) satisfies the condition (5), and the data ϕ , ψ belong to H s+1, H s

respectively. Then the following energy inequality holds:

E(u)(t) |H s−s0 ≤ C(T )E(u)(0) |H s for all t ∈ (0, T ] ,(6)

where

• s0 = 0 if γ = 0,

• s0 is an arbitrary small positive constant if γ ∈ (0, 1),

• s0 is a positive constant if γ = 1,

• there does not exist a positive constant s0 satisfying (6) if γ > 1, that is, we have
an infinite loss of derivatives.
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Proof. The proof will be divided into several steps. Without loss of generality we can
suppose that T is small. After partial Fourier transformation we obtain

vt t + a(t)ξ2v = 0 , v(0, ξ) = ϕ̂(ξ) , vt (0, ξ) = ψ̂(ξ) .(7)

Step 1. Zones
We divide the phase space {(t, ξ) ∈ [0, T ]×R : |ξ | ≥ M} into two zones by using the
function t = tξ which solves tξ 〈ξ 〉 = N(ln〈ξ 〉)γ . The constant N is determined later.
Then the pseudo-differential zone Z pd(N), hyperbolic zone Zhyp(N), respectively, is
defined by

Z pd(N) = {(t, ξ) : t ≤ tξ }, Zhyp(N) = {(t, ξ) : t ≥ tξ } .

Step 2. Symbols
To given real numbers m1,m2 ≥ 0, r ≤ 2, we define

Sr {m1,m2} = {d = d(t, ξ) ∈ L∞([0, T ]× R) :

|Dk
t Dα

ξ d(t, ξ)| ≤ Ck,α〈ξ 〉m1−|α|
(

1

t

(
ln

1

t

)γ)m2+k

, k ≤ r, (t, ξ) ∈ Zhyp(N)}.

These classes of symbols are only defined in Zhyp(N).

Properties:

• Sr+1{m1,m2} ⊂ Sr {m1,m2};

• Sr {m1 − p,m2} ⊂ Sr {m1,m2} for all p ≥ 0;

• Sr {m1 − p,m2 + p} ⊂ Sr {m1,m2} for all p ≥ 0, this follows from the
definition of Zhyp(N);

• if a ∈ Sr {m1,m2} and b ∈ Sr {k1, k2}, then a b ∈ Sr {m1 + k1,m2 + k2};
• if a ∈ Sr {m1,m2}, then Dt a ∈ Sr−1{m1,m2 + 1}, and Dα

ξ a ∈ Sr {m1 −
|α|,m2}.

Step 3. Considerations in Z pd(N)
Setting V = (ξv, Dt v)

T the equation from (7) can be transformed to the system of first
order

Dt V =
(

0 ξ

a(t)ξ 0

)
V =: A(t, ξ)V .(8)

We are interested in the fundamental solution X = X (t, r, ξ) to (8) with X (r, r, ξ) = I
(identity matrix). Using the matrizant we can write X in an explicit way by

X (t, r, ξ) = I +
∞∑

k=1

i k

t∫

r

A(t1, ξ)

t1∫

r

A(t2, ξ) · · ·
tk−1∫

r

A(tk, ξ)dtk · · · dt1 .
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The norm ‖A(t, ξ)‖ can be estimated by C〈ξ 〉. Consequently

tξ∫

0

‖A(s, ξ)‖ds ≤ Ctξ 〈ξ 〉 = CN (ln〈ξ 〉)γ .

The solution of the Cauchy problem to (8) with V (0, ξ) = V0(ξ) can be represented in
the form V (t, ξ) = X (t, 0, ξ)V0(ξ). Using

‖X (t, 0, ξ)‖ ≤ exp(

t∫

0

‖A(s, ξ)‖ds) ≤ exp(CN (ln〈ξ 〉)γ )

the next result follows.

LEMMA 4. The solution to (8) with Cauchy condition V (0, ξ) = V0(ξ) satisfies in
Z pd(N) the energy estimate

|V (t, ξ)| ≤ exp(CN (ln〈ξ 〉)γ )|V0(ξ)| .
REMARK 4. In Z pd(N) we are near to the line t = 0, where the derivative of

the coefficient a = a(t) has an irregular behaviour. It is not a good idea to use the
hyperbolic energy (

√
a(t)ξ v, Dtv) there because of the “bad” behaviour of a ′ = a′(t).

To avoid this fact we introduce the energy (ξ v, Dtv).

Step 4. Two steps of diagonalization procedure
Substituting V := (

√
a(t)ξ v, Dtv)

T (hyperbolic energy) brings the system of first
order

Dt V −
(

0
√

a(t)ξ√
a(t)ξ 0

)
V − Dt a

2a

(
1 0
0 0

)
V = 0 .(9)

The first matrix belongs to the symbol class S2{1, 0}, the second one belongs to

S1{0, 1}. Setting V0 := MV, M = 1
2

(
1 −1
1 1

)
, this system can be transformed to

the first order system

Dt V0 − M

(
0

√
a(t)ξ√

a(t)ξ 0

)
M−1V0 − M

Dt a

2a

(
1 0
0 0

)
M−1V0 = 0 ,

Dt V0 −
(
τ1 0
0 τ2

)
V0 −

Dta

4a

(
0 1
1 0

)
V0 = 0 ,

where τ1/2 := ∓√a(t)ξ + 1
4

Dt a
a . Thus we can write this system in the form Dt V0 −

DV0 − R0V0 = 0, where

D :=
(
τ1 0
0 τ2

)
∈ S1{1, 0} ; R0 =

1

4

Dt a

a

(
0 1
1 0

)
∈ S1{0, 1} .
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This step of diagonalization is the diagonalization of our starting system (9) modulo
R0 ∈ S1{0, 1}.

Let us set

N
(1) := −1

4

Dt a

a

(
0 1

τ1−τ2
1

τ2−τ1
0

)
= Dt a

8a3/2ξ

(
0 1
−1 0

)
.

Then the matrix N1 := I +N (1) is invertible in Zhyp(N) for sufficiently large N . This
follows from the definition of Zhyp(N), from

‖N1 − I‖ = ‖N (1)‖ ≤ Ca
1

t|ξ |

(
ln

1

t

)γ
≤ Ca

N

(
ln 1

t

ln〈ξ 〉

)γ
≤ Ca

N
≤ 1

2
,

if N is large, and from

ln〈ξ 〉 − ln
1

t
≥ ln N + ln(ln〈ξ 〉)γ .

We observe that on the one hand DN1 − N1D = R0 and on the other hand (Dt −
D − R0)N1 = N1(Dt − D − R1), where R1 := −N−1

1 (DtN
(1) − R0N

(1)). Taking
account of N (1) ∈ S1{−1, 1}, N1 ∈ S1{0, 0} and R1 ∈ S0{−1, 2} the transformation
V0 =: N1V1 gives the following first order system:

Dt V1 −DV1 − R1V1 = 0 , D ∈ S1{1, 0} , R1 ∈ S0{−1, 2} .

The second step of diagonalization is the diagonalization of our starting system (9)
modulo R1 ∈ S0{−1, 2}.
Step 5. Representation of solution of the Cauchy problem
Now let us devote to the Cauchy problem

Dt V1 −DV1 − R1V1 = 0 ,

(10)

V1(tξ , ξ) = V1,0(ξ) := N−1
1 (tξ , ξ)M V (tξ , ξ).

If we have a solution V1 = V1(t, ξ) in Zhyp(N), then V = V (t, ξ) =
M−1 N1(t, ξ)V1(t, ξ) solves (9) with given V (tξ , ξ) on t = tξ .
The matrix-valued function

E2(t, r, ξ) :=




exp

(
i

t∫
r
(−√a(s)ξ + Dsa(s)

4a(s) )ds

)
0

0 exp

(
i

t∫
r
(
√

a(s)ξ + Dsa(s)
4a(s) )ds

)




solves the Cauchy problem (Dt − D)E(t, r, ξ) = 0, E(r, r, ξ) = I . We define the
matrix-valued function H = H (t, r, ξ), t, r ≥ tξ , by

H (t, r, ξ) := E2(r, t, ξ)R1(t, ξ)E2(t, r, ξ) .
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Using the fact that
t∫

r

∂sa(s)
4a(s) ds = ln a(s)1/4 |tr (this integral depends only on a, but is

independent of the influence of a ′) the function H satisfies in Zhyp(N) the estimate

‖H (t, r, ξ)‖ ≤ C

〈ξ 〉

(
1

t

(
ln

1

t

)γ)2

.(11)

Finally, we define the matrix-valued function Q = Q(t, r, ξ) is defined by

Q(t, r, ξ) :=
∞∑

k=1

i k

t∫

r

H (t1, r, ξ)dt1

t1∫

r

H (t2, r, ξ)dt2 · · ·
tk−1∫

r

H (tk, r, ξ)dtk .

The reason for introducing the function Q is that

V1 = V1(t, ξ) := E2(t, tξ , ξ)(I + Q(t, tξ , ξ))V1,0(ξ)

represents a solution to (10).

Step 6. Basic estimate in Zhyp(N)

Using (11) and the estimate
t∫

tξ
‖H (s, tξ , ξ)‖ds ≤ CN (ln〈ξ 〉)γ we get from the repre-

sentation for Q immediately

‖Q(t, tξ , ξ)‖ ≤ exp
( t∫

tξ

‖H (s, tξ , ξ)‖ds
)
≤ exp(CN (ln〈ξ 〉)γ ) .(12)

Summarizing the statements from the previous steps gives together with (12) the next
result.

LEMMA 5. The solution to (9) with Cauchy condition on t = tξ satisfies in
Zhyp(N) the energy estimate

|V (t, ξ)| ≤ C exp(CN (ln〈ξ 〉)γ )|V (tξ , ξ)| .

Step 7. Conclusions
From Lemmas 4 and 5 we conclude

LEMMA 6. The solution v = v(t, ξ) to

vt t + a(t)ξ2v = 0 , v(0, ξ) = ϕ̂(ξ) , vt(0, ξ) = ψ̂(ξ)

satisfies the a-priori estimate
∣∣∣∣
(
ξ v(t, ξ)
vt (t, ξ)

)∣∣∣∣ ≤ C exp(CN (ln〈ξ 〉)γ )
∣∣∣∣
(
ξ ϕ̂(ξ)

ψ̂(ξ)

)∣∣∣∣

for all (t, ξ) ∈ [0, T ]× R.
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The statement of Lemma 6 proves the statements of Theorem 8 for γ ∈ [0, 1]. The
statement for γ > 1 follows from Theorem 9 (see next chapter) if we choose in this
theorem ω(t) = lnq C(q)

t with q ≥ 2 .

�

REMARKS

1) From Theorem 5 and 8 we conclude the C∞ well-posedness of the Cauchy problem

ut t − a(t)ux x = 0 , u(0, x) = ϕ(x) , ut (0, x) = ψ(x),

under the assumptions a ∈ L∞[0, T ] ∩ C2(0, T ] and (5) for γ ∈ [0, 1].
2) Without any new problems all the results can be generalized to

ut t −
n∑

k,l=1

akl(t)uxk xl = 0 , u(0, x) = ϕ(x), ut (0, x) = ψ(x),

with corresponding assumptions for akl = akl(t).
3) If we stop the diagonalization procedure after the first step, then we have to assume
in Theorem 8 the condition (4). Consequently, we proposed another way to prove the
results of Theorem 7. This approach was used in [6].

OPEN PROBLEM 3. In this section we have given a very effective classification of
oscillations under the assumption a ∈ L∞[0, T ] ∩ C2(0, T ]. At the moment it does
not seem to be clear what kind of oscillations we have if a ∈ L∞[0, T ] ∩ C1(0, T ]

satisfies |a′(t)| ≤ C 1
t

(
ln 1

t

)γ
, γ > 0. If γ = 0, we have a finite loss of derivatives.

What happens if γ > 0? To study this problem we have to use in a correct way the low
regularity C1(0, T ] (see next chapters).

OPEN PROBLEM 4. Let us consider the strictly hyperbolic Cauchy problem

ut t + b(t)uxt − a(t)ux x = 0 , u(0, x) = ϕ(x), ut(0, x) = ψ(x) .

Does the existence of a mixed derivative of second order change the classification
of oscillations from Definition 3.1? From the results of [1] we know that a, b ∈
LogLip [0, T ] implies C∞ well-posedness of the above Cauchy problem.

REMARK 5. Mixing of different non-regular effects
The survey article [11] gives results if we mix the different non-regular effects of
Hölder regularity of a = a(t) on [0, T ] and L p integrability of a weighted deriva-
tive on [0, T ]. Among all these results we mention only that one which guarantees C∞

well-posedness of

ut t − a(t)ux x = 0 , u(0, x) = ϕ(x) , ut (0, x) = ψ(x),

namely, a = a(t) satisfies tq∂ta ∈ L p(0, T ) for q + 1/p = 1.
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4. Hirosawa’s counter-example

To end the proof of Theorem 8 we cite a result from [7] which explains that very fast
oscillations have a deteriorating influence on C∞ well-posedness.

THEOREM 9. [see [7]] Let ω : (0, 1/2] → (0,∞) be a continuous, decreasing
function satisfying limω(s) = ∞ for s → +0 and ω(s/2) ≤ c ω(s) for all s ∈
(0, 1/2]. Then there exists a function a ∈ C∞(R \ {0}) ∩ C0(R) with the following
properties:

• 1/2 ≤ a(t) ≤ 3/2 for all t ∈ R;

• there exists a suitable positive T0 and to each p a positive constant C p such that

|a(p)(t)| ≤ C pω(t)
(1

t
ln

1

t

)p
for all t ∈ (0, T0) ;

• there exist two functions ϕ and ψ from C∞(R) such that the Cauchy problem
ut t − a(t)ux x = 0, u(0, x) = ϕ(x), ut(0, x) = ψ(x), has no solution in
C0([0, r), D′(R)) for all r > 0.

The coefficient a = a(t) possesses the regularity a ∈ C∞(R \ {0}). To attack
the open problem 3 it is valuable to have a counter-example from [14] with lower
regularity a ∈ C2(R \ {0}). To understand this counter-example let us devote to the
Cauchy problem

uss − b
(
(ln

1

s
)q
)2
4 u = 0 , (s, x) ∈ (0, 1]× Rn ,

(13)

u(1, x) = ϕ(x), us(1, x) = ψ(x), x ∈ Rn .

Then the results of [14] imply the next statement.

THEOREM 10. Let us suppose that b = b(s) is a positive, 1-periodic, non-constant
function belonging to C2. If q > 2, then there exist data ϕ,ψ ∈ C∞(Rn) such that
(13) has no solution in C2([0, 1],D′(Rn)).

Proof. We divide the proof into several steps.
Due to the cone of dependence property it is sufficient to prove H∞ well-posedness.
We will show that there exist positive real numbers sξ = s(|ξ |) tending to 0 as |ξ | tends
to infinity and data ϕ,ψ ∈ H∞(Rn) such that with suitable positive constants C1,C2,

and C3,

|ξ | |û(sξ , ξ)| + |ûs(sξ , ξ)| ≥ C1|ξ |
1
2 exp(C2(ln C3|ξ |)γ ) .

Here 1 < γ < q − 1. This estimate violates H∞ well-posedness of the Cauchy
problem (13). The assumption b ∈ C2 guarantees that a unique solution u ∈
C2((0, T ], H∞(Rn)) exists.
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Step 1. Derivation of an auxiliary Cauchy problem
After partial Fourier transformation we get from (13)

vss + b
(
(ln

1

s
)q
)2
|ξ |2v = 0 , (s, ξ) ∈ (0, 1]× Rn ,

v(1, ξ) = ϕ̂(ξ) , vs(1, ξ) = ψ̂(ξ) , ξ ∈ Rn ,

where v(s, ξ) = û(s, ξ). Let us define w = w(t, ξ) := τ(t)
1
2 v(s(t), ξ), where t =

t (s) := (ln 1
s )

q, τ = τ(t) := − dt
ds (s(t)) and s = s(t) denotes the inverse function to

t = t (s). Then w is a solution to the Cauchy problem

wt t + b(t)2λ(t, ξ)w = 0 , (t, ξ) ∈ [t (1),∞)× Rn ,

w(t (1), ξ) = τ(t (1)) 1
2 ϕ̂(ξ) , wt (t (1), ξ) = τ(t (1))−

1
2 (

1

2
τt(t (1))ϕ̂(ξ)− ψ̂(ξ)),

where λ = λ(t, ξ) = λ1(t, ξ)+ λ2(t), and

λ1(t, ξ) =
|ξ |2
τ(t)2

, λ2(t) =
θ(t)

b(t)2τ(t)2
, θ = τ ′2 − 2τ ′′τ .

Simple calculations show that τ(t) = q t
q−1

q exp(t
1
q ) and θ(t) ≈ − exp(2t

1
q ). Hence,

lim
t→∞ λ2(t) = 0. Let λ0 be a positive real number, and let us define tξ = tξ (λ0) by the

definition λ(tξ , ξ) = λ0. It follows from previous calculations that lim
|ξ |→∞

tξ = ∞.

Using the mean value theorem we can prove the following result.

LEMMA 7. There exist positive constants C and δ such that

|λ1(t, ξ)− λ1(t − d, ξ)| ≤ C d
τ ′(t)
τ (t)

λ1(t, ξ) , |λ2(t)− λ2(t − d)| ≤ C
τ ′(t)
τ (t)

for any 0 ≤ d ≤ δ τ (t)
τ ′(t) . In particular, we have

|λ(tξ , ξ)− λ(tξ − d, ξ)| ≤ Cd
τ ′(tξ )
τ (tξ )

λ(tξ , ξ) , 1 ≤ d ≤ δ τ(tξ )
τ ′(tξ )

.

We have the hope that properties of solutions of wt t + b(t)2λ(t, ξ)w = 0 are not
“far away” from properties of solutions of wt t + b(t)2λ(tξ , ξ)w = 0. For this reason
let us study the ordinary differential equation wt t + λ0b(t)2w = 0.

Step 2. Application of Floquet’s theory
We are interested in the fundamental solution X = X (t, t0) as the solution to the
Cauchy problem

d

dt
X =

(
0 −λ0b(t)2

1 0

)
X , X (t0, t0) =

(
1 0
0 1

)
.(14)

It is clear that X (t0 + 1, t0) is independent of t0 ∈ N.
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LEMMA 8 (FLOQUET’S THEORY). Let b = b(t) ∈ C2, 1-periodic, positive and
non-constant. Then there exists a positive real number λ0 such that λ0 belongs to an
interval of instability for wt t + λ0b(t)2w = 0, that is, X (t0+ 1, t0) has eigenvaluesµ0
and µ−1

0 satisfying |µ0| > 1.

Let us define for tξ ∈ N the matrix

X (tξ + 1, tξ ) =
(

x11 x12
x21 x22

)
.

According to Lemma 8 the eigenvalues of this matrix are µ0 and µ−1
0 . We suppose

|x11 − µ0| ≥
1

2
|µ0 − µ−1

0 | .(15)

Then we have |x22 − µ−1
0 | ≥ 1

2 |µ0 − µ−1
0 |, too.

Step 3. A family of auxiliary problems
For every non-negative integer n we shall consider the equation

wt t + λ(tξ − n + t, ξ)b(tξ + t)2w = 0.(16)

It can be written as a first-order system which has the fundamental matrix Xn =
Xn(t, t0) solving the Cauchy problem

dt X = An X , X (t0, t0) = I

(17)

An = An(t, ξ) =
(

0 −λ(tξ − n + t, ξ)b(tξ + t)2

1 0

)
.

LEMMA 9. There exist positive constants C and δ such that

max
t2,t1∈[0,1]

‖Xn(t2, t1)‖ ≤ eC λ0

for 0 ≤ n ≤ δ τ (tξ )
τ ′(tξ ) and tξ large.

Proof. The fundamental matrix Xn has the following representation:

Xn(t2, t1) = I +
∞∑

j=1

t2∫

t1

An(r1, ξ)

r1∫

t1

An(r2, ξ) · · ·
r j−1∫

t1

An(r j , ξ)dr j · · · dr1 .

By Lemma 7 we have

max
t2,t1∈[0,1]

‖Xn(t2, t1)‖ ≤ exp(1+ b2
1(λ1(tξ − n, ξ) + sup

t(1)≤t
|λ2(t)|))

= exp(1+ b2
1(λ1(tξ − n, ξ)− λ1(tξ , ξ)+ λ0 − λ2(tξ )+ sup

t(1)≤t
|λ2(t)|))

≤ eC λ0
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for large tξ , 0 ≤ n ≤ δ τ (tξ )
τ ′(tξ )

, where b1 = max
[0,1]

b(t).

LEMMA 10. Let η = η(t) be a function satisfying

lim
t→∞ η(t)

τ ′(t)
τ (t)

= 0 .(18)

Then there exist constants C and δ such that ‖Xn(1, 0) − X (tξ + 1, tξ )‖ ≤
C λ0η(tξ )

τ ′(tξ )
τ (tξ )

for 0 ≤ n ≤ δ η(tξ ). Consequently, ‖Xn(1, 0)− X (tξ + 1, tξ )‖ ≤ ε
for any given ε > 0, sufficiently large tξ ∈ N and 0 ≤ n ≤ δ η(tξ ).

Proof. Using the representation of Xn(1, 0) and of X (tξ + 1, tξ ), then the application
of Lemma 7 to ‖Xn(1, 0)− X (tξ + 1, tξ )‖ gives

‖Xn(1, 0)− X (tξ + 1, tξ )‖ ≤ C λ0(n + 1)
τ ′(tξ )
τ (tξ )

exp(C λ0(n + 1)
τ ′(tξ )
τ (tξ )

)

≤ C λ0(δ η(tξ )+ 1)
τ ′(tξ )
τ (tξ )

exp(C λ0(δ η(tξ )+ 1)
τ ′(tξ )
τ (tξ )

)→ 0

for tξ →∞ and 1 ≤ n ≤ δ η(tξ ).

Repeating the proofs of Lemmas 9 and 10 gives the following result.

LEMMA 11. There exist positive constants C and δ such that

‖Xn+1(1, 0)− Xn(1, 0)‖ ≤ C λ0
τ ′(tξ − n)

τ (tξ − n)

for 1 ≤ n ≤ δ η(tξ ) and large ξ .

We will later choose η = η(t) ∼ tα with α ∈
(

1
2 ,

q−1
q

)
. That the interval is

non-empty follows from the assumptions of our theorem. If we denote Xn(1, 0) =(
x11(n) x12(n)
x21(n) x22(n)

)
, then the statements of Lemmas 8 and 10 imply

• |µn − µ0| ≤ ε, where µn and µ−1
n are the eigenvalues of Xn(1, 0);

• |µn| ≥ 1+ ε for ε ≤ (|µ0| − 1)/2;

• |x11(n)− µn| ≥ 1
4 |µ0 − µ−1

0 | , |x22(n)− µ−1
n | ≥ 1

4 |µ0 − µ−1
0 |.

From Lemma 11 we conclude

• |xi j (n + 1)− xi j (n)| ≤ C λ0
τ ′(tξ−n)
τ (tξ−n) . This implies
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• |µn+1 − µn| ≤ C λ0
τ ′(tξ−n)
τ (tξ−n) .

Step 4. An energy estimate from below

LEMMA 12. Let n0 satisfy 0 ≤ n0 ≤ δ η(tξ ) ≤ n0 + 1. Then there exist positive
constants C0 and C1 such that the solution w = w(t, ξ) to

wt t + b(t)2λ(t, ξ)w = 0,

w(tξ − n0 − 1, ξ) = 1 , wt (tξ − n0 − 1, ξ) = x12(n0)

µn0 − x11(n0)

satisfies

|w(tξ , ξ)| + |wt(tξ , ξ)| ≥ C0 exp(C1 η(tξ ))(19)

for large ξ and η = η(t) fulfilling (18).

Proof. The functionw = w(tξ − n0 + t, ξ) satisfies (16) with n = n0. It follows that

(
d
dt w(tξ , ξ)
w(tξ , ξ)

)
= X1(1, 0)X2(1, 0) · · ·

· · · Xn0−1(1, 0)Xn0(1, 0)

(
d
dt w(tξ − n0, ξ)

w(tξ − n0, ξ)

)
.

The matrix

Bn =
( x12(n)

µn−x11(n)
1

1 x21(n)
µ
−1
n −x22(n)

)

is a diagonalizer for Xn(1, 0), that is, Xn(1, 0)Bn = Bn diag (µn, µ
−1
n ). Since

det Xn(1, 0) = 1 and trace of Xn(1, 0) is µn + µ−1
n we get det Bn = µn−µ−1

n

µ
−1
n −x22(n)

. Us-

ing the properties of µn from the previous step we conclude | det Bn| ≥ C > 0 for all
0 < n ≤ δ η(tξ ). Moreover, by Lemma 9 we have |xi j (n)| ≤ C , ‖Bn‖ + ‖B−1

n ‖ ≤ C
for all 0 < n ≤ δ η(tξ ). All constants C are independent of n. These estimates lead to

‖B−1
n−1 Bn − I‖ = ‖B−1

n−1(Bn − Bn−1)‖ ≤ C λ0
τ ′(tξ − n)

τ (tξ − n)
(20)
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for large tξ . If we denote Gn := B−1
n−1 Bn − I , then we can write

X1(1, 0)X2(1, 0) · · · Xn0−1(1, 0)Xn0(1, 0)

= B1

(
µ1 0
0 µ−1

1

)
B−1

1 B2

(
µ2 0
0 µ−1

2

)

B−1
2 B3 · · · B−1

n0−1 Bn0

(
µn0 0
0 µ−1

n0

)
B−1

n0

= B1

(
µ1 0
0 µ−1

1

)
(I + G2)

(
µ2 0
0 µ−1

2

)

(I + G3) · · · (I + Gn0)

(
µn0 0

0 µ−1
n0

)
B−1

n0
.

We shall show that the (1, 1) element y11 of the matrix

(
µ1 0
0 µ−1

1

)
(I + G2)

(
µ2 0
0 µ−1

2

)
(I + G3) · · ·

· · · (I + Gn0)

(
µn0 0
0 µ−1

n0

)

can be estimated with suitable positive constants C0 and C1 by C0 exp(C1η(tξ )). It is
evident from (20) that

|y11 −
n0∏

n=1

µn| ≤ C
n0∏

n=1

|µn|
n0∑

n=1

τ ′(tξ − n)

τ (tξ − n)

for large tξ . We have

n0∑

n=1

τ ′(tξ − n)

τ (tξ − n)
≤

δ η(tξ )∫

0

τ ′(tξ − t − 1)

τ (tξ − t − 1)
dt ≤ ln

τ(tξ − 1)

τ (tξ − δ η(tξ )− 1)

≤ ln

(
1− δ η(tξ )

τ ′(tξ − 1)

τ (tξ − 1)

)−1

→ 0 as tξ →∞ .

Hence, we can find a positive real ν such that

|y11| ≥ (1− ν)
n0∏

n=1

|µn| ≥ (1− ν)(µ0 − ε)n0 ≥ (1− ν)(µ0 − ε)δ η(tξ )−1.

The vector of data on t = tξ − n0 is an eigenvector of Bn0 . Thus the estimate for y11
holds for the vector (dtw(tξ , ξ), w(tξ , ξ))T too. This proves the energy estimate from
below of the lemma.
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Step 5. Conclusion
After choosing sξ = s(tξ ) = exp(−t1/q

ξ ) for large tξ and taking account of wt(t, ξ) =
1
2 τt(t)τ (t)−

1
2 v(s(t), ξ) + τ(t) 1

2 vs(s(t), ξ) we obtain

|w(t (s), ξ)| + |wt(t (s), ξ)|

≤ τ(t (s))
1
2

(
1+ τt(t (s))

2τ(t (s))

)
|v(s, ξ)| + τ(t (s))− 1

2 |vs(s, ξ)|

≤ 2τ(t (s))
1
2 |v(s, ξ)| + τ(t (s))− 1

2 |vs(s, ξ)|

for large ξ . Finally, we use τ(t (s)) ∼ |ξ |. This follows from the definition λ(tξ , ξ) =
λ0 and lim

tξ→∞
λ2(tξ ) = 0. Thus we have shown

|ξ | |û(sξ , ξ)| + |ûs(sξ , ξ)| ≥ C1|ξ |
1
2 exp(C2 η(tξ )) .

The function η(t) = tα satisfies (18) if α < q−1
q . The function tξ behaves as (ln |ξ |)q .

Together these relations give

|ξ | |û(sξ , ξ)| + |ûs(sξ , ξ)| ≥ C1|ξ |
1
2 exp(C2 (ln |ξ |)qα)

≥ C1|ξ |
1
2 exp(C2 (ln |ξ |)γ ) , where γ ∈ (1, q − 1) .

From this inequality we conclude the statement of Theorem 10.

�

REMARK 6. The idea to apply Floquet’s theory to construct a counter-example
goes back to [25] to study C∞ well-posedness for weakly hyperbolic equations. This
idea was employed in connection to L p − Lq decay estimates for solutions of wave
equations with time-dependent coefficients in [24]. The merit of [14] is the application
of Floquet’s theory to strictly hyperbolic Cauchy problems with non-Lipschitz coef-
ficients. We underline that the assumed regularity b ∈ C2 comes from statements of
Floquet’s theory itself. An attempt to consider non-Lipschitz theory, weakly hyperbolic
theory and theory of L p − Lq decay estimates for solutions of wave equations with a
time-dependent coefficient is presented in [23].

5. How to weaken C2 regularity to keep the classification of oscillations

There arises after the results of [6] and [7] the question whether there is something
between the conditions

• a ∈ L∞[0, T ] ∩ C1(0, T ] , |tγ a′(t)| ≤ C for t ∈ (0, T ] ;(21)

• a ∈ L∞[0, T ] ∩ C2(0, T ] , |a(k)(t)| ≤ Ck

(
1

t

(
ln

1

t

)γ)k

(22)

for t ∈ (0, T ], k = 1, 2.
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The paper [15] is devoted to the model Cauchy problem

ut t − a(t, x)4 u = 0 , u(T, x) = ϕ(x), ut(T, x) = ψ(x) ,(23)

where a = a(t, x) ∈ L∞([0, T ], B∞(Rn)) and a0 ≤ a(t, x) with a positive constant
a0.

DEFINITION 3. Definition of admissible space of coefficients. Let T be a positive
small constant, and let γ ∈ [0, 1] and β ∈ [1, 2] be real numbers. We define the
weighted spaces of Hölder differentiable functions 3βγ = 3βγ ((0, T ]) in the following
way:

3βγ ((0, T ]) = {a = a(t, x) ∈ L∞([0, T ], Bk(Rn)) : sup
t∈(0,T ]

‖a(t)‖Bk(Rn)

+ sup
t∈(0,T ]

‖∂t a(t)‖Bk(Rn)

t−1(ln t−1)γ
+ sup

t∈(0,T ]

‖∂t a‖Mβ−1([t,T ],Bk(Rn))

(t−1(ln t−1)γ )β
for all k ≥ 0} ,

where ‖F‖Mβ−1(I ) with a closed interval I is defined by

‖F‖Mβ−1(I ) = sup
s1,s2∈I,s1 6=s2

|F(s1)− F(s2)|
|s1 − s2|β−1

.

• If a satisfies (21) with γ = 1, then a ∈ 31
0.

• If a satisfies (22) with γ ∈ [0, 1], then a ∈ 32
γ .

DEFINITION 4. Space of solutions. Let σ and γ be non-negative real numbers. We
define the exponential-logarithmic scale Hγ,σ by the set of all functions f ∈ L2(Rn)

satisfying

‖ f ‖Hγ,σ :=



∫

Rn

| exp(σ (ln〈ξ 〉)γ ) f̂ (ξ)|2dξ




1/2

<∞ .

In particular, we denote Hγ =
⋃
σ>0

Hγ,σ .

THEOREM 11. Let γ ∈ [0, 1] and β ∈ (1, 2]. If a ∈ 3βγ ((0, T ]), then the Cauchy
problem (23) is well-posed in Hγ on [0, T ], that is, there exist positive constants
Cγ,β , σ and σ ′ with σ ≤ σ ′ such that

‖(∇u(t), ut (t))‖Hγ,σ ≤ Cγ,β‖(∇ϕ,ψ)‖Hγ,σ ′ for all t ∈ [0, T ].

REMARK 7. In the Cauchy problem (23) we prescribe data ϕ and ψ on the hy-
perplane t = T . It is clear from Theorem 4, that a unique solution of the backward
Cauchy problem (23) exists for t ∈ (0, T ]. The statement of Theorem 11 tells us that
in the case of very slow, slow or fast oscillations (γ ∈ [0, 1]), the solution possesses a
continuous extension to t = 0.
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OPEN PROBLEM 5. Try to prove the next statement:
If a = a(t, x) ∈ 3βγ ((0, T ]) with γ > 1 and β ∈ (1, 2), then these oscillations are
very fast oscillations!

The energy inequality from Theorem 11 yields the same connection between the
type of oscillations and the loss of derivatives as Theorem 8.

THEOREM 12. Let us consider the Cauchy problem (23), where a ∈ 3βγ ((0, T ])
with γ ∈ [0, 1] and β ∈ (1, 2]. The data ϕ,ψ belong to H s+1, H s, respectively. Then
the following energy inequality holds:

E(u)(t)
∣∣∣

H s−s0
≤ C(T )E(u)(0)

∣∣∣
H s

for all t ∈ [0, T ] ,

where

• s0 = 0 if γ = 0 (very slow oscillations),

• s0 is an arbitrary small positive constant if γ ∈ (0, 1) (slow oscillations),

• s0 is a positive constant if γ = 1 (fast oscillations).

Proof of Theorem 11. The proof follows that for Theorem 8. But now the coefficient
depends on spatial variables, too. Our main goal is to present modifications to the proof
of Theorem 8.

To Step 2. Symbols
To given real numbers m1,m2 ≥ 0, we define S{m1,m2} and T m1 as follows:

S{m1,m2} = {a = a(t, x, ξ) ∈ L∞loc((0, T ),C∞(R2n)) :

|∂τx ∂ηξ a(t, x, ξ)| ≤ Cτ,η〈ξ 〉m1−|η|
(

1

t

(
ln

1

t

)γ)m2

in Zhyp(N)};

T m1 = {a = a(t, x, ξ) ∈ L∞((0, T ),C∞(R2n)) :

|∂τx ∂ηξ a(t, x, ξ)| ≤ Cτ,η〈ξ 〉m1−|η| in Z pd(N)}.

Regularization
Our goal is to carry out the first two steps of the diagonalization procedure because only
two steps allow us to understand a refined classification of oscillations. But the coeffi-
cient a = a(t, x) doesn’t belong to C2 with respect to t . For this reason we introduce
a regularization aρ of a. Let χ = χ(s) ∈ B∞(R) be an even non-negative function
having its support on (−1, 1). Let this function satisfy

∫
χ(s)ds = 1. Moreover, let

the function µ = µ(r) ∈ B∞[0,∞) satisfy 0 ≤ µ(r) ≤ 1, µ(r) = 1 for r ≥ 2 and
µ(r) = 0 for r ≤ 1. We define the pseudo-differential operator aρ = aρ(t, x, Dx) with
the symbol

aρ(t, x, ξ) = µ
(

t〈ξ 〉
N(ln〈ξ 〉)γ

)
bρ(t, x, ξ)︸ ︷︷ ︸

Zhyp(N)

+
(

1− µ
(

t〈ξ 〉
N(ln〈ξ 〉)γ

))
a0︸︷︷︸

Z pd (N)

,
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where

bρ(t, x, ξ) = 〈ξ 〉
∫

R

a(s, x)χ((t − s)〈ξ 〉)

︸ ︷︷ ︸
regularization of a

ds .

LEMMA 13. The regularization aρ has the following properties:

• aρ(t, x, ξ) ≥ a0;

• aρ(t, x, ξ) ∈ S0
1,0;

• ∂taρ(t, x, ξ) ∈ S{0, 1} ∩ T−∞;

• ∂2
t aρ(t, x, ξ) ∈ S{−β + 2, β} ∩ T−∞;

• a(t, x)− aρ(t, x, ξ) ∈ S{−β, β} ∩ T 0.

To Step 4. Two steps of diagonalization procedure
We start with ut t − a(t, x) 4 u = 0. The vector-valued function U =
(
√

aρ〈Dx 〉u, Dt u)T is a solution of the first order system

(Dt − A0 − B0 − R0)U = 0,

A0 :=
(

0
√

aρ〈Dx 〉√
aρ〈Dx 〉 0

)
,

B0 :=
(

Op
[

Dt aρ
2aρ

]
0

(a − aρ)〈Dx 〉√aρ] 0

)
,

where R0 ∈ S0 uniformly for all t ∈ [0, T ], that is, R0 = R0(t, x, ξ) ∈
L∞([0, T ], S0).
First step of diagonalization, diagonalization modulo L∞([0, T ], S{0, 1} ∩ T 1).
Using the same diagonalizer in the form of a constant matrix we obtain from the above
system

(Dt − A1 − B1 − R1)U1 = 0 ,

A1 := √aρ〈Dx 〉
(

1 0
0 −1

)
,

B1 ∈ L∞([0, T ], S{0, 1} ∩ T 1),

R1 ∈ L∞([0, T ], S0).

REMARK 8. We can split B1 into two parts

B10 := Op

[
Dt aρ
4aρ

](
1 1
1 1

)
,

B11 := 1

2
(a − aρ)〈Dx 〉√aρ

]

(
1 1
−1 −1

)
.
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The second part B11 belongs to S{−β+1, β}∩T 1 for all t ∈ [0, T ]. If β > 1, then this
class is better than S{0, 1} ∩ T 1. We need β > 1 later, to understand that the influence
of B11 is not essential. This is the reason we exclude in Theorem 11 the value β = 1.

Second step of diagonalization, diagonalization modulo
L∞([0, T ], S{−β + 1, β} ∩ T 1)+ L∞([0, T ], S0).

We define the diagonalizer M2 = M2(t, x, Dx ) :=
(

I −p
p I

)
, where p =

p(t, x, ξ) = Dt aρ
8aρ
√

aρ〈ξ 〉 . Then a suitable transformation U2 := M2U1 changes the

above system to

(Dt − A1 − A2 − B2 − R2)U2 = 0 ,

A2 := Op

[
Dt aρ
4aρ

](
1 0
0 1

)
,

B2 ∈ L∞([0, T ], S{−β + 1, β} ∩ T 1),

R2 ∈ L∞([0, T ], S0).

Transformation by an elliptic pseudo-differential operator.

We define M3 = M3(t, x, ξ) := exp

(
−

T∫
t

Dsaρ
4aρ

ds

)(
1 0
0 1

)
. The transformation

U2 := M3U3 gives from the last system (Dt − A1 − B3 − R3)U3 = 0, where B3, R3
belong to the same symbol classes as B2, R2, respectively.

REMARK 9. The last step corresponds to the fact from the proof of Theorem 8,

that
t∫

r

∂sa(s)
4a(s) ds depends only on a.

Application of sharp Gårding’s inequality for matrix-valued operators.
We generalize an idea from [2] to our model problem.

GOAL. Let us find a pseudo-differential operator θ = θ(t, Dx ) in such a way that after

transformation V (t, x) := e
−

T∫
t
θ(s,Dx)ds

U3(t, x) the operator equation (Dt−A1−B3−
R3)U3 = 0 is transformed to (∂t − P0 − P1)V = 0, where we can show that for the
solution V of the Cauchy problem an energy estimate without loss of derivatives holds.

A simple computation leads to

P0 + P1 = i(A1 + B3 + R3)+ θ(t, Dx)I

+ i


e
−

T∫
t
θ(s,Dx)ds

, A + B + R


 e

T∫
t
θ(s,Dx)ds

.

The matrix-valued operator A1 brings no loss of derivatives, here we feel the strict
hyperbolicity. Taking account of the symbol classes for B3, R3 and our strategy due to
Gårding’s inequality that θ = θ(t, ξ) should majorize i(B3(t, x, ξ) + R3(t, x, ξ)) the
symbol of θ should consist at least of two parts:
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• a positive constant K , due to R3 ∈ L∞([0, T ], S0);

• K θ0(t, ξ) := K µ
(

t〈ξ 〉
N(ln〈ξ 〉)γ

)
1

〈ξ 〉β−1

(
1
t

(
ln 1

t

)γ )β

+K
(

1− µ
(

t〈ξ 〉
N(ln〈ξ 〉)γ

))
〈ξ 〉, due to B3 ∈ L∞([0, T ], S{−β + 1, β} ∩ T 1).

It turns out that the symbol of the commutator doesn’t belong to one of these symbol
classes. For this reason we introduce a third part

• K θ1(t, ξ) := K µ
(

t〈ξ 〉
N(ln〈ξ 〉)γ

) (
ln 1

t

)γ
+ K

(
1− µ

(
t〈ξ 〉

N(ln〈ξ 〉)γ
)) (

ln 1
tξ

)γ
.

Defining

• P0 = i(A1 + B3 + R3)+ K (1+ θ0(t, Dx ))I ,

• P1 = K θ1(t, Dx )I + i


e
−

T∫
t
θ(s,Dx)ds

, A1 + B3 + R3


 e

T∫
t
θ(s,Dx)ds

one can show

det

(
P0 + P∗0

2

)
(t, x, ξ) ≥ θ0(t, ξ) ∈ L∞([0, T ], S1

1,0) ,

det

(
P1 + P∗1

2

)
(t, x, ξ) ≥ θ1(t, ξ) ∈ L∞([0, T ], Sεε,0) .

We use the sharp Gårding’s inequality with (see [19]) with

• c0 = 0 , m = 1 , ρ = 1 , δ = 0 for P0 ,

• c0 = 0 , m = ε , ρ = ε , δ = 0 for P1 ,

thus Re(Pku, u) ≥ −Ck ‖u‖2L2
for k = 1, 2. These are the main inequalities for

proving the energy estimate

‖V (t, ·)‖2L2
≤ eCT ‖V (T, ·)‖2L2

for t ∈ [0, T ] .

It remains to estimate
T∫
0
θ(s, ξ)ds. This is more or less an exercise. A careful calcula-

tion brings
T∫
0
θ(s, ξ)ds ≤ C (ln〈ξ 〉)γ . The statements of Theorem 11 are proved.

�
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6. Construction of parametrix

In this section we come back to our general Cauchy problem (1) taking account of the
classification of oscillations supposed in Definition 2 and (5). We assume

akl ∈ C([0, T ],B∞(Rn)) ∩ C∞((0, T ],B∞(Rn)).(24)

The non-Lipschitz behaviour of coefficients is characterized by

|Dk
t Dβ

x akl(t, x)| ≤ Ck,β

(
1
t

(
ln 1

t

)γ )k
(25)

for all k, β and (t, x) ∈ (0, T ] × Rn, where T is sufficiently small and γ ≥ 0. The
transformation U = (〈Dx 〉u, Dt u)T transfers our starting Cauchy problem (1) to a
Cauchy problem for DtU − AU = F , where A = A(t, x, Dx) is a matrix-valued
pseudo-differential operator. The goal of this section is the construction of parametrix
to Dt − A.

DEFINITION 5. An operator E = E(t, s), 0 ≤ s ≤ t ≤ T0, is said to be a
parametrix to the operator Dt − A if Dt E − AE ∈ L∞([0, T0]2, 9−∞(Rn)). Here
9−∞ denotes the space of pseudo-differential operators with symbols from S−∞ (see
[19]).

We will prove that E is a matrix Fourier integral operator. The considerations of
this section are based on [17], where the case γ = 1 was studied, and on [23]. We will
sketch this construction of the parametrix and show how the different loss of derivatives
appears. It is more or less standard to get from the parametrix to the existence of C 1

solutions in t of (1) with values in Sobolev spaces.

Step 1. Tools
With the function t = tξ from the proof of Theorem 8 we define for 〈ξ 〉 ≥ M the
pseudo-differential zone Z pd(N), hyperbolic zone Zhyp(N), respectively, by

Z pd(N) = {(t, x, ξ) ∈ [0, T ]× R2n : t ≤ tξ } ,(26)

Zhyp(N) = {(t, x, ξ) ∈ [0, T ]× R2n : t ≥ tξ }.(27)

Moreover, we divide Zhyp(N) into the so-called oscillations subzone Zosc(N) and the
regular subzone Zreg(N). These subzones are defined by

Zosc(N) = {(t, x, ξ) ∈ [0, T ]× R2n : tξ ≤ t ≤ t̃ξ } ,(28)

Zreg(N) = {(t, x, ξ) ∈ [0, T ]× R2n : t̃ξ ≤ t} ,(29)

where t = t̃ξ solves

t̃ξ 〈ξ 〉 = 2N(ln〈ξ 〉)2γ .(30)

In each of these zones we define its own class of symbols.



Hyperbolic equations with non-Lipschitz coefficients 163

DEFINITION 6. By T2N we denote the class of all amplitudes a = a(t, x, ξ) ∈
L∞([0, T ],C∞(R2n)) satisfying for (t, x, ξ) ∈ Z pd(2N) and all α, β the estimates

ess sup(t,x)∈[0,tξ]×Rn |∂βx ∂αξ a(t, x, ξ)| ≤ Cβα〈ξ 〉1−|α|.(31)

By Sm
ρ,δ(R

n) we will denote the usual symbol spaces (see [19]).
To describe the behaviour in oscillations subzone Zosc(N) we need the following class
of symbols.

DEFINITION 7. By SN {m1,m2}, m2 ≥ 0, we denote the class of all amplitudes
a = a(t, x, ξ) ∈ C∞((0, T ]× R2n) satisfying

|∂k
t ∂
β
x ∂

α
ξ a(t, x, ξ)| ≤ Ckβα〈ξ 〉m1−|α|

(
1
t (ln

1
t )
γ
)m2+k

(32)

for all k, α, β and (t, x, ξ) ∈ Zhyp(N).

Finally, we use symbols describing the behaviour of the solution in the regular part
Zreg(N) of Zhyp(N).

DEFINITION 8. By S?N {m1,m2}, m2 ≥ 0, we denote the class of all amplitudes
a = a(t, x, ξ) ∈ C∞((0, T ]× R2n) satisfying

|∂k
t ∂
β
x ∂

α
ξ a(t, x, ξ)| ≤ Ckβα〈ξ 〉m1−|α|

(
1
t (ln

1
t )
γ
)m2+k

(33)

for all k, α, β and (t, x, ξ) ∈ Zreg(N).

To all these symbol classes one can define corresponding pseudo-differential op-
erators. To get a calculus for these symbol classes it is useful to know that under
assumptions on the behaviour of the symbols in Z pd(N) we have relations to classical
parameter-dependent symbol classes.

LEMMA 14. Assume that the symbol a ∈ SN {m1,m2} is constant in Z pd(N). Then

(34) a ∈ L∞([0, T ], Smax(0,m1+m2)
1,0 (Rn)), ∂k

t a ∈ L∞([0, T ], Sm1+m2+k
1,0 (Rn))

for all k ≥ 1.

The statements (34) allow us to apply the standard rules of classical symbolic cal-
culus. One can show

a hierarchy of symbol classes SN {m1,k,m2} for m1,k →−∞.

LEMMA 15. Assume that the symbols ak ∈ SN {m1,k,m2}, k ≥ 0, vanish in
Z pd(N) and that m1,k → −∞ as k → ∞. Then there is a symbol a ∈ SN {m1,0,m2}
with support in Zhyp(N) such that

a −
k−1∑

l=0

al ∈ SN {m1,k,m2} for all k ≥ 1.
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The symbol is uniquely determined modulo C∞([0, T ], S−∞(Rn)).

a hierarchy of symbol classes SN {m1 − k,m2 + k} for k ≥ 0.

LEMMA 16. Assume that the symbols ak ∈ SN {m1 − k,m2 + k}, k ≥ 0, vanish in
Z pd(N). Then there is a symbol a ∈ SN {m1,m2} with support in Zhyp(N) such that

a −
k−1∑

l=0

al ∈ SN {m1 − k,m2 + k} for all k ≥ 1 .

The symbol is uniquely determined modulo
⋂
l≥0

SN {m1 − l,m2 + l}.

Asymptotic representations of symbols vanishing in Z pd(N) by using these
hierarchies.

A composition formula of pseudo-differential operators whose symbols are constant in
Z pd(N).

LEMMA 17. Let A and B be pseudo-differential operators with symbols a := σ(A)
and b := σ(B) from SN {m1,m2} and SN {k1, k2}, where we use the representations

A(t, x, Dx )u = 1
(2π)n Os-

∫
Rn

∫
Rn

e−iyξa(t, x, ξ)u(x + y)dξdy ;

B(t, x, Dx)u = 1
(2π)n Os-

∫
Rn

∫
Rn

e−iyξb(t, x, ξ)u(x + y)dξdy.

Let us suppose that both symbols a and b are constant in Z pd(N). Then the operator
A ◦ B has a symbol c = c(x, t, ξ) which belongs to SN {m1+ k1,m2+ k2} and satisfies

c(t, x, ξ) ∼
∑

α

1

α!
Dα
ξ a(t, x, ξ)∂αx b(t, x, ξ)

modulo a regularizing symbol from C∞([0, T ], S−∞).

The existence of parametrix to elliptic matrix pseudo-differential operators belonging
to SN {0, 0} and which are constant in Z pd(N).

LEMMA 18. Assume that the symbol a := σ(A) of the matrix pseudo-differential
operator A belongs to SN {0, 0} and is a constant matrix in Z pd(N). If A is elliptic,
this means | det a(t, x, ξ)| ≥ C > 0 for all (t, x, ξ) ∈ [0, T ]× R2n, then there exists a
parametrix A], where a] := σ(A]) ∈ SN {0, 0} is a constant matrix in Z pd(N), too.

Proof. We set a]0(t, x, ξ) := a(t, x, ξ)−1. The symbol a]0 belongs to SN {0, 0}. Using

Lemma 14 we can recursively define symbols a]k by

k∑

|α|=1

1
α!

(
Dα
ξ a(t, x, ξ)

)(
∂αx a]k−|α|(t, x, ξ)

)
=: −a(t, x, ξ)a]k(t, x, ξ).



Hyperbolic equations with non-Lipschitz coefficients 165

It is clear that a]k(t, x, ξ) ≡ 0 in Z pd(N) and a]k ∈ SN {−k, 0}.
The application of Lemma 15 gives a symbol a]R ∈ SN {0, 0} and a right parametrix A]R
with symbol σ(A]R) =: a]R and

a]R −
k−1∑

l=0

a]l ∈ SN {−k, 0},

a]R(t, x, ξ) = a]0(t, x, ξ) in Z pd(N),

AA]R − I ∈ C∞([0, T ], 9−∞),

where I denotes the identity operator. In the same way we can show the existence of
a left parametrix A]L with A]L A − I ∈ C∞([0, T ], 9−∞). As usual one can show

that A]L and A]R coincide modulo C∞([0, T ], 9−∞). This gives the existence of
a parametrix with symbol belonging to SN {0, 0}. It is uniquely determined modulo
C∞([0, T ], 9−∞).

Step 2. Diagonalization procedure
We have to carry out perfect diagonalization. The main problem is to understand what
the perfect diagonalization procedure means. Here we follow the following strategy:

• The first step of perfect diafonalization we carry out in all zones.

• The second step of perfect diagonalization we only carry out in Zhyp(N).

• The perfect diagonalization we only carry out in Zreg(N).

Perfect diagonalization means diagonalization modulo T2N ∩ (S2N {0, 0}+S2N {−1, 2})
∩
{ ⋂

r≥0
S?2N {−r, r + 1}

}
.

Let us explain these steps more in detail. We start with

Lu := D2
t u −

n∑

k,l=1

akl(t, x)D2
xk xl

u = g,

u(0, x) = ϕ(x),
Dtu(0, x) = −iψ(x),

where g := − f from (1). The transformation U = (U1,U2)
T =

(
〈Dx 〉u, Dt u

)T

transfers this Cauchy problem to

DtU − AU = G , U(0, x) =
( 〈Dx 〉ϕ(x)
−iψ(x)

)
,(35)

where

A :=




0 〈Dx 〉
n∑

k,l=1
akl(t, x)D2

xk xl
〈Dx 〉−1 0


 , G :=

(
0
g

)
.
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LEMMA 19. Symbol σ(A) belongs to T2N ∩ SN {1, 0}.

Now we care for the main step of diagonalization, this means, for the step which
transforms A to a diagonal matrix pseudo-differential operator modulo an operator
with symbol from T2N ∩ SN {0, 1}. Therefore we define the pseudo-differential opera-
tors of first order8k = 8k(t, x, Dx ), k = 1, 2, having symbols

ϕk(t, x, ξ) = dk〈ξ 〉 χ
(

t〈ξ 〉
N(ln〈ξ 〉)γ

)
+ τk(t, x, ξ)

(
1− χ

(
t〈ξ 〉

N(ln〈ξ 〉)γ
))
.(36)

Here d2 = −d1 is a positive constant and

τk(t, x, ξ) = (−1)k
√

a(t, x, ξ) , a(t, x, ξ) :=
n∑

k,l=1

akl(t, x)ξkξl .(37)

The function χ = χ(s) is from C∞0 (R), χ(s) ≡ 1 for |s| ≤ 1, χ(s) ≡ 0 for |s| ≥ 2
and 0 ≤ χ(s) ≤ 1.

LEMMA 20. a) The non-vanishing symbols ϕk = ϕk(t, x, ξ), k = 1, 2, belong
to T2N ∩ SN {1, 0}.

b) The special choice of dk, k = 1, 2, yields ϕ2 − ϕ1 = 2ϕ2.

To start the diagonalization procedure we define the matrix pseudo-differential op-
erator (h(Dx) = 〈Dx 〉)

M(t, x, Dx ) =
(

I I
81(t, x, Dx)h−1(Dx ) 82(t, x, Dx )h−1(Dx )

)
.

Due to Lemma 18 we have the existence of M ]. This follows from the analysis of

σ(M) =
(

1 1
ϕ1(t,x,ξ)

h(ξ)
ϕ2(t,x,ξ)

h(ξ)

)
,

that by (36) and (37) the symbol σ(M) is a constant matrix in Z pd(N), det σ(M) =
2ϕ2(t,x,ξ)
〈ξ 〉 ≥ C > 0 for (t, x, ξ) ∈ [0, T ] × R2n. Hence, M is elliptic with a symbol

belonging to SN {0, 0}. The parametrix M] belongs to SN {0, 0}, too. We will later
apply Duhamel’s principle to find a representation of the solution to (35). Therefore we
devote to find a fundamental solution to (35), this is a solution E = E(t, s) satisfying

Dt E − AE = 0 , E(s, s) = I.(38)

Setting E0 = M]E leads to

Dt E0 = M]Dt E + Dt M]E = M]AE + Dt M]E

= M]AM E0 + Dt M]M E0 + R∞E,
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where R∞ ∈ C∞([0, T ], 9−∞). The symbols σ(M]), σ (M) are constant in Z pd(N).
Consequently,

σ(M]AM) = σ(M])σ (A)σ (M)+ f0(t, x, ξ)+ r∞(t, x, ξ),

where

f0(t, x, ξ) =
{

0 in Z pd(N)
∈ T2N ∩ SN {0, 0} ,(39)

and r∞ ∈ C∞([0, T ], S−∞(Rn)). Straightforward calculations yield

σ(M])σ (A)σ (M) =
{

d(t, x, ξ) in Zhyp(2N)
∈ T2N ,

(40)

where

d(t, x, ξ) =
(
τ1(t, x, ξ) 0

0 τ2(t, x, ξ)

)

and

σ(M])σ (A)σ (M) =




τ 2
1+ϕ2

1
2ϕ1

ϕ2
2−τ 2

2
2ϕ2

ϕ2
1−τ 2

1
2ϕ1

τ 2
2+ϕ2

2
2ϕ2


 (t, x, ξ) in Z pd(2N).

Consequently, the following identity holds in Z pd(2N):

σ(M])σ (A)σ (M) =
(
ϕ1 0
0 ϕ2

)
+ σ(Q),

where the symbol σ(Q) ∈ T2N ∩ SN {1, 0} and σ(Q) ≡ 0 in Zhyp(2N). Finally, let us
devote to Dt M]M = −M]Dt M + R∞. We have

σ(M]Dt M) = σ(M])σ (Dt M)+ f0(t, x, ξ)+ r∞(t, x, ξ) ,

where

f0(t, x, ξ) =
{

0 in Z pd(N)
∈ T2N ∩ SN {−1, 1},(41)

and r∞ ∈ C∞([0, T ], S−∞(Rn)). Using

σ(M])σ (Dt M) =
(
ϕ2−ϕ1

h

)−1
( ϕ2

h −1
−ϕ1

h 1

)(
0 0

Dt
ϕ1
h Dt

ϕ2
h

)

= (
ϕ2−ϕ1

h

)−1
( −Dt

ϕ1
h −Dt

ϕ2
h

Dt
ϕ1
h Dt

ϕ2
h

)

and (38) to (41) we arrive at the next result. In the formulation of this result we use
due to the influence of Q some symbols in Zhyp(2N) and take into consideration that
symbols from SN {1, 0} supported in the transition zone Z pd(2N) \ Z pd(N) belong to
T2N .
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LEMMA 21. The fundamental solution E = E(t, s) solving (38) can be repre-
sented in the form E(t, s) = M(t)E0(t, s)M](s), where M is an elliptic operator with
symbol σ(M) ∈ SN {0, 0} and E0 = E0(t, s) solves

Dt E0 −DE0 + P1 E0 + P2 E0 + QE0 + R∞E = 0.(42)

The matrix pseudo-differential operators D, P1, P2, Q, R∞ possess the following
properties:

• D : σ(D) ∈ T2N ∩ SN {1, 0},

σ (D) =
(
ϕ1 + h

2ϕ2
Dt

ϕ2
h 0

0 ϕ2 + h
2ϕ2

Dt
ϕ2
h

)
;

• P1: diagonal, σ(P1) ∈ T2N ∩ SN {0, 0}, σ (P1) ≡ 0 in Z pd(N);

• P2: antidiagonal, σ(P2) ∈ T2N ∩ SN {0, 1}, σ (P2) ≡ 0 in Z pd(N);

• Q: σ(Q) ∈ T2N , σ (Q) ≡ 0 in Zhyp(2N);

• R∞: σ(R∞) ∈ C∞([0, T ], S−∞(Rn)).

This finishes the first step of perfect diagonalization, this step yields a diagonaliza-
tion modulo T2N ∩ S2N {0, 1}.

In the next step of perfect diagonalization our goal consists in the diagonalization
of the antidiagonal matrix operator P2 with symbol σ(P2) modulo S2N {−1, 2}. In the
hierarchy of symbols described in Lemma 16 the corresponding pseudo-differential op-
erator has a better smoothing property than pseudo-differential operators with symbols
from S2N {0, 1}. We restrict ourselves to

Dt E0 −DE0 + P1 E0 + P2 E0 + QE0 = 0.(43)

LEMMA 22. There exist an elliptic pseudo-differential operator N1 with σ(N1) ∈
SN {0, 0},
σ (N1) ≡ I in Z pd(N), and pseudo-differential operators F1 of diagonal structure
and P3 with σ(F1) ∈ T2N ∩ SN {0, 0}, σ (F1) ≡ 0 in Z pd(N), and σ(P3) ∈ T2N ∩
S2N {−1, 2} such that

(Dt −D + P1 + P2 + Q)N1 = N1(Dt −D + F1 + P3)(44)

holds modulo an regularizing operator R∞ with symbol σ(R∞) belonging to
C∞([0, T ], S−∞(Rn)).

Proof. We localize our considerations to Zhyp(N) by using the pseudo-differential op-

erator I − χ(t, Dx ) with symbol I
(

1− χ
(

t〈ξ 〉
N(ln〈ξ 〉)γ

))
. We define F1 with the symbol

σ(F1)(t, x, ξ) =
(

1−χ
(

t〈ξ 〉
N(ln〈ξ 〉)γ

))
σ(P1)(t, x, ξ), which belongs to T2N ∩ SN {0, 0}.
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Moreover, we introduce

n(1)1 (t, x, ξ) :=
(

0 p12
ϕ1−ϕ2p21

ϕ2−ϕ1
0

)(
1− χ

(
t〈ξ 〉

N(ln〈ξ 〉)γ
))
∈ T2N ∩ SN {−1, 1},

where

σ(P2) =
(

0 p12
p21 0

)
∈ T2N ∩ SN {0, 1}.

Setting N1 = I + N (1)
1 , σ (N (1)

1 ) = n(1)1 , we are able to conclude that the symbol
σ(B(1)) of

B(1) := (Dt −D + P1 + P2 + Q)(I + N (1)
1 )− (I + N (1)

1 )(Dt −D + F1)

= P1 + P2 + Q − [D, N (1)
1 ]− F1 + Dt N (1)

1 + (P1 + P2 + Q)N (1)
1

−N (1)
1 F1

belongs to T2N ∩ S2N {−1, 2}. This follows from

• σ(Dt N (1)
1 ) ∈ T2N ∩ SN {−1, 2}, σ (Dt N (1)

1 ) ≡ 0 in Z pd(N);

• σ((P1+P2)N
(1)
1 −N (1)

1 F1) ∈ T2N∩SN {−1, 2}, σ ((P1+P2)N
(1)
1 −N (1)

1 F1) ≡ 0
in Z pd(N);

• σ((1− χ)P2− [D, N (1)
1 ]) ∈ T2N ∩ SN {−1, 2}, σ ((1− χ)P2− [D, N (1)

1 ]) ≡ 0
in Z pd(N).

The last relation is a conclusion from

σ((1− χ)P2 − [D, N (1)
1 ]) =

(
0 (1− χ)p12

(1− χ)p21 0

)

−
(
ϕ1 + h

2ϕ2
Dt

ϕ2
h 0

0 ϕ2 + h
2ϕ2

Dt
ϕ2
h

)
×
(

0 (1−χ)p12
ϕ1−ϕ2

(1−χ)p21
ϕ2−ϕ1

0

)

+
(

0 (1−χ)p12
ϕ1−ϕ2

(1−χ)p21
ϕ2−ϕ1

0

)(
ϕ1 + h

2ϕ2
Dt

ϕ2
h 0

0 ϕ2 + h
2ϕ2

Dt
ϕ2
h

)

=
(

0 0
0 0

)
mod SN {−1, 2}.

The symbol σ((1 − χ)P2 − [D, N (1)
1 ]) vanishes in Z pd(N) because of σ(P2) =

σ(N (1)
1 ) ≡ 0 and belongs to T2N . The remainder R1 := (P1 + P2)χ + QN1 be-

longs to T2N and vanishes in Zhyp(2N). Summarizing these observations we see
that B(1) = B̃(1) + R1, where σ(B̃(1)) ∈ T2N ∩ SN {−1, 2}, ≡ 0 in Z pd(N) and
σ(R1) ∈ T2N , ≡ 0 in Zhyp(2N). Now let us show that a sufficiently large N in (30)
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guarantees that N1 is an elliptic pseudo-differential operator with symbol belonging to
SN {0, 0}. Due to our construction σ(N1) ≡ I in Z pd(N). We know that

|n(1)1 (x, t, ξ)| ≤ C
〈ξ 〉

1
t (ln

1
t )
γ ≤ C1

N in Zhyp(N).

Consequently, a large N yields |σ(N1)| ≥ 1/2 in [0, T ] × R2n. Using σ(N1) = I in
Z pd(N) gives together with Lemma 18 the existence of N ]

1 with σ(N]

1 ) ∈ SN {0, 0}. It
is clear that the symbol of

P3 := N]

1 B(1) = N]

1 (B̃
(1) + R1)(45)

belongs to T2N ∩ S2N {−1, 2}modulo a regularizing operator R∞ with symbol σ(R∞)
belonging to C∞([0, T ], S−∞(Rn)).

This finishes the second step of perfect diagonalization, this step yields a diagonal-
ization modulo T2N ∩ S2N {−1, 2}.

Summarizing we have proved the next result.

LEMMA 23. The fundamental solution E0 = E0(t, s) solving (43) can be rep-
resented in the form E0(t, s) = N1(t)E1(t, s)N]

1 (s), where N ]

1 and N1 are elliptic

pseudo-differential operators with symbols σ(N ]

1 ), σ (N1) ∈ SN {0, 0}, both symbols
are constant in Z pd(N). The matrix operator E1 = E1(t, s) solves

Dt E1 −DE1 + F1 E1 + P3 E1 + R∞E1 = 0,

where the matrix pseudo-differential operators D, F1, P3, R∞ possess the following
properties:

• D: σ(D) ∈ T2N ∩ SN {1, 0}, σ(D) =
(
ϕ1 + 〈ξ 〉2ϕ2

Dt
ϕ2
〈ξ 〉 0

0 ϕ2 + 〈ξ 〉2ϕ2
Dt

ϕ2
〈ξ 〉

)
;

• F1: diagonal, σ(F1) ∈ T2N ∩ SN {0, 0}, σ (F1) ≡ 0 in Z pd(N);

• P3: σ(P3) ∈ T2N ∩ S2N {−1, 2};
• R∞: σ(R∞) ∈ C∞([0, T ], S−∞(Rn)).

Now let us sketch the perfect diagonalization.

REMARK 10. Let us explain our philosophy to carry out further steps of perfect
diagonalization. We will localize further steps of diagonalization to Z reg(N). In this
part of Zhyp(N) we get the improvement of smoothness of the remainder Pp+2. This
improvement of smoothness can be understood after calculating for γ ∈ (0, 1]

∫ t

t̃ξ

∣∣∣σ(Pp+2)(τ, x, ξ)
∣∣∣dτ

≤
∫ t

t̃ξ

C p
〈ξ 〉p

(
1
τ

(
ln 1
τ

)γ )p+1
dτ ≤ C p(ln〈ξ 〉)γ (p+1)

(〈ξ 〉t̃ξ )p = C p
(2N)p (ln〈ξ 〉)γ (p+1)−2γ p,
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where t̃ξ is defined as in formula (30). In the oscillations subzone we use for the
construction of parametrix a behaviour of the symbol of remainder like S2N {0, 0} +
S2N {−1, 2}. It turns out that the perfect diagonalization means diagonalization modulo

operators with symbols from T2N ∩(S2N {0, 0}+S2N {−1, 2})∩
{ ⋂

p≥0
S?2N {−p, p+1}

}
.

LEMMA 24. There exist a matrix elliptic operator N2 with σ(N2) ∈ SN {0, 0},
σ (N2) ≡ I in Z pd(N) ∪ Zosc(N), a diagonal matrix pseudo-differential operator F2
with σ(F2) ∈ (S?N {0, 0} + S?N {−1, 2}), σ (F2) ≡ 0 in Z pd(N) ∪ Zosc(N), and a
matrix pseudo-differential operator P∞ with σ(P∞)(t, x, ξ) ∈ T2N ∩ (S2N {0, 0} +
S2N {−1, 2}) ∩

{ ⋂
p≥0

S?2N {−p, p+ 1}
}

such that

(Dt −D + F1 + P3)N2 = N2(Dt −D + F2 + P∞).(46)

This identity holds modulo a regularizing operator R∞ with symbol σ(R∞) belonging
to C∞([0, T ], S−∞(Rn)).

Proof. We choose the representation N2 ∼ I + ∑
r≥1

N (r)
2 and F2 ∼

∑
r≥0

F(r)2 . Our goal

is to show the relation

(Dt −D + F1 + P3)(I +
∑

r≥1

N (r)
2 ) ∼ (I +

∑

r≥1

N (r)
2 )(Dt −D +

∑

r≥0

F(r)2 + P∞).

For further constructions we use P3 = P3,1 + P3,2, where P3,1 denotes the diagonal
part of P3 and P3,2 denotes the antidiagonal part.
We localize our considerations to Zreg(N) by using the pseudo-differential opera-

tor I − χ I with symbol I
(

1 − χ
(

t〈ξ 〉
2N(ln〈ξ 〉)2γ

))
. We define F (0)2 with the symbol

σ(F(0)2 )(t, x, ξ) =
(

1 − χ
(

t〈ξ 〉
2N(ln〈ξ 〉)2γ

))
σ(F1 + P3,1)(t, x, ξ), which belongs to

S?N {0, 0} + S?N {−1, 2}. Moreover, we introduce

n(1)2 (t, x, ξ) :=
(

0 p13
ϕ1−ϕ2p31

ϕ2−ϕ1
0

)(
1− χ

(
t〈ξ 〉

2N(ln〈ξ 〉)2γ
))
∈ S?N {−2, 2},

where

σ(P3,2) =
(

0 p13
p31 0

)
∈ T2N ∩ S2N {−1, 2}.

Setting N2 = I + N (1)
2 , σ (N (1)

2 ) = n(1)2 , we get similar as in the proof of Lemma 22
that the symbol σ(B(1)) of

B(1) : = (Dt −D + F1 + P3)(I + N (1)
2 )− (I + N (1)

2 )(Dt −D + F (0)2 )

belongs to T2N ∩ (S2N {0, 0} + S2N {−1, 2}) ∩ S?2N {−2, 3}. Moreover, we can show
that B(1) = B̃(1) + R1, where σ(B̃(1)) ∈ S?N {−2, 3}, ≡ 0 in Z pd(N) ∪ Zosc(N) and
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σ(R1) ∈ T2N ∩ (S2N {0, 0} + S2N {−1, 2}), ≡ 0 in Zreg(2N). Now we are able to start
an induction procedure. Let us suppose that B̃(r) is already constructed and its symbol
σ(B̃(r)) ∈ S?N {−(r + 1), r + 2}, ≡ 0 in Z pd(N) ∪ Zosc(N). Then F (r)2 := B̃(r)1 has

the same properties, where B̃(r)1 , B̃(r)2 denote the diagonal part and antidiagonal part of
B̃(r), respectively. We introduce

n(r+1)
2 (t, x, ξ) :=

(
0 p1(r+3)

ϕ1−ϕ2p(r+3)1
ϕ2−ϕ1

0

)

as the symbol of N (r+1), where

σ(B̃(r)2 ) =
(

0 p1(r+3)
p(r+3)1 0

)
∈ S?N {−(r+1), r+2}, ≡ 0 in Z pd(N)∪Zosc(N).

Then we have to check the operator

B(r+1) := (Dt −D + F1 + P3)(I +
r+1∑

l=1

N (l)
2 )− (I +

r+1∑

l=1

N (l)
2 )(Dt −D +

r∑

l=0

F(l)2 )

and can show that B(r+1) = B̃(r+1)+R1, where σ(B̃(r+1)) ∈ S?N {−(r+2), r+3}, ≡ 0
in Z pd(N) ∪ Zosc(N) and R1 is as above. By Lemma 16 we find a symbol n2 =
n2(t, x, ξ) ∼ I + ∑

r≥1
σ(N (r)

2 )(t, x, ξ), n2 ∈ S?N {0, 0} modulo
⋂

r≥0
S?N {−r, r}, and

n2 ≡ I in Z pd(N) ∪ Zosc(N), and a symbol f2 = f2(t, x, ξ) ∼ ∑
r≥0

σ(F(r)2 )(t, x, ξ),

f2 ∈ (S?N {0, 0}+ S?N {−1, 2})modulo
⋂

r≥0
S?N {−r, r+1}, f2 ≡ 0 in Z pd(N)∪ Zosc(N).

Then the above operator identity holds with σ(N2) := n2 and σ(F2) := f2, where
P∞ can be represented in the form P∞ = F∞ + R, where σ(R) = σ(F1 +
P3)χ

(
t〈ξ 〉

2N(ln〈ξ 〉)2γ
)

.

The first pseudo-differential operator F∞ has a symbol σ(F∞) from
{ ⋂

r≥0
S?N {−r, r +

1}
}

, σ(F∞) ≡ 0 in Z pd(N) ∪ Zosc(N). The second pseudo-differential operator R

has a symbol σ(R) belonging to T2N ∩ (S2N {0, 0} + S2N {−1, 2}). Moreover, σ(R)
vanishes in Zreg(2N).

Thus we finished our perfect diagonalization modulo T2N ∩ (S2N {0, 0} +
S2N {−1, 2}) ∩

{ ⋂
r≥0

S?2N {−r, r + 1}
}

.

To complete the perfect diagonalization it remains to understand that a parametrix
N]

2 to N2 exists. From the construction we know that σ(N2 − I ) ∈ S?N {−1, 1} and
vanishes in Z pd(N) ∪ Zosc(N). A suitable large constant N in the definition of zones
guarantees that N2 is elliptic and its symbol is equal to I in Z pd(N)∪ Zosc(N). Hence,
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the statement of Lemma 18 gives the existence of N ]

2 with symbol from S?N {0, 0} and
equal to I in Z pd(N) ∪ Zosc(N). Thus we can formulate the next result.

LEMMA 25. The fundamental solution E0 = E0(t, s) solving (43) can be rep-
resented in the form E0(t, s) = N1(t)N2(t)E1(t, s)N]

2 (s)N
]

1 (s), where N ]

1 , N1 and

N]

2 , N2 are elliptic operators with symbols σ(N ]

1 ), σ (N1) ∈ SN {0, 0}, both sym-

bols are ≡ I in Z pd(N) and σ(N ]

2 ), σ (N2) ∈ S?N {0, 0}, both symbols are ≡ I in
Z pd(N) ∪ Zosc(N). The matrix operator E1 = E1(t, s) solves

Dt E1 −DE1 + F2 E1 + P∞E1 + R∞E1 = 0,

where the matrix pseudo-differential operators D, F2, P∞, R∞ possess the following
properties:

• D : σ(D) ∈ T2N ∩ SN {1, 0},

σ(D) =
(
ϕ1 + h

2ϕ2
Dt

ϕ2
h 0

0 ϕ2 + h
2ϕ2

Dt
ϕ2
h

)
;

• F2: diagonal, σ(F2) ∈ (S?N {0, 0} + S?N {−1, 2}), σ (F2) ≡ 0 in Z pd(N) ∪
Zosc(N);

• P∞: σ(P∞) ∈ T2N ∩ (S2N {0, 0} + S2N {−1, 2}) ∩
{ ⋂

p≥0
S?2N {−p, p + 1}

}
;

• R∞: σ(R∞) ∈ C∞([0, T ], S−∞(Rn)).

All the statements together yield the following result.

LEMMA 26. The determination of a parametrix to the matrix pseudo-differential
operator Dt − A can be reduced, after transformations by elliptic matrix pseudo-
differential operators (corresponding to perfect diagonalization), to the determination
of a parametrix to the matrix pseudo-differential operator Dt−D+F2+P∞, where the
matrix pseudo-differential operators D, F2, P∞, possess the following properties:

• D : σ(D) ∈ T2N ∩ SN {1, 0},

σ(D) =
(
ϕ1 + 〈ξ 〉2ϕ2

Dt
ϕ2
〈ξ 〉 0

0 ϕ2 + 〈ξ 〉2ϕ2
Dt

ϕ2
〈ξ 〉

)
;

• F2: diagonal, σ(F2) ∈ (S?N {0, 0} + S?N {−1, 2}), σ (F2) ≡ 0 in Z pd(N) ∪
Zosc(N);

• P∞: σ(P∞) ∈ T2N ∩ (S2N {0, 0} + S2N {−1, 2}) ∩
{ ⋂

p≥0
S?2N {−p, p + 1}

}
.
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Here we use

ϕk(t, x, ξ) = dk〈ξ 〉 χ
(

t〈ξ 〉
N(ln〈ξ 〉)γ

)
+ τk(t, x, ξ)

(
1− χ

(
t〈ξ 〉

N(ln〈ξ 〉)γ
))
,

where d2 = −d1 is a positive constant and

τk(t, x, ξ) = (−1)k
√

a(t, x, ξ) , a(t, x, ξ) :=
n∑

k,l=1

ak,l(t, x)ξkξl .

The function χ = χ(s) is from C∞0 (R), χ(s) ≡ 1 for |s| ≤ 1, χ(s) ≡ 0 for |s| ≥ 2
and 0 ≤ χ(s) ≤ 1.

Step 3. Construction of parametrix

We need four steps for the construction of the parametrix.

Transformation by an elliptic pseudo-differential operator.
Let K be the diagonal elliptic pseudo-differential operator with symbol

σ(K ) =



√
ϕ2
〈ξ 〉 0

0
√
ϕ2
〈ξ 〉


 .

This symbol is constant in Z pd(N), σ (K ) ∈ SN {0, 0}. Then the following operator-
valued identity holds modulo a regularizing operator:

(Dt −D + F2)K = K (Dt −D1 + F3),(47)

where

σ(D1) :=
(
ϕ1 0
0 ϕ2

)
, σ (F3) ≡ 0 in Z pd(N),

σ (F3) ∈ T2N ∩ (SN {0, 0} + S?N {−1, 2}).
REMARK 11. This transformation corresponds to the special structure of our start-

ing operator and explains that we have no contribution to the loss of derivatives from
D. This we already observed in Section 3 during the proof of Theorem 8. In the rep-
resentation of V1 from (10) there appears E2 = E2(t, tξ , ξ). Although in E2 there
appears the term 1

2
Dsa

a which belongs to S1{0, 1} (see Definition 7), this term has no
contribution to the loss of derivatives.

Parametrix to Dt −D1.

LEMMA 27. The parametrix E2(t, s) = diag(E−2 (t, s), E+2 (t, s)) to Dt −D1 is a
diagonal Fourier integral operator with

E∓2 (t, s)w(x) =
∫

Rn

eiφ∓(t,s,x,ξ)e∓2 (t, s, x, ξ)ŵ(ξ)dξ ,

φ∓(s, s, x, ξ) = x · ξ , e∓2 (s, s, x, ξ) = 1 .

The phase functions φ∓ satisfy
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• φ∓(t, s, x, ξ) = x ·ξ+dk〈ξ 〉(t−s), k = 1 for φ−, k = 2 for φ+ if 0 ≤ s, t ≤ tξ ;

• |∂αξ ∂
β
x (φ
∓(t, s, x, ξ) − x · ξ)| ≤ Cα,β 〈ξ 〉1−|α|max(s, t) if max(s, t) ≥ tξ .

The amplitude functions e∓2 satisfy

• e∓2 (t, s, x, ξ) = 1 if 0 ≤ s, t ≤ tξ ;

• e∓2 ∈ C([0, T0]2, S0
1,0(R

n)).

To prove this result we follow the following steps:

Study of the Hamiltonian flow generated by ϕ1 = ϕ1(t, x, ξ) and ϕ2 = ϕ2(t, x, ξ).

Construction of phase functions
Let us denote by λ = λ(t, x, ξ) one of the functions ϕk = ϕk(t, x, ξ), k = 1, 2. The
Hamiltonian flow (q, p) = (q, p)(t, s, y, η) =: Hs,t(y, η) is the solution to

dq

dt
= ∇ξλ(t, q, p), q(s, s, y, η) = y ; dp

dt
= −∇xλ(t, q, p), p(s, s, y, η) = η.

Using σ(λ) ∈ T2N ∩ SN {1, 0} we know that the growth of λ with respect to q and p is
at most linear. Thus the solution (q, p) exists globally in time, t ∈ [0, T ], for all (y, η).
For the following considerations we need suitable estimates for q = q(t, s, y, η) and
p = p(t, s, y, η). Following the approach of [12] and [26] one can prove the next
results.

LEMMA 28. There exists a (in general small) positive constant T0 such that

q(t,s)−y
t−s , ∂t q(t, s), ∂sq(t, s) ∈ L∞([0, T0]2, S0

1,0(R
n
y × Rn

η));
p(t,s)−ξ

t−s , ∂t p(t, s), ∂s p(t, s) ∈ L∞([0, T0]2, S1
1,0(R

n
y × Rn

η)).

LEMMA 29. If T0 is small, then the inverse function y = y(t, s, x, η) to x =
q(t, s, y, η) exists and satisfies

y(t,s)−x
t−s , ∂t y(t, s), ∂s y(t, s) ∈ L∞([0, T0]2, S0

1,0(R
n
x × Rn

η)).

Construction of phase functions φ∓ solving the eikonal equations.

Let us construct the phase function φ = φ(t, s, x, ξ) solving the eikonal equation
∂tφ(t, s, x, ξ) − λ(t, x,∇xφ(t, s, x, ξ)) = 0, φ(s, s, x, ξ) = x · ξ .

LEMMA 30. The phase function φ = φ(t, s, x, ξ) is defined as follows:
φ(t, s, x, ξ) := v(t, s, y(t, s, x, ξ), ξ), where

v(t, s, y, ξ) = y · ξ −
t∫

s

(
p · ∇ξλ− λ

)(
τ, q(τ, s, y, ξ), p(τ, s, y, ξ)

)
dτ.



176 M. Reissig

Construction of amplitudes e∓2 by solving the transport equations and by using the
asymptotic representation theorem.

Following our representation

E∓2 (t, s)w(x) =
∫

Rn

eiφ∓(t,s,x,ξ)e∓2 (t, s, x, ξ)ŵ(ξ)dξ

with φ∓(s, s, x, ξ) = x · ξ , e∓2 (s, s, x, ξ) = 1, as usual, the asymptotic representation

e∓2 (t, s, x, ξ) ∼
∞∑

j=0

e∓2, j(t, s, x, ξ) modulo C([0, T0]2, S−∞(Rn)),

e∓2,0(s, s, x, ξ) = 1 , e∓2, j (s, s, x, ξ) = 0 for j ≥ 1,

allows us to derive so-called transport equations.
We have to study the action of Dt − ϕ1(t, x, Dx ), Dt − ϕ2(t, x, Dx ) respectively on
E−2 , E+2 . We consider (Dt −ϕ1)E

−
2 and suppose that all assumptions are satisfied for

the action of the pseudo-differential operator Dt − ϕ1(t, x, Dx ) on the Fourier integral
operator E−2 . On the one hand we get formally

Dt E−2 (t, s)w(x) =
∫

Rn

eiφ−(t,s,x,ξ)
(
∂tφ
− ∞∑

j=0
e−2, j + 1

i ∂t

∞∑
j=0

e−2, j

)
(t, s, x, ξ)ŵ(ξ)dξ ;

on the other hand we use formally

ϕ1(t, x, Dx)E
−
2 (t, s)w(x) =

∫

Rn

eiφ−(t,s,x,ξ)
[
ϕ1

(
t, x,∇xφ

−(t, s, x, ξ)
)

∞∑
j=0

e−2, j(t, s, x, ξ) +∇ξϕ1

(
t, x,∇xφ

−(t, s, x, ξ)
)
· 1

i

∞∑
j=0
∇x e−2, j (t, s, x, ξ)

− i
2

n∑
k,l=1

∂2
ξkξl
ϕ1

(
t, x,∇xφ

−(t, s, x, ξ)
)(
∂2

xk xl
φ−

∞∑
j=0

e−2, j

)
(t, s, x, ξ)

+r2(t, s, x, ξ)
]
ŵ(ξ)dξ,

where

r2(t, s, x, ξ) ∼
∞∑

|α|=2

1
α! Dα

y

(
∂αξ ϕ1

(
t, x,

1∫
0
∇xφ

−(t, s, y + r(x − y), ξ)dr
)

∞∑

j=0

e−2, j (t, s, y, ξ)
)

y=x
.

Supposing that all series converge uniformly and using that φ− solves the eikonal equa-
tion with λ = ϕ1 we arrive at the transport equations to determine e∓2, j for j ≥ 0.
Finally we arrive at the statements of Lemma 27.

Parametrix to Dt −D1 + F3.
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LEMMA 31. The parametrix E4 = E4(t, s) to the operator Dt −D1 + F3 can be
written as E4(t, s) = E2(t, s)Q4(t, s), where E2 = E2(t, s) is the diagonal Fourier
integral operator from Lemma 27 and Q4 = Q4(t, s) is a diagonal pseudo-differential
operator with symbol belonging to W 1,∞([0, T0]2, S0

1,0(R
n)).

To prove this result we follow the following steps:

Application of Egorov’s theorem, that is, conjugation of F3 by Fourier integral opera-
tors, here we use the diagonal structure.

We will construct the parametrix to Dt −D1 + F3. Using E2 = E2(t, s) from the
previous step we choose the representation

E4(t, s) = E2(t, s)Q4(t, s), Q4(s, s) ∼ I.

This implies the Cauchy problem

Dt Q4 + E2(s, t)F3(t)E2(t, s)Q4 ∼ 0 , Q4(s, s) ∼ I.

According to Egorov’s theorem [26] (here we can use the diagonal structure of Dt −
D1+ F3) the matrix operator R4(t, s) := E2(s, t)F3(t)E2(t, s) is a pseudo-differential
operator whose symbol is r4 = r4(t, s, x, ξ) = f3(t, Hs,t(x, ξ)), f3 := σ(F3), mod-
ulo a symbol from SN {−1, 0} + S?N {−2, 2}, where Hs,t(x, ξ) denotes the Hamiltonian
flow starting at (x, ξ) and generated by the symbols ϕk = ϕk(t, x, ξ), k = 1, 2.

For t ∈ [0, T0] with a sufficiently small T0 we understand to which zone the Hamilto-
nian flow belongs to.

We can write f3(t, x, ξ) = f3,0(t, x, ξ) + f3,1(t, x, ξ), where f3,0 ∈
SN {0, 0} , f3,1 ∈ S?N {−1, 2} ,
f3,0 ≡ 0 in Z pd(N), f3,1 ≡ 0 in Z pd(N) ∪ Zosc(N).

LEMMA 32. Let us denote by λ = λ(t, x, ξ) one of the functions ϕk =
ϕk(t, x, ξ), k = 1, 2. The Hamiltonian flow (q, p) = (q, p)(t, s, y, η) =: Hs,t(y, η)
is the solution to

dq

dt
= ∇ξλ(t, q, p), q(s, s, y, η) = y ; dp

dt
= −∇xλ(t, q, p), p(s, s, y, η) = η.

Then the symbols f3,0 and f3,1 satisfy
∣∣∣∂βx ∂αξ f3,0(t, Hs,t(x, ξ))

∣∣∣ ≤ Cα,β 〈ξ 〉−|α|,
∣∣∣∂βx ∂αξ f3,1(t, Hs,t(x, ξ))

∣∣∣ ≤ Cα,β
(

1
t (ln

1
t )
γ
)2
〈ξ 〉−1−|α|

for all (t, x, ξ) ∈ [0, T0]× R2N .

The statement of this lemma makes it clear that the following representation is
reasonable for Q4 = Q4(t, s):

Q4(t, s)w(x) =
∫

Rn

ei x ·ξq4(t, s, x, ξ)ŵ(ξ)dξ, q4(s, s, x, ξ) = I.
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We determine the matrix amplitude q4 by equivalence to a series, that is q4(t, s, x, ξ) ∼∑∞
j=0 q4, j(t, s, x, ξ). After determination of q4, j = q4, j(t, s, x, ξ) for j ≥ 0 we

obtain the statement of Lemma 31.

Parametrix to Dt −D + F2.

LEMMA 33. The parametrix E3 = E3(t, s) to the operator Dt − D + F2 can
be written as E3(t, s) = K (t)E2(t, s)Q4(t, s)K ](s), where K and its parametrix K ]

having symbols from L∞([0, T0], S0
1,0(R

n)) ∩ C∞((0, T0]2, S0
1,0(R

n)) are the elliptic
pseudo-differential operators from the above transformation.

REMARK 12. From Lemma 33 we conclude that the parametrix to Dt − D + F2
gives no loss of derivatives of the solution to (1). In the next point we will see that this
loss comes from P∞.

Parametrix to Dt −D + F2 + P∞.

LEMMA 34. The parametrix E1 = E1(t, s) to the operator Dt − D + F2 +
P∞ can be written as E1(t, s) = E3(t, s)Q1(t, s), where Q1 = Q1(t, s) is a
matrix pseudo-differential operator with symbol from L∞([0, T0]2, SK0

1−ε,ε(R
n)) ∩

W 1,∞([0, T0]2, SK0+1+ε
1−ε,ε (Rn)) for every small ε > 0. Here the constant K0 describes

the loss of derivatives coming from the pseudo-differential zone Z pd(2N) and the os-
cillations subzone Zosc(2N).

To prove this result we use the next observations and ideas:
• Egorov’s theorem is not applicable because P∞ has no diagonal structure.
•We have to use the properties of P∞ after perfect diagonalization.
• The next result is a base to get a relation between the type of oscillations and the loss
of derivatives.

LEMMA 35. The Fourier integral operator P∞(t)E∓3 (t, s) is a pseudo-differential
operator with the representation

P∞(t)E∓3 (t, s)w(x) =
∫

Rn

eix ·ξ r̃∓(t, s, x, ξ)ŵ(ξ)dξ,

where the symbol satisfies the estimates

∣∣∣∂βx ∂αξ r̃∓(t, s, x, ξ)
∣∣∣ ≤





Cαβεp

(
1
t (ln

1
t )
γ
)p+1

〈ξ 〉−p+ε|β|−(1−ε)|α| in Zreg(2N),

Cαβε
(

1+
(

1
t (ln

1
t )
γ
)2
〈ξ 〉−1

)
〈ξ 〉ε|β|−(1−ε)|α| in Zosc(2N),

Cαβε〈ξ 〉1+ε|β|−(1−ε)|α| in Z pd(2N),

for every p ≥ 0, small ε > 0 and all s ∈ [0, t].

Step 4. Conclusion
Using Lemma 34 and the backward transformation (from the steps of perfect diagonal-
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ization) we obtain the parametrix for Dt − A. The backward transformation doesn’t
bring an additional loss of derivatives. Therefore we can conclude the following result.

THEOREM 13. Let us consider

ut t −
n∑

k,l=1

akl(t, x)uxk xl = 0, u(0, x) = ϕ(x), ut(0, x) = ψ(x),

where the coefficients satisfy the conditions (24) and (25). The data ϕ, ψ belong to
H s+1, H s, respectively. Then the following energy inequality holds:

E(u)|H s−s0 (t) ≤ C(T )E(u)|H s (0) for all t ∈ (0, T ],(48)

where
• s0 = 0 if γ = 0,
• s0 is an arbitrary small positive constant if γ ∈ (0, 1),
• s0 is a positive constant if γ = 1,
• there doesn’t exist a positive constant s0 satisfying (48) if γ > 1, that is, we have an
infinite loss of derivatives.

It seems to be remarkable that we can prove the same relation between types of
oscillations and loss of derivatives as in Theorem 8.

7. Concluding remarks

Let us mention further results which are obtained for model problems with non-
Lipschitz behaviour and more problems which could be of interest.

REMARK 13. Lower regularity with respect to x. The results and the approach
from [15] motivate the study of the question of how to weaken the regularity with
respect to x (compare with [9]). From this paper we understand to which class the
remainder should belong after diagonalization. Thus pseudo-differential operators with
symbols of finite smoothness or maybe paradifferential operators should be used.

REMARK 14. Quasi-linear models. Quasi-linear models with behaviour of suitable
derivatives as O( 1

t ) were studied in [3] and [18]. Here the log-effect from (5) could
not be observed.

REMARK 15. Applications to Kirchhoff type equations. A nice application of non-
Lipschitz theory with behaviour a ′(t) = O((T − t)−1) for t → T − 0 to Kirchhoff
equations was described in [16]. The assumed regularity of data could be weakened
in [13] by proving that these very slow oscillations (in the language of Definition 2)
produce no loss of derivatives (see Theorem 8).

REMARK 16. p-Evolution equations. The paper [1] is devoted to the Cauchy prob-
lem for p-evolution equations with LogLip coefficients. The paper [4] is devoted



180 M. Reissig

among other things to p-evolution equations of higher order with non-Lipschitz co-
efficients. Concerning our starting model this means p-evolution equations of second
order with respect to t with coefficients behaving like |ta ′(t)| ≤ C on (0, T ]. An
interesting question is to find p-evolution models with log-effect from (5).
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M. Yoshino∗

RIEMANN–HILBERT PROBLEM AND SOLVABILITY OF

DIFFERENTIAL EQUATIONS

Abstract. In this paper Riemann–Hilbert problem is applied to the solv-
ability of a mixed type Monge-Ampère equation and the index formula
of ordinary differential equations. Blowing up onto the torus turns mixed
type equations into elliptic equations, to which R-H problem is applied.

1. Introduction

This paper is concerned with the Riemann–Hilbert problem and the (unique) solvabil-
ity of differential equations. The Riemann–Hilbert problem has many applications in
mathematics and physics. In this paper we are interested in the solvability of a mixed
type Monge-Ampère equation, a homology equation appearing in a normal form theory
of singular vector fields and the index formula of ordinary differential equations. These
equations have a singularity at some point, say at the origin. We handle these singular
nature of the equations by a kind of blowing up and the Riemann–Hilbert problem.

Our idea is as follows. When we want to solve these degenerate mixed type equa-
tions in a class of analytic functions, we transform the equation onto the torus em-
bedded at the origin. This is done by a change of variables similar to a blowing up
procedure. Although we transform the local problem for a mixed type equation to a
global one on tori, it turns out that, in many cases the transformed equations are el-
liptic on the torus. This enables us to apply a Riemann–Hilbert problem with respect
to tori. Once we can solve the lifted problems we extend the solution on the torus in-
side the torus analytically by a harmonic (analytic) extension. The extended function
is holomorphic in a domain whose Silov boundary is a torus. Moreover, by the maxi-
mal principle, the extended function is a solution of a given nonlinear equation since it
satisfies the same equation on its Silov boundary, i.e., on tori. The uniqueness on the
boundary and the maximal principle also implies the uniqueness of the solution.

This paper is organized as follows. In Section 2 we give examples and a general
class of mixed type equations for which the blowing up procedure turns the mixed
type equations into elliptic equations on tori. In Section 3 we discuss the relation of
the blowing up procedure with a resolution of singularities. In Sections 4 and 5 we
study the solvability of ordinary differential equations via blowing up procedure and
the Riemann-Hilbert problem. In Section 6 we study the index formula of a system of

∗Partially supported by Grant-in-Aid for Scientific Research (No.14340042), Ministry of Education,
Science and Culture, Japan.
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singular ordinary differential operators from the viewpoint of the blowing up procedure
and the Riemann-Hilbert problem. In Sections 7 and 8 we apply the R–H problem with
respect to T2 to a construction of a parametrix. In Section 9 we apply the results of
Sections 7 and 8 to the unique solvability of a mixed type Monge–Ampère equation of
two variables. In Section 10 we study the solvability of a mixed type Monge-Ampère
equation of general independent variables. In Section 11 we apply our argument to
a system of nonlinear singular partial differential equations arising from the normal
form theory of a singular vector field. In Section 12 we extend our argument to the
solvability of equations containing a large parameter.

This paper is originally written for the lectures at the workshop “Bimestre Inten-
sivo” held at Torino in May-June, 2003. I would like to express high appreciations to
Prof. L. Rodino for inviting me to the workshop and encouraging me to publish the
lecture note.

2. Blowing up and mixed type operators

Let us consider the following Monge-Ampère equation

M(u) := det(uxi x j ) = f (x), uxi x j =
∂2u

∂xi∂x j
, i, j = 1, . . . , n,

where x = (x1, . . . , xn) ∈ � ⊂ Rn ( resp. in Cn) for some domain �. Let u0(x) be a
smooth (resp. holomorphic) function in �, and set

f0(x) = det((u0)xi x j ).

Then u0(x) is a solution of the above equation with f = f0. ( f0 is a so-called Gauss
curvature of u0). Consider a solution u = u0 + v which is a perturbation of u0(x),
namely

(M A) det(vxi x j + (u0)xi x j ) = f0(x)+ g(x) in �,

where g is smooth in �( resp. analytic in �).

Define

WR(DR) := {u =
∑

η

uηxη; ‖u‖R :=
∑

η

|uη|Rη <∞}.

We want to solve (MA) for g ∈ WR(DR).

We shall lift (MA) onto the torus Tn . The function space WR(DR) is transformed
to WR(T

n),

WR(T
n) = {u =

∑

η

uηRηeiηθ ; ‖u‖R :=
∑

η

|uη|Rη <∞},

where R = (R1, . . . , Rn), Rη = Rη1
1 · · · R

ηn
n . In order to calculate the operator on the

torus we make the substitution

∂x j 7→
1

R j eiθ j

1

i

∂

∂θ j
≡ 1

R j eiθ j
D j , x j 7→ R j e

iθ j ≡ z j .



Riemann–Hilbert problem 185

The reduced operator on the torus is given by

det
(

z−1
j z−1

k D j Dkv + (u0)x j xk (z)
)
= f0 + g.

REMARK 1. The above transformation onto the torus is related with a Cauchy-
Riemann equation as follows. For the sake of simplicity we consider the one dimen-
sional case. The same things hold in the general case. We recall the following formula,
for t = reiθ

t∂ = t
∂

∂ t
= 1

2

(
r
∂

∂r
− i

∂

∂θ

)
, t∂ = t

∂

∂ t
= 1

2

(
r
∂

∂r
+ i

∂

∂θ

)
,

where ∂ be a Cauchy-Riemann operator. Assume that ∂u = 0. Then, by the above
formula we obtain

r
∂

∂r
u = −i

∂

∂θ
u, t∂t u = −i

∂

∂θ
u = Dθu.

Note that the second relation is the one which we used in the above.

REMARK 2. (Relation to Langer’s transformation ) The transformation used in the
above is essentially x j = eiθ j . Similar transformation x = ey was used by Langer in
the study of asymptotic analysis of Schrödinger operator for a potential with pole of
degree 2 at x = 0

− d2

dx2 + λ
2
(

V (x)+ k(k + 1)

x2λ2

)
u = Eu,

where E is an energy and V (x) is a regular function.

Some examples

Let n = 2, and set x1 = x , x2 = y. Consider the Monge-Ampère equation

(M A) M(u)+ c(x, y)uxy = f0(x, y)+ g(x, y),

where
M(u) = ux xuyy − u2

xy, f0 = M(u0)+ c(x, y)(u0)xy,

with c(x, y) and u0 being analytic in x and y. Let Pv := M ′u0
v = d

dεM(u0 + εv)|ε=0
be a linearization of M(u) at u = u0. By simple calculations we obtain

M ′u0
v := (u0)x x∂

2
yv + (u0)yy∂

2
x v − 2(u0)xy∂x∂yv.

EXAMPLE 1. Consider the equation (MA) for

u0 = x2y2, c(x, y) = kxy k ∈ R.
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We have f0 = 4(k − 3)x2y2. The linearized operator is given by

P = 2x2∂2
x + 2y2∂2

y + (k − 8)xy∂x∂y, ∂x = ∂/∂x, ∂y = ∂/∂y.

The characteristic polynomial is given by (with the standard notation) −2x 2ξ2
1 −

2y2ξ2
2 − (k − 8)xyξ1ξ2. The discriminant is given by

D ≡ (k − 8)2x2y2 − 16x2y2 = (k − 4)(k − 12)x2y2.

It follows that (MA) is (degenerate) hyperbolic if and only if k < 4 or k > 12, while
(MA) is (degenerate) elliptic if and only if 4 < k < 12. In either case, (MA) degener-
ates on the lines xy = 0, namely the characteristic polynomial vanishes.

By lifting P onto the torus we obtain

2D1(D1 − 1)+ 2D2(D2 − 1)+ (k − 8)D1 D2.

Here, for the sake of simplicity we assume R j = 1. The symbol is given by

σ(η) = 2(η1(η1 − 1)+ η2(η2 − 1))+ (k − 8)η1η2,

where η j is the covariable of θ j . Consider now the homogeneous part of degree 2. If
this does not vanish on |η| = 1 we obtain the following

2+ (k − 8)η1η2 6= 0 for all η ∈ R2, |η| = 1.

The condition is clearly satisfied if k = 8. If k 6= 8, noting that −1/2 ≤ η1η2 ≤ 1/2
we obtain −1/2 ≤ −2/(k − 8) ≤ 1/2. By simple calculation we obtain 4 < k < 12.
Namely, if the given operator is degenerate elliptic the operator on the torus is an elliptic
operator.

EXAMPLE 2. Consider (MA) under the following condition

u0 = x4 + kx2y2 + y4, k ∈ R, c ≡ 0.

Then we have

f0 = M(u0) = 12(2kx4 + 2ky4 + (12− k2)x2y2).

The linearized operator is given by

P = 12y2∂2
x + 12x2∂2

y + 2k(x2∂2
x + y2∂2

y )− 8xy∂x∂y .

The characteristic polynomial is given by

−12y2ξ2
1 − 12x2ξ2

2 − 2k(x2ξ2
1 + y2ξ2

2 )+ 8xyξ1ξ2.

Since the discriminant is equal to − f0, we study the signature of f0. The following
facts are easy to verify :

f0/12 = 2k

(
x2 + 12− k2

4k
y2

)2

− D

8k
y4, D = (k2 − 12)2 − 16k2.
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It follows that D < 0 iff −6 < k < −2 or 2 < k < 6, and D > 0 iff k < −6, k > 6 or
−2 < k < 2. Hence, by the signature of f0 we obtain:
if k < −2 it is hyperbolic and degenerates at the origin,
if k = −2 it is hyperbolic and degenerates on the line x = ±y,
if −2 < k < 0 it is of mixed type,
if k = 0 it is elliptic and degenerates on the lines x = 0 and y = 0,
if 0 < k < 6 it is elliptic and degenerates at the origin,
if k = 6 it is elliptic and degenerates on the lines x = ±y,
if k > 6 it is of mixed type.

More precisely, in the mixed case the set { f0 = 0} ⊂ R2 consists of four lines
intersecting at the origin. The equation changes its type from elliptic to hyperbolic or
vice versa when crossed one of these lines. The equation degenerates on this line. (See
the following figure of the case k > 6, where H and E denote the hyerbolic and elliptic
region, respectively. )

x

y E

H

E

E

E

H

H
H

In the case −2 < k < 0, a similar structure appears. The elliptic and hyperbolic
regions are interchanged.

The operator on the torus is given by

P̂ := 12(e2iθ2−2iθ1 D1(D1 − 1)+ e2iθ1−2iθ2 D2(D2 − 1))

+ 2k(D1(D1 − 1)+ D2(D2 − 1))− 8D1 D2.
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Here we assume R j = 1 as before. Setting z j = eiθ j , the principal symbol is given by

σ(z, η) := 2k(η2
1 + η2

2)− 8η1η2 + 12(z−2
1 z2

2η
2
1 + z2

1z−2
2 η2

2).

Hence the condition σ(z, η) 6= 0 on T2 reads:

k − 4η1η2 + 6(η2
1t2 + η2

2t−2) 6= 0 ∀t ∈ C, |t| = 1 ∀η ∈ R2, |η| = 1.

If η1 = η2 we have η1 = η2 = ±1/
√

2 in view of |η| = 1. By substituting this into the
above equation we have, for t = eiθ

k − 2+ 6 cos 2θ 6= 0 0 ≤ θ ≤ 2π.

It follows that k 6∈ [−4, 8]. Similarly, if η1 = −η2 it follows that k 6∈ [−8, 4]. In case
η1 6= ±η2 we have

2i Im (η2
1t2 + η2

2t−2) = (η2
1 − η2

2)(t
2 − t−2) 6= 0, if t2 6= ±1.

Hence the imaginary part of k − 4η1η2 + 6(η2
1t2 + η2

2t−2) does not vanish.

If t2 = ±1, our condition can be written in k 6= 4η1η2 ± 6. Because −1/2 ≤
η1η2 ≤ 1/2 it follows that k 6∈ [−8,−4] and k 6∈ [4, 8]. Summing up the above we
obtain k < −8 or k > 8. Under the condition the operator on the torus is elliptic.
Especially, we remark that the same property holds in the mixed case k > 8.

We will extend these examples to more general equations. Because the problem is
an essentially linear problem we study a linear equation. We consider a Grushin type
operator

P =
∑

|α|≥m,|β|≤m

aαβxα
(
∂

∂x

)β
,

where aαβ ∈ R and m ≥ 1. For the sake of simplicity we assume R j = 1 ( j =
1, . . . , n). The principal symbol of the lifted operator of P on Tn is given by, with
eiθ = (eiθ1 , . . . , eiθn ) ∈ Tn ,

p(θ, ξ) =
∑

|α|≥m,|β|=m

aαβei(α−β)θξβ .

Let p0(ξ) be the averaging of p(θ, ξ) on Tn

p0(ξ) =
1

(2π)n

∫

Tn
p(θ, ξ)dθ =

∑

α

aααξ
α,

and define
Q(θ, ξ) = p(θ, ξ)− p0(ξ).

We assume that p0(ξ) is elliptic: there exist C > 0 and N > 0 such that

|p0(ξ)| ≥ C|ξ |m, for all ξ ∈ Rn, |ξ | ≥ N .
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We define the norm of ‖Q‖ as the sum of absolute values of all Fourier coefficients of
Q. We note that if ‖Q‖ is sufficiently small compared with C the lifted operator P on
the torus is elliptic.

We will show that P may be of mixed type in some neighborhood of the origin
for any C > 0. We assume that P is hyperbolic with respect to x1 at the point
x = r(1, 0, . . . , 0) for some small r > 0 chosen later. We note that this condition
is consistent with the ellipticity assumption. Indeed, in P all terms satisfying α = β

vanish at x = r(1, 0, . . . , 0) except for the term r m∂m
x1

. On the other hand there appears
the term ∑

|β|≤m,α=(α1,0,...,0),α1>m

aαβrα1∂βx

from P corresponding to α 6= β. We note that ∂m
x1

does not appear in the sum. There-
fore, by an appropriate choice of the sign of coefficients in the averaging part the hy-
perbolicity condition is satisfied. This is possible for any large C . Same argument is
valid if we consider near the other cordinate axis x j .

Next we study the type of P near x = r(1, . . . , 1). We can write the principal
symbol of i−m P as follows.

∑

|α|≥m,|β|=m

aαβr |α|ξβ = rm
∑

|α|=m,|β|=m

aαβξ
β +

∑

|α|>m,|β|=m

aαβr |α|ξβ

= rm


 ∑

|α|=m

aααξ
α +

∑

|α|=m,α 6=β
aαβξ

β


+

∑

|α|>m,|β|=m

aαβr |α|ξβ .

The averaging part in the bracket in the right-hand side dominates the second term
if |aαβ| is sufficiently small for α 6= β, namely if ‖Q‖ is sufficiently small. The
terms corresponding to |α| > m, |β| = m can be absorbed to the first term if r > 0
is sufficiently small. Therefore we see that P is elliptic near x = r(1, . . . , 1) for
sufficiently small r > 0. Hence P is of mixed type in some neighborhood of the
origin, while its blow up to the torus is elliptic. Summing up the above we have

THEOREM 1. Under the above assumptions, if ‖Q‖ is sufficiently small and if P
is hyperbolic with respect to x1 at the point x = r(1, 0, . . . , 0) for small r > 0 the
operator P is of mixed type near the origin, while its blowing up to the torus is elliptic.

In the following sections we will construct a parametrix for such operators.

3. Relation to a resolution

We will show that the transformation in the previous section can be introduced directly
via a resolution of singularities as follows. First we give a definition of a resolution in
a special case.

Let CP1 be a complex projective space and let p : C2 \ O → CP1 be a fibration
of a projective space. Denote the graph of p by 0 ⊂ (C2 \ O) × CP1. The set 0 can
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be regarded as a smooth surface in C2 × CP1. The projection π1 : C2 × CP1 → C2

maps 0 onto C2 \ O homeomorphically. The closure of the graph 0 of the map p in
C2 × CP1 is the surface 01 = 0 ∪ (O × CP1).

Indeed, let (x, y) be the coordinate in C2, and let u = y/x be the local coordinate
of CP1. Then (x, y, u) is a local coordinate of C2×CP1. 0 is given by y = ux, x 6= 0,
and 01 is given by y = ux . This is obtained by adding O × CP1 to 0.

We can show the smoothness of 01 by considering the second coordinate
(x, y, v), x = vy. The projection π2 : C2 × CP1 → CP1 foliate 01 with a family
of lines.

DEFINITION 1. The procedure from C2 to 01 is called the blowing up to O×CP1.

EXAMPLE 3. Consider three lines intersecting at the origin O, y = αx , y = βx ,
y = γ x . By y = ux , these lines are given by x = 0, u = α, u = β, u = γ . In 01 they
intersect with CP1 at different points.

We cosider the case y = x2, y = 0. By blowing up we see that u = x, u = 0, x = 0
on 01. Indeed, y = 0 is 0 = ux , and y = x 2 is ux = x2. Hence we are lead to the
above case.

In the case x2 = y3, by setting x = vy we have v2 = y and y = 0. Hence we are
reduced the above case.

Grushin type operators

Let us consider a Grushin type operator.

P =
∑

|α|=|β|
aαβ yα

(
∂

∂y

)β
.

For the sake of simplicity we assume that aαβ are constants. We make the blowing up

y j = z j t, j = 1, . . . , n

where t is a variable which tends to zero and z j ( j = 1, 2, . . . , n) are variables which
remain non zero when t → 0. By introducing these variables we study the properties
of P.

EXAMPLE 4. In the case of an Euler operator
∑n

j=1 y j
∂
∂y j

, we obtain

n∑

j=1

y j
∂

∂y j
= t

∂

∂ t
=

n∑

j=1

z j
∂

∂z j
.

If we introduce z j = exp(iθ j), the right hand side is elliptic on a Hardy space on the
torus. On the other hand in the radial direction t , it behaves like a Fuchsian operator.
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If we assume that t is a parameter we have

∂

∂z j
= ∂y j

∂z j

∂

∂y j
= t

∂

∂y j
.

Noting that |α| = |β| we obtain

yα∂βy = zα t |α|t−|β|∂βz = zα∂βz .

Hence P is transformed to the following operator on the torus

P̂ =
∑

|α|=|β|
aαβzα

(
∂

∂z

)β
.

This is identical with the operator introduced in the previous section if we set z j = eiθ j .

4. Ordinary differential operators

Consider the following ordinary differential operator

p(t, ∂t) =
m∑

k=0

ak(t)∂
k
t ,

where ∂t = ∂/∂ t and ak(t) is holomorphic in � ⊂ C. For the sake of simplicity, we
assume � = {|t| < r}, where (r > 0) is a small constant. We consider the following
map

p : O(�) 7→ O(�).

The operator p is singular at t = 0. Therefore, instead of considering at the origin
directly we lift p onto the torus T = {|t| = r}. In the following we assume that r = 1
for the sake of simplicity. The case r 6= 1 can be treated similarly if we consider the
weighted space.

Let L2(T) be the set of square integrable functions on the torus, and define the
Hardy space H 2(T) by

H 2(T) := {u =
∞∑

−∞
uneinθ ∈ L2; un = 0 for n < 0}.

H 2(T) is closed subspace of L2(T). Let π be the projection on L2(T) to H 2(T).
Namely,

π

( ∞∑

−∞
uneinθ

)
=
∞∑

0

uneinθ .

In this situation, the correspondence between functions on the torus and holomorphic
functions in the disk is given by

O(�) 3
∞∑

0

unzn ←→
∞∑

0

uneinθ ∈ H 2(T).
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By the relation t∂t 7→ Dθ the lifted operator on the torus is given by

p̂ =
∑

k

ak(e
iθ )e−ikθ Dθ (Dθ − 1) · · · (Dθ − k + 1),

where we used tk∂k
t = t∂t(t∂t − 1) · · · (t∂t − k + 1). By definition we can easily see

that π p̂ = p̂.

For a given equation Pu = f in some neighborhood of the origin we consider
p̂û = f̂ on the torus, where f̂ (θ) = f (eiθ ). If we obtain a solution û =∑∞0 uneinθ ∈
H 2(T) of p̂û = f̂ , u := ∑∞0 untn is a holomorphic extension of û into |t| ≤ 1. The
function Pu− f is holomorphic in the disk |t| ≤ 1, and vanishes on its boundary since
p̂û = f̂ . Maximal principle implies that Pu = f in the disk, i.e, u is a solution of
a given equation. Clearly, the maximal principle also implies that if the solution on
the torus is unique, the analytic solution inside is also unique. Hence it is sufficient to
study the solvability of the equation on the torus.

Reduced equation on the torus

Define 〈Dθ 〉 by the following

〈Dθ 〉u :=
∑

n

un〈n〉einθ , 〈n〉 = (1+ n2)1/2.

This operator also operates on the set of holomorphic functions in the following way

〈t∂t 〉u := (1+ (t∂/∂ t)2)1/2u =
∑

un〈n〉zn .

We can easily see that

Dθ (Dθ − 1) · · · (Dθ − k + 1)〈Dθ 〉−k = Id + K ,

where K is a compact operator on H 2.

It follows that since 〈Dθ 〉−m is an invertible operator we may consider p̂〈Dθ 〉−m

instead of p̂. Note that p̂〈Dθ 〉−m = π p̂〈Dθ 〉−m , and the principal part of p̂〈Dθ 〉−m is
am(eiθ )e−imθ . Hence, modulo compact operators we are lead to the following operator

(∗) πam(e
iθ )e−imθ : H 2 7→ H 2.

Indeed, the part with order< m is a compact operator if 〈Dθ 〉−m is multiplied.

The last operator contains no differentiation, and the coefficients are smooth. It
should be noted that although am(t) vanishes at t = 0, am(eiθ ) does not vanish on the
torus.

DEFINITION 2. We call the operator (∗) on H 2(T) a Toeplitz operator. The func-
tion am(eiθ ) is called the symbol of a Toeplitz operator.
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5. Riemann-Hilbert problem and solvability

DEFINITION 3. A rational function p(z) := a(z)z−m is said to be Riemann-Hilbert
factorizable with respect to |z| = 1 if the following factorization

p(z) = p−(z)p+(z),

holds, where p+(z), being holomorphic in |z| < 1 and continuous up to the boundary,
does not vanish in |z| ≤ 1, and p−(z), being holomorphic in |z| > 1 and continuous
up to the boundary, does not vanish in |z| ≥ 1.

The factorizability is equivalent to saying that the R–H problem for the jump func-
tion p and the circle has a solution.

EXAMPLE 5. We consider p(z) := a(z)z−m (a(0) 6= 0) (m ≥ 1). Let a(z) be a
polynomial of order m + n (n ≥ 1). Then we have

p(z) = c(z − λ1) · · · (z − λm)(z − λm+1) · · · (z − λm+n)z
−m

= c(1− λ1

z
) · · · (1− λm

z
)(z − λm+1) · · · (z − λm+n),

where λ j ∈ C. We can easily see that p is Riemann-Hilbert factorizable with respect
to the unit circle if and only if

(RH ) |λ1| ≤ · · · ≤ |λm | < 1 < |λm+1| ≤ · · · ≤ |λm+n|.

THEOREM 2. Suppose that (RH) is satisfied. Then the kernel and the cokernel of
the map (∗) vanishes.

Proof. We consider the kernel of (∗). By definition, πpu = 0 is equivalent to

p(eiθ )u(eiθ ) = g(eiθ ),

where g consists of negative powers of eiθ . If |λ j | < 1 the series (1 − λ j e−iθ )−1

consists of only negative powers of eiθ . Hence, if (1 − λ j e−iθ )U(eiθ ) = F(eiθ ) for
some F consisting of negative powers it follows that U(eiθ ) = (1− λ j e−iθ )−1 F(eiθ )

consists of negative powers. By repeating this argument we see that

(z − λm+1) · · · (z − λm+n)u(z), z = eiθ

consists of only negative powers. On the other hand, since this is a polynomial of z we
obtain u = 0.

Next we study the cokernel. Let f ∈ H 2(T) be given. For the sake of simplicity
we want to solve

(
1− λ1e−iθ

) (
eiθ − λ2

)
u(eiθ ) ≡ f (eiθ ) modulo negative powers,
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where |λ1| < 1 < |λ2|. Hence we have

(
eiθ − λ2

)
u(eiθ ) ≡

(
1− λ1e−iθ

)−1
f = f+ + f− ≡ f+

modulo negative powers. Here f+ (resp. f−) consists of Fourier coefficients of non-
negative (resp. negative) part. Hence, we have

(
eiθ − λ2

)
u(eiθ ) = f+.

The solution is given by u(eiθ ) = (eiθ − λ2)
−1 f+ . Hence the cokernel vanishes. This

ends the proof.

6. Index formula of an ordinary differential operator

We will give an elementary proof of an index formula. (Cf. Malgrange, Komatsu,
Ramis). Let � ⊂ C be a bounded domain satisfying the following condition.

(A.1) There exists a conformal map ψ : Dw = {|z| < w} 7→ � such that ψ can be
extented in some neighborhood of Dw = {|z| ≤ w} holomorphically.

Let w > 0, µ ≥ 0, and define

Gw(µ) = {u =
∑

n

unxn; ‖u‖2 :=
∑

n

(|un|
wnn!

(n − µ)! )
2 <∞},

where (n−µ)! = 1 if n−µ ≤ 0. Clearly, Gw(µ) is a Hilbert space. Define Aw(µ) as
the totality of holomorphic functions u(x) on � such that u(ψ(z)) ∈ Gw(µ) .

Consider an N × N (N ≥ 1) matrix-valued differential operator

P(x, ∂x ) = (pi j (x, ∂x)),

where pi j is holomorphic ordinary differential operator on �. For simplicity, we as-
sume that there exist real numbers νi , µ j (i, j = 1, . . . , N) such that

ord pi j ≤ µ j − νi , ord pii = µi − νi .

Hence

(1) P(x, ∂x ) :
N∏

j=1

Aw(−µ j) −→
N∏

j=1

Aw(−ν j ).

If we write

pi j (x, ∂x) =
µ j−νi∑

k=0

ak(x)∂
k
x , ak(x) ∈ O(�)



Riemann–Hilbert problem 195

we obtain, by the substitution x = ψ(z)

p̃i j (z, ∂z) =
∑

k=µ j−νi

ak(ψ(z))ψ
′(z)−k∂k

z + · · · .

Here the dots denotes terms of order< µ j − νi , which are compact operators.

Define a Toeplitz symbol Q�(z) by Q�(z) := (q�i j (z)). Here

(2) q�i j (z) = aµ j−νi (ψ(z))(zψ
′(z))νi−µ j .

Then we have

THEOREM 3. Suppose (A.1). Then the map (1) is a Fredholm operator if and only
if

(3) det Q�(z) 6= 0 for ∀z ∈ C, |z| = w.

If (3) holds the Fredholm index of (1), χ(:= dimC Ker P − codimCIm P) is given by
the following formula

(4) −χ = 1

2π

∮

|z|=w
d(log det Q�(z)),

where the integral is taken in counterclockwise direction.

Proof. Suppose (3). We want to show the Fredholmness of (1). For the sake of
simplicity, we suppose that µ j − νi = m, i.e., ord pi j = m. If we lift P onto the torus
and we multiply the lifted operator on torus with 〈Dθ 〉−m we obtain an operator πQ�

on H 2 modulo compact operators. It is easy to show that πQ� on H 2 is a Fredholm
operator. (cf. [3]). Because the difference of these operators are compact operators the
lifted operator is a Fredholm operator.

In order to see the Fredholmness of (1) we note that the kernel of the operator on
the boundary coincides with that of the operator inside (under trivial analytic extension)
because of a maximal principle. The same property holds for a cokernel. Therefore the
Fredholmness of the lifted operator implies the Fredholmness of (1).

Conversely, assume that (1) is a Fredholm operator. We want to show (3). By the
argument in the above we may assume that the operator πQ� on H 2 is a Fredholm
operator. For the sake of simplicity, we prove in the case N = 1, a single case.

We denote πQ� by T . Let K be a finite dimensional projection onto K er T . Then
there exists a constant c > 0 such that

‖T f ‖ + ‖K f ‖ ≥ c‖ f ‖, ∀ f ∈ H 2.

It follows that

‖πQ�πg‖ + ‖πKπg‖ + c‖(1− π)g‖ ≥ c‖g‖, ∀g ∈ L2.
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Let U be a multiplication operator by eiθ . Then we have

‖πQ�πUng‖ + ‖πKπU ng‖ + c‖(1− π)U ng‖ ≥ c‖U ng‖, ∀g ∈ L2.

Because U preserves the distance we have

‖U−nπQ�πUng‖ + ‖πKπU ng‖ + c‖U−n(1− π)U ng‖ ≥ c‖g‖, ∀g ∈ L2.

The operator U−nπUn is strongly bounded in L2 uniformly in n. We have

U−nπUng→ g

strongly in L2 for every trigonometric polynomial g. Therefore it follows that
U−nπUng→ g strongly in L2. Thus U−n(1− π)U ng converges to 0 strongly, and

U−nπQ�πUng = U−nπUn Q�U−nπUng→ Q�

in the strong sense. On the other hand, because U n converges to 0 weakly πKπU ng
tends to 0 strongly by the compactness of K . It follows that

‖Q�g‖ ≥ c‖g‖

for every g ∈ L2. If Q� vanishes at some point t0, there exists g with support in some
neighborhood of t0 with norm equal to 1. This contradicts the above inequality. Hence
we have proved the assertion.

Next we will show the index formula (4). For the sake of simplicity, we assume that
w = 1 and Q�(z) is a rational polynomial of z, namely

Q�(z) = c(z − λ1) · · · (z − λm)(z − λm+1) · · · (z − λm+n)z
−k .

Here
|λ1| ≤ · · · ≤ |λm | < 1 < |λm+1| ≤ · · · ≤ |λm+n|.

We can easily see that the right-hand side of (4) is equal to m − k. We will show that
the Fredholm index of the operator

πQ� : H 2→ H 2

is equal to k −m. Because (z − λm+1) · · · (z − λm+n) does not vanish on the unit disk
the multiplication operator with this function is one-to-one on H 2. We may assume
that Q�(z) = (z − λ1) · · · (z − λm)z−k .

We can calculate the kernel and the cokernel of this operator by constructing a
recurrence relation. Let us first consider the case Q�(z) = (z − λ)z−k (|λ| < 1). By
substituting u =∑∞n=0 unzn into

π(z − λ)z−ku = 0
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we obtain

(z − λ)z−k
∞∑

n=0

unzn =
∞∑

n=0

(un−1 − λun)z
n−k ≡ 0,

modulo negative powers of z. By comparing the coefficients we obtain the following
recurrence relation

uk−1 − ukλ = 0, uk − λuk+1 = 0, . . .

Here u0, u1, . . . uk−2 are arbitrary. Suppose that uk−1 = c 6= 0. Then we have

uk = c/λ, uk+1 = c/λ2, . . .

Because the radius of convergence of the function u constructed from this series is< 1,
u is not in the kernel. Therefore, the kernel is k − 1 dimensional.

Next we want to show that the cokernel is trivial, namely the map is surjective.
Consider the following equation

π(z − λ)z−ku = f =
∞∑

n=0

fnzn.

By the same arguement as in the above we obtain

uk−1 − ukλ = f0, uk − λuk+1 = f1, uk+1 − λuk+2 = f2, . . .

By setting
u0 = u1 = · · · = uk−2 = 0,

we obtain, from the above recurrence relations

uk−1 = λuk + f0 = f0 + λ f1 + λ2uk+1 = f0 + λ f1 + λ2 f2 + λ3uk+2 + · · ·

= f0 + λ f1 + λ2 f2 + λ3 f3 + · · ·
The series in the right-hand side converges because |λ| < 1. Similarly we have

uk = λuk+1 + f1 = f1 + λ f2 + λ2uk+2 = f1 + λ f2 + λ2 f3 + λ3uk+3 + · · ·

= f1 + λ f2 + λ2 f3 + λ3 f4 + · · · .
The series also converges. In the same way we can show that u j ( j = k − 1, k, k +
1, . . .) can be determined uniquely. Hence the map is surjective. It follows that Ind =
k − 1. This proves the index formula. The general case can be treated in the same way
by solving a recurrence relation.

We give an alternative proof of this fact. We recall the following facts.

The operator πz−k has exactly k dimensional kernel given by the basis
1, z, . . . , zk−1. The map π(z − λ) (|λ| < 1) has one dimensional cokernel. Indeed,
the equation (z − λ)∑ unzn = 1 does not have a solution in H 2 because we have
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u0 = −1/λ, u1 = (−1/λ)2, u2 = (−1/λ)3, ..., which does not converge on the torus.
These facts show the index formula for particular symbols.

In order to show the index formula for general symbols we recall the following
theorems.

THEOREM 4 (ATKINSON). If A : H 2 → H 2 and B : H 2 → H 2 are Fredholm
operators B A is a Fredholm operator with the index

Ind B A = Ind B + Ind A.

THEOREM 5. For the Toeplitz operators πq : H 2→ H 2 and πp : H 2→ H 2 the
operator π(pq)− (πp)(πq) is a compact operator.

These theorems show that the index formula for Q� is reduced to the one with
symbols given by every factor of the factorization of Q�.

7. Riemann-Hilbert problem - Case of 2 variables

We start with

DEFINITION 4. A function a(θ1, θ2) =
∑
η aηeiηθ on T 2 := S × S, S = {|z| = 1}

is Riemann-Hilbert factorizable with respect to T 2 if there exist nonvanishing functions
a++, a−+, a−−, a+− on T 2 with (Fourier) supports contained repectively in

I := {η1 ≥ 0, η2 ≥ 0}, I I := {η1 ≤ 0, η2 ≥ 0},

I I I := {η1 ≤ 0, η2 ≤ 0}, I V := {η1 ≥ 0, η2 ≤ 0}
such that

a(θ1, θ2) = a++a−+a−−a+−.

THEOREM 6. Suppose that the following conditions are verified.

(A.1) σ (z, ξ) 6= 0 ∀z ∈ T2, ∀ξ ∈ R2
+, |ξ | = 1,

(A.2) ind1 σ = ind2 σ = 0,

where

ind1 σ =
1

2π i

∮

|ζ |=1
dz1 logσ(ζ, z2, ξ),

and ind2 σ is similarly defined. Then σ(z, ξ) is R–H factorizable.

Here the integral is an integer-valued continuous function of z2 and ξ , which is
constant on the connected set T2 × {|ξ | = 1}. Hence it is constant.
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Proof. Suppose that (A1) and (A.2) are verified. Then the function log a(θ) is well
defined on T2 and smooth. By Fourier expansion we have

log a(θ) = b++ + b−+ + b−− + b+−

where the supports of b++, b−+, b−−, b+− are contained in I , I I , I I I , I V , respec-
tively. The factorization

a(θ) = exp(b++) exp(b−+) exp(b−−) exp(b+−)

is the desired one. This ends the proof.

REMARK 3. The above definition can be extended to a symbol of a pseudodiffer-
ential operator a = a(θ1, θ2, ξ1, ξ2). We assume that the factors a++, a−+, a−−, a+−
are smooth functions of ξ , in addition.

8. Riemann-Hilbert problem and construction of a parametrix

In this section we give a rather concrete construction of a parametrix of an operator
reduced on the tori under the R–H factorizability.

Let L2(T2) be a set of square integrable functions, and let us define subspaces H1,
H2 of L2(T2) by

H1 :=



u ∈ L2; u =

∑

ζ1≥0

uζ eiζθ



 , H2 :=



u ∈ L2; u =

∑

ζ2≥0

uζ eiζθ



 .

We note that H 2(T2) = H1 ∩ H2. We define the projections π1 and π2 by

π1 : L2(T2) −→ H1, π2 : L2(T2) −→ H2.

Then the projection π : L2(T2)→ H 2(T2) is, by definition, equal to π1π2. We define
a Toeplitz operator T+· and T·+ by

T+· := π1a(θ, D) : H1 −→ H1, T·+ := π2a(θ, D) : H2 −→ H2.

If the Toeplitz symbols of these operators are Riemann-Hilbert factorizable it follows
that T+· and T·+ are invertible modulo compact operators, and their inverses (modulo
compact operators) are given by

(5) T−1
+· = π1a−1

++a−1
+−π1a−1

−+a−1
−−π1, T−1·+ = π2a−1

++a−1
−+π2a−1

+−a−1
−−π2,

where the equality means the one modulo compact operators.

THEOREM 7. Let a(θ, D) be a pseudodifferential operator on the torus. Suppose
that a(θ, D) is R–H factorizable. Then the parametrix R of πa(θ, D) is given by

(6) R = π(T−1
+· + T−1·+ − a(θ, D)−1),

where a(θ, D)−1 is a pseudodifferential operator with symbol given by a(θ, ξ)−1.
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These facts are essentially proved in [9] under slightly different situation. We give
the proof for the reader’s convenience. In the following A ≡ B means that A and B
are equal modulo compact operators.

Proof of (5). By comparing the principal symbol of both sides we obtain a(θ, D) ≡
a++a−+a−−a+−.

T+·π1a−1
++a−1

+−π1a−1
−+a−1

−−π1 ≡ π1a++a−+a−−a+−π1a−1
++a−1

+−π1a−1
−+a−1

−−π1

≡ π1a−+a−−a++a+−a−1
++a−1

+−π1a−1
−+a−1

−−π1

+π1a−+a−−a++a+−(I − π1)a
−1
++a−1

+−π1a−1
−+a−1

−−π1 ≡ π1a−+a−−π1a−1
−+a−1

−−π1,

where we used
(I − π1)a

−1
++a−1

+−π1 = 0.

Therefore, the right-hand side is equal to

π1a−+a−−a−1
−+a−1

−−π1 + π1a−+a−−(I − π1)a
−1
−+a−1

−+π1

and hence≡ π1. Here we used π1a−+a−−(I − π1) = 0. Similarly, we can show

π1a−1
++a−1

+−π1a−1
−+a−1

−−π1T+· ≡ π1.

This ends the proof.

Proof of (6). Noting that π = π1π2 we have

πT−1
+· πaπ = πT−1

+· π1π2aπ = πT−1
+· π1aπ − πT−1

+· π1(I − π2)aπ

≡ π − πa−1
++a−1

+−π1a−1
−+a−1

−−π1(I − π2)aπ

= π − πa−1
++a−1

+−(π1π2 + π1(I − π2))a
−1
−+a−1

−−π1(I − π2)aπ.

Similarly, we have

πT−1·+ πaπ = πT−1·+ π1π2aπ = πT−1·+ π2aπ − πT−1·+ π2(I − π1)aπ

≡ π − πa−1
++a−1

−+π2a−1
+−a−1

−−π2(I − π1)aπ

= π − πa−1
++a−1

−+(π1π2 + π2(I − π1))a
−1
+−a−1

−−π2(I − π1)aπ.

On the othe hand, since a−1a ≡ I we have

−πa−1πaπ = −πa−1π1π2aπ ≡ −π − πa−1(π1π2 − I )aπ.

By using

π1π2 − I = π1(π2 − I )+ (π1 − I )π2 − (π1 − I )(π2 − I )
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we have
−πa−1πaπ ≡ −π1π2 − π1π2a−1π1(π2 − I )aπ

−πa−1(π1 − I )π2aπ + πa−1(π1 − I )(π2 − I )aπ.

Combining these relations

RT ≡ π − πa−1
++a−1

+−(π + π1(I − π2))a
−1
−+a−1

−−π1(I − π2)aπ

−πa−1
++a−1

−+(π + π2(I − π1))a
−1
+−a−1

−−π2(I − π1)aπ

−πa−1π1(π2 − I )aπ − πa−1(π1 − I )π2aπ + πa−1(π1 − I )(π2 − I )aπ.

We note
π + π1(I − π2) = I − (π1 − I )(π2 − I )− π2(I − π1),

π + π2(I − π1) = I − (π1 − I )(π2 − I )− π1(I − π2).

It follows that
RT − π ≡ πa−1

++a−1
+−((π1 − I )(π2 − I )

+π2(I − π1))a
−1
−+a−1

−−π1(I − π2)aπ + πa−1(π1 − I )(π2 − I )aπ

+πa−1
++a−1

−+ ((π1 − I )(π2 − I )+ π1(I − π2)) a−1
+−a−1

−−π2(I − π1)aπ.

In order to show that the right-hand side operators are compact operators we will show
that the operators

πϕ(π1 − I )(π2 − I ), π2(I − π1)ϕπ1(I − π2), π1(I − π2)ϕπ2(I − π1)

are compact. Here ϕ is an appropriately chosen smooth function. In order to show this
let

u =
∑

α

uαeiαθ ∈ L2, ϕ(ξ) =
∑

β

ϕβ(ξ)e
iβθ

be the Fourier expansion of u ∈ L2 and ϕ ∈ C∞, respectively. Because ϕ(θ, D)
is order zero pseudodifferential operator the Fourier coefficients of ϕβ(ξ) is rapidly
decreasing in ξ when |β| → ∞. Therefore

πϕ(π1 − I )(π2 − I )u =
∑

µ=α+β∈I


 ∑

α+β=µ,α∈I I I

ϕβ(µ)uα


 eiµθ .

Because µ ∈ I and −α ∈ I by the definition of I and I I I , β satisfies that |β| =
|µ− α| ≥ |µ|. It follows that, for all n ≥ 1 and µ

|µ|n
∑

α+β=µ,α∈I I I

|ϕβ(µ)||uα| ≤
∑
|β|n|ϕβ(µ)||uα| <∞.

Indeed, |ϕβ(µ)||β|n is bounded in µ and β. It follows that the Fourier coefficients
converge uniformly in u ∈ L2. Thus πϕ(π1 − I )(π2 − I ) is a compact operator. The
compactness of other operators are proved similarly. Hence R is a left regularizer. We
can similarly show that R is a right regularizer. This ends the proof.
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9. Solvability in two dimensional case

Let f be a formal power series, and k = ord f be the order of f , namely the least
degree of monomials which constitute f . Hence it follows that ∂αx f (0) 6= 0 for some

|α| = k and ∂βx f (0) = 0 for all |β| ≤ k − 1. For a polynomial u0 of ord u0 = 4 we
define f0 = M(u0). Then we have

THEOREM 8. Let n = 2. Suppose that (A.1) and (A.2) are verified. Then there
exist r > 0 and an integer N ≥ 4 depending only on u0 and the equation such that, for
every g ∈ WR satisfying ‖g‖R < r , ord g ≥ N the equation (MA)

(M A) M(v + u0) := det(vxi x j + (u0)xi x j ) = f0(x)+ g(x) in �,

has a unique solution v ∈ WR such that ord v ≥ N.

REMARK 4. The conditions (A.1) and (A.2) are invariant if we replace R with Rρ
(0 < ρ < 1). By taking R small, if necessary, we may assume ‖g‖R < r . Hence the
solution exists in some neighborhood of the origin.

Proof. We linearize M

M(u0 + v) = M(u0)+ πPv + R(v),

where R(v) is a remainder. It follows that

(∗) πPv + R(v) = g on WR(T
n).

By the argument in the preceeding section there exists a parametrix S of πP. Indeed,
we have SπP = π + R, where R is an operator of negative order. It follows that the
norm of R on the subspace of WR with order greater than N can be made arbitrarily
small if N is sufficiently large. It follows that SπP = π + R is invertible on the
subspace of WR with order greater than N for sufficiently large N . Therefore if N is
sufficiently large and if the order of g is greater than N we can solve (∗) by a standard
iteration. Hence, if ‖g‖R is sufficiently small (∗) has a unique solution v.

Let v̂ be an analytic extension of v to DR . The function

M(u0 + v̂)− f0 − g

is holomorphic in DR , and vanishes on the Silov boundary of DR . By the maximal
principle, we have

M(u0 + v̂) = f0 + g in DR .

Hence we have the solvability.

Uniqueness. Suppose that there exist two solutions w1 and w2 to (MA) such that
‖w j‖ ≤ ε for small ε. We blow up the equation to Tn . By the uniqueness of the
operator on the boundary we have w1 = w2 on Tn . By the maximal principle we have
w1 = w2 in DR .
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We consider two examples in Section 2. We use the same notations as in Section 2.

EXAMPLE 6. The condition (A.1) reads

2+ (k − 8)η1η2 6= 0 for all η ∈ R2
+, |η| = 1.

This is equivalent to k > 4. We can easily see that (A.2) holds if k > 4. The condition
is weaker than the ellipticity condition in Section 2 because we work on a Hardy space.
The same is true in the next example.

EXAMPLE 7. By the same argument as before we can verify that (A.1) is equivalent
to k < −6 or k > 8. We can easily verify (A.2) for ξ = (0, 1) under these conditions.

Convergence of all formal power series solutions We give an application of The-
orem 8. Kashiwara-Kawai-Sjöstrand ([5]) gave a subclass of linear Grushin operators
for which all formal power series solutions converge. Here we give a class of nonlinear
operators for which all formal power series solutions converge.

THEOREM 9. Assume (A.1) and (A.2). Then, for every g holomorphic in some
neighborhood of the origin such that ord g > 4 all formal power series solutions of
(MA) of the form u = u0 + w, ordw > 4 converge in some neighborhood of the
origin.

Proof. Let w =∑∞j=5w j be any formal solution of (MA) for ord g ≥ 5, where w j is
a polynomial of homogenous degree j . Let k be an integer determined later, and set
w = w0 +U , where w0 =

∑k
j=5w j , ord U ≥ k + 1. Determine h by M(u0 + w0) =

f0 + h, and write the equation in the form

M(u0 +w0 +U) = f0 + h + g − h.

The order of g−h can be made arbitrarily large if k is sufficiently large. It follows from
Theorem 8 that, if k is sufficiently large the formal power series solution U is uniquely
determined by g − h. The condition (A.1) and (A.2) are invariant if we replace u0
with u0 + w0. By Remark 4 the above equation has a unique analytic solution. By the
uniqueness of a formal solution U converges.

10. Solvability in general independent variables

For a given u0(x) holomorphic in some neighborhood of the origin such that ord u0 = 4
we set f0(x) = M(u0) := det((u0)xi x j ). For an analytic g(x) (ord g ≥ 5) we study the
equation

(M A) M(u0 + v) = f0(x)+ g(x).

By the argument in Section 2 M may be of mixed type at u = u0, while its blow up
onto the torus is elliptic. If we can construct a parametrix of the reduced operator on the
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torus of the linearized operator of (M A) the argument in the case of two independent
variables can be applied to the case of general independent variables. Therefore, in
order to show the solvability we construct a parametrix.

Let P be the linearized operator of M(u) at u = u0

P := Mu0 =
∑

|α|≤m

(∂M/∂zα)(x, u0)∂
α
x ≡

∑

α,|α|≤m

aα(x)∂
α
x ,

where m ∈ N, and aα(x) is holomorphic in some neighborhood of the origin. We
define the symbol σ(z, ξ) of the reduced operator on tori by

σ(z, ξ) :=
∑

|α|≤m

aα(z)z
−α pα(ξ)〈ξ 〉−m ,

where z j = R j eiθ j , 〈ξ 〉 = (1+|ξ |2)1/2 and pα(ξ) =
∏n

j=1 ξ j (ξ j−1) · · · (ξ j−α j+1).

REMARK 5. By elementary calculations we can show that

σ(z, ξ)〈ξ 〉m = (z1 · · · zn)
−2 det

(
ξ j ξk + z j zku0

x j xk
(z)
)
− f0(z).

We will not use the concrete expression in the following argument.

We decompose σ(z, ξ) as follows

σ(z, ξ) = σ ′(ξ)+ σ ′′(z, ξ),

where σ ′(ξ) =
∫
Tn σ(Reiθ , ξ)dθ is the average over Tn . We assume

(B.1) there exist constant c ∈ C, |c| = 1 and K > 0 such that

Re cσ ′(ξ) ≥ K > 0 for all ∀ξ ∈ Zn
+.

Then we have

THEOREM 10. Assume (B.1). Then there exists K0 such that for every K ≥ K0 the
reduced operator of P on Tn has a parametrix on WR(T

n).

Proof. We lift the operator P < Dx >
−m to the torus. Its symbol is given by σ(z, ξ).

We have, for u ∈ WR(T
n)

‖(I − εcπσ)u‖R = ‖π(1− εcσ)u‖R ≤ ‖(1− εcσ)u‖`1
R
.

Here we used the boundedness of π : `1
R → `1

R,+. If we can prove that

‖(1− εcσ)u‖`1
R
< ‖u‖`1

R
= ‖u‖R
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we have ‖(I − εcπσ)u‖R < ‖u‖R . Thus εcπσ = I − (I − εcπσ) is invertible on
WR(T

n), and πσ is invertible. Indeed, it follows from (B.1) that there exists K1 > 0
such that if K > K1 we have

Re cσ(z, ξ) = Re cσ ′(ξ)+ Re cσ ′′(z, ξ) > K − K1, ∀z ∈ Tn, ∀ξ ∈ Zn
+.

Hence, if ε > 0 is sufficiently small we have

‖1− εcσ(·, ξ)‖L∞ < 1− ε(K − K1), ∀ξ ∈ Zn
+.

From this estimate we can prove the desired estimate (cf. [12]).

11. Solvability of a homology equation

We want to linearize an analytic singular vector field at a singular point via coordinate
change. The transformation satisfies a so-called homology equation

Lu = R(x + u), L =
n∑

j=1

λ j x j
∂

∂x j
,

where x = (x1, . . . , xn), and R(y) is an analytic function of y given by the vector
field, and λ j are eigenvalues of the linear part of the vector field. Here we assume that
the vector field is semi-simple. We say that the Poincaré condition is satisfied if the
convex hull of all λ j in the complex plane does not contain the origin. Let us apply
our arguement to this equation. By a blowing up we obtain a nonlinear equation on
H 2(Tn). Then we have

PROPOSITION 1. The Poincaré condition holds if and only if the lifted operator of
L to H 2(Tn) is elliptic.

Proof. The latter condition reads:
∑n

j=1 λ j ξ j 6= 0 ∀ξ ∈ Rn
+, |ξ | = 1. One can easily

see that Poincaré condition implies the condition. Conversely, if the ellipticity hols we
obtain the Poincaré condition. This ends the proof.

We remark that, by the solvability on tori we can prove the so-called Poincaré’s
theorem.

Next we think of the simultaneous reduction of a system of d vector fields {X ν}ν
whose eigenvalues of the linear parts are given by λνj ( j = 1, . . . , n) (ν = 1, . . . , d).
By the same way as before we are lead to the system of equations

Lµu = Rµ(x + u), Lµ =
n∑

j=1

λ
µ
j x j

∂

∂x j
, µ = 1, . . . , d.
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Define λ j := (λ1
j , . . . , λ

d
j ), j = 1, . . . , n and

0 :=





n∑

j=1

ξ jλ j ; ξ j ≥ 0, ξ2
1 + · · · + ξ2

n 6= 0



 .

We say that a system of vector fields satisfies a simultaneous Poincaré condition if 0
does not contain the origin. Set ξ = (ξ1, . . . , ξn). Then the condition can be written in

∀ξ ∈ Rn
+ \ 0, ∃k (1 ≤ k ≤ d) such that

n∑

j=1

λk
j ξ j 6= 0.

This is equivalent to saying that the lifted operator on tori is an elliptic system.

12. Analysis of equations containing a large parameter

Let p(x, ∂x) be a pseudodifferential operator of order m with polynomial coefficients,
and let q(x) be a rational function. For a given analytic f we consider the asymptotic
behaviour when λ→∞ of the solution u of the equation

(7) (p(x, ∂x)+ λ2q(x))u = f (x).

By the substitution x 7→ eiθ = (eiθ1, . . . , eiθn ) we obtain an equation on Tn.

(p(eiθ , e−iθ Dθ )+ λ2q(eiθ ))u = f (eiθ ).

We consider the case n = 1. Set z = eiθ and define

σ(z, ξ, λ) := p(z, z−1ξ)+ λ2q(z).

Assume the uniform R-H factorization condition

(U RH ) σ (z, ξ, λ) 6= 0 for ∀z ∈ T, ∀(ξ, λ) ∈ R2
+, ξ

2 + λ2 = 1,

1

2π i

∫

|z|=1
dz logσ(z, ξ, λ) = 0 ∃(ξ, λ) ∈ R2

+, ξ
2 + λ2 = 1.

Let ‖ · ‖s be a Sobolev norm. We recall that ord f is the least degree of monomials
which constitute f . Then we have

THEOREM 11. Let s > 0, and assume (URH). Then there exists N ≥ 1 such that
for any f satisfying ord f ≥ N (7) has a unique solution u. Moreover, there exists
C > 0 such that the estimate

‖u‖s+mq ≤ λ−2p(C‖ f ‖s + C−1‖u‖0)

holds for all λ > 0, where p + q = 1, 0 ≤ p ≤ 1.
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Proof. We consider the principal part and we neglect the lower order terms. Write

πσ(z, z−1 Dθ , λ) = (Dm
θ + λ2)π(Dm

θ + λ2)−1σ(z, z−1 Dθ , λ).

Then π(Dm
θ + λ2)−1σ(z, z−1 Dθ , λ) is uniformly invertible for λ > 0 by virtue of

(URH). The estimate for Dm
θ + λ2 follows from direct computation.

We consider the case n = 2. We define σ(z, ξ, λ) (z ∈ T2) as in the above, and we
assume

(U RH ) σ (z, ξ, λ) 6= 0 for ∀z ∈ T, ∀(ξ, λ) ∈ R3
+, |ξ |2 + λ2 = 1,

1

2π i

∫

|z|=1
dz j logσ(z, ξ, λ) = 0, for j = 1, 2, ∃(ξ, λ) ∈ R3

+, |ξ |2 + λ2 = 1.

Under these conditions the operator π(|Dθ |m + λ2)−1σ(z, Dθ , λ) has a regularizer.
Therefore, it can be transformed to |Dθ |m + λ2 modulo compact operators. By solving
the transformed equation via Fourier method we obtain the same estimate as n = 1.

REMARK 6. If λ moves in a sector, λ = ρeiα (θ1 ≤ α ≤ θ2) we can treat (7)
similarly if we replace q with e2iαq in (URH).
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