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Abstract. Through the triality of SO(8,C), we study three interrelated homogeneous basis
of the ring of invariant polynomials of Lie algebras, which give the basis of three Hitchin
fibrations, and identify the explicit automorphisms that relate them.
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1 Introduction

This paper is dedicated to the study of the effect of triality on the ring of ad-invariant polynomials
on the Lie algebra so(8), through the perspective of Hitchin systems. Although this result can
be deduced through topological methods (e.g., via the formulae for the Pontrjagin and Euler
classes of the spin bundles on an orientable, spinnable 8-manifold [16]) we would like to take
here a perspective we have not found elsewhere, and which fits naturally within the study of
Higgs bundles.

Triality. An avatar of triality is triality of vector spaces, which is given by a trilinear form
ρ : V1 × V2 × V3 → R that is non-degenerate in the sense that fixing any two non-zero vectors
yields a non-zero linear functional in the third entry. Put differently, fixing a non-zero vector
yields a duality of the two remaining vector spaces, i.e., a non-degenerate bilinear form in the
usual sense. Vector spaces that are connected via triality can be (non-canonically) identified
with a fixed vector space V which is a division algebra. To see this, consider two non-zero
vectors e1 ∈ V1, and e2 ∈ V2. Then, ρ induces isomorphisms V2

∼−→ V ∗
3 and V1

∼−→ V ∗
3 , and thus

one can identify these spaces with a vector space V . The trilinear form can then be dualized
to a map V × V → V that we shall call multiplication, and the non-degeneracy states precisely
that each multiplication has both a left- and a right-inverse, turning V into a division algebra.

The upshot of the above perspective is that triality is a very rigorous phenomenon and over
the real numbers it can only appear for vector spaces of dimensions 1, 2, 4 and 8. Across these
notes, we are interested in that of dimension 8, where the three vector spaces in question are
the vector representation ∆0 and the two irreducible spin representations ∆1 and ∆2 of Spin(8),
all of which are 8-dimensional. The spin representations are self-dual, and so the trilinear form
connecting these vector spaces can be seen as the homomorphism ∆0×∆1 → ∆2 that is obtained
by restricting the action of the Clifford algebra Cliff(8) to the vector space ∆0 ≃ R8 = Cliff1(8)
of degree 1 elements. In terms of the trilinear form ρ, triality of Spin(8) means that for every
g ∈ Spin(8) there exist unique g1, g2 ∈ Spin(8) such that for all vi ∈ ∆i one has that

ρ(v0, v1, v2) = ρ(gv0, g1v1, g2v2). (1.1)
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Higgs bundles and the Hitchin fibration. When considering triality between vector spaces and
groups, it is natural to ask about its consequences on different mathematical objects defined
through those groups and vector spaces. In this paper, we shall ask this question in relation to
Higgs bundles, which were introduced by Hitchin in 1987 for the general linear group [12], and
whose “classical” definition is the following:

Definition 1.1. A Higgs bundle on a compact Riemann surface Σ is a pair (E,Φ) for a holo-
morphic vector bundle E on Σ, and the Higgs field Φ ∈ H0(Σ,End(E)⊗K), where K = T ∗Σ.

This definition can be generalized to encompass principal GC-bundles, for GC a complex
semi-simple Lie group [13], which shall be consider across this paper.

Definition 1.2. A GC-Higgs bundle on a compact Riemann surface Σ is a pair (P,Φ) where P is
a principal GC-bundle over Σ, and the Higgs field Φ is a holomorphic section of the vector bundle
adP ⊗C K, for adP the vector bundle associated to the adjoint representation and K = T ∗Σ.

When GC ⊂ GL(n,C), a GC-Higgs bundle gives rise to a Higgs bundle in the classical
sense, with some extra structure reflecting the definition of GC. In particular, classical Higgs
bundles are given by GL(n,C)-Higgs bundles. Through what is known as the non-abelian
Hodge correspondence [5, 7, 12, 20, 23] and the Riemann–Hilbert correspondence, Higgs bundles
manifest themselves as both flat connections and surface group representations, fundamental
objects in contemporary mathematics, and closely related to theoretical physics.

By imposing stability conditions, one may form the moduli space MGC of GC-Higgs bundles,
which in turn has a natural fibration associated to it, the Hitchin fibration. The Hitchin fibration
can be defined through a choice of a homogeneous basis {pi}ki=1 for the algebra of invariant poly-
nomials of the Lie algebra gc of GC, of degrees {di}ki=1. Then, the Hitchin fibration, introduced
in [13], is given by

h : MGC −→ Agc :=
k⊕

i=1

H0
(
Σ,Kdi

)
, (1.2)

(E,Φ) 7→ (p1(Φ), . . . , pk(Φ)). (1.3)

The map h is referred to as the Hitchin map: it is a proper map for any choice of basis of
invariant polynomials [13], and the space Agc is known as the Hitchin base.1

It is important to note that through the Hitchin fibration, MGC gives examples of hyperkähler
manifolds which are integrable systems [13], leading to remarkable applications in physics. More-
over, Hausel–Thaddeus [10] related Higgs bundles to mirror symmetry, and with Donagi–Pantev
presented MGC as a fundamental example of mirror symmetry for Calabi–Yau manifolds, whose
geometry and topology continues to be studied [6]. More recently, Kapustin–Witten [15] used
Higgs bundles and the Hitchin fibration to obtain a physical derivation of the geometric Lang-
lands correspondence through mirror symmetry. Soon after, Ngô found the Hitchin fibration
a key ingredients when proving the fundamental lemma in [17].

Summary of our work. Inspired by the triality induced between three Hitchin fibrations
through the triality of Lie groups, Lie algebras and their rings of invariant polynomials, we
dedicate this short note to fill a gap we found in the literature when looking for explicit descrip-
tions of correspondences between homogenous bases of the rings of invariant polynomials of Lie
algebras arising from the triality of SO(8,C). We shall be concerned here with the action of
the triality automorphism on the corresponding moduli spaces of Higgs bundles, which has been
previously studied by other authors both from a string theory perspective (e.g., see the work of
Aganagic–Haouzi–Shakirov [1] on triality for Coulomb and Higgs branches and related papers)

1Notice that the base depends only on the Lie algebra gc as indicated by the notation.
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as well as from a mathematics perspective (see the work by Anton Sancho [2] and Garcia-Prada–
Ramanan [9]). An automorphism of a Dynkin diagram does not determine a unique lift to an
automorphism of the connected, simply-connected complex Lie group it defines. Indeed, it is
known that in the case of Spin(8,C) there are two options up to conjugation by an inner auto-
morphism [24]. In particular, these can be chosen so that the fixed locus is either G2 or SL(3,C)
(e.g., see [2, 9]).

We will restrict our attention here to a lift corresponding to G2: using a particular lift
σ : so(8) → so(8) of the triality automorphism, we shall study the effect on the base of the
Hitchin system explicitly (that is, in a particularly convenient basis). In a different direction,
the fixed locus inside the moduli space of Higgs bundles can be described on general grounds
via [9]. The present work is organized as follows: in Section 2 we shall give an overview of the
group-theoretic construction of triality. Then, in Section 3 we introduce the particular triality
automorphism σ of Spin(8), which whilst not difficult to prove, had not been stated in the
literature before:

Proposition 1.3 (= Proposition 3.1). The natural map G2 → Spin(8) induced by triality is
obtained by combining the action of

M :=
1

2


−1 −1 −1 −1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1


on all seven quadruples giving the 28-dimensional Lie algebra so(8) in (3.1), defining an auto-
morphism σ of so(8) that preserves the Lie bracket, and whose fixed subalgebra is isomorphic
to g2, the Lie algebra of G2.

Our main interest lies in the study of the above action on different homogeneous bases
of the ring of invariant polynomials of Lie algebras, since those describe the base of Hitchin
fibrations. We hence dedicate Section 4 to study the action of the triality automorphism σ
described in Proposition 3.1 on the algebra of invariant polynomials of so(8). To this end,
recall that a particular choice of basis is given by the four polynomials p1(M) = Tr

(
M2
)
,

p2(M) = Tr
(
M4
)
, p3(M) = Tr

(
M6
)
and Pf(M), where the latter denotes the Pfaffian. We

then prove the following:

Theorem 1.4 (= Theorem 4.1). Under the order 3 automorphism σ of so(8) in Proposition 3.1,
the basis of C[so(8)]SO(8) transforms as

Tr
(
σ(M)2

)
= Tr

(
M2
)
,

Tr
(
σ(M)4

)
=

3

8
Tr
(
M2
)2 − 1

2
Tr
(
M4
)
− 12Pf(M),

Pf(σ(M)) = − 1

64
Tr
(
M2
)2

+
1

16
Tr
(
M4
)
− 1

2
Pf(M),

Tr
(
σ(M)6

)
=

15

64
Tr
(
M2
)3 − 15

16
Tr
(
M2
)
· Tr

(
M4
)
− 15

2
Tr
(
M2
)
· Pf(M) + Tr

(
M6
)
.

Finally, we conclude the manuscript with some directions of further research for which we
envisage the present results shall prove very useful.

2 Triality of so(8,C)

We shall recall here how triality appears for the complex Lie algebra so(8,C) and the associated
simply-connected Lie group Spin(8,C) from a few different perspectives, which will become useful
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across these notes. The group Out(g) of outer automorphisms of a Lie algebra is the symmetry
group of its Dynkin diagram, which for the case at hand is the group S3 of permutations
on 3 letters. In particular, these automorphisms permute the three 8-dimensional irreducible
representations of Spin(8) which are given by the vector representation ∆0 (modelled on C8)
and two chiral spin representations ∆i for i = 1, 2.

2.1 Triality via the octonions

We shall start by describing the compact real group G2 as the group of algebra morphisms
of the octonions O, the maximal real finite-dimensional division algebra. The octonions form
a non-associative, non-commutative unital algebra that is real 8-dimensional. We recall here
some of its properties that are needed for our study of triality on Higgs bundles, following [25],
which the reader may want to consult for details.

The starting point is a particular basis {e0 = 1, e1, . . . , e7} for which e2i = −1 (i ̸= 0) and
eiej = −ejei (0 ̸= i ̸= j ̸= 0). The multiplication of octonions is then completely described by
the relations encoded in the Fano plane (see Figure 1). Here, the bottom line for instance reads
e5 · e2 = e3 and cyclic permutations thereof. Note that (e1, e2, e4) also forms an ordered colinear
triple in this way.

Figure 1. The Fano plane captures multiplication of octonions.

The Fano plane is encoding subalgebras: there is a canonical subalgebra isomorphic to R,
which is span{e0}. Moreover, every vertex ei of the diagram identifies a subalgebra span{e0, ei}
isomorphic to C, and every ordered colinear triple (ei, ej , ek) gives a subalgebra span{e0, ei, ej , ek}
isomorphic to the quaternions H. Furthermore, every ei (i ̸= 0) sits on exactly three lines, which
in the setting of Figure 1 are, for indices taken mod 7, given by

(ei, ei+1, ei+3), (ei, ei+2, ei+6), (ei, ei+4, ei+5). (2.1)

Rotating the Fano plane by 2π/3 induces an (order 3) automorphism of O given by e0 7→ e0
and ei 7→ e2i where i ∈ {1, . . . , 7} is taken mod 7. Note that there are also natural order 2 auto-
morphisms given by reflection along one of the central axes, but these have to be accompanied
by a sign flip for certain elements to accommodate the correct direction of the arrows. Similar
to the quaternions, for ai ∈ R and x ∈ O, the octonions come equipped with

� a conjugation a0 +
∑7

i=1 aiei = a0 −
∑7

i=1 aiei,

� a real part Re(x) = 1
2(x+ x),

� an inner product
(∑

aµeµ,
∑

bνeν
)
=
∑

aµbµ = Re
(
(
∑

aµeµ) · (
∑

bνeν)
)
,

� the induced norm |x| =
√
(x, x).

The group G2 is the group of algebra automorphisms of the octonions, i.e.,

G2 := {α ∈ AutR(O) |α(xy) = (αx)(αy) ∀x, y ∈ O}.
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The above condition implies in particular that any α ∈ G2 obeys (αx, αy) = (x, y) and hence
realises G2 as a closed subgroup of

O(8) = O(O) = {α ∈ AutR(O) | (αx, αy) = (x, y) ∀x, y ∈ O}.

In particular, G2 is compact. It is easy to see that it acts trivially on the real part of the
octonions (as a morphism of algebras it preserves the unit: α1 = 1), and that the action can be
restricted to its orthogonal complement O′ = span{e1, . . . , e7}, where αei = −αei (i = 1, . . . , 7),
so that G2 is really a subgroup of

O(7) = {α ∈ O(O) |α1 = 1}.

2.2 Outer automorphisms of Spin(8)

The assignment σi : g 7→ gi from equation (1.1) is an automorphism that is in fact outer. Recall
that an inner automorphism of a group G is an automorphism coming from conjugation by some
group element h, i.e., g 7→ h · g · h−1 =: Ch(g). Inner automorphisms form a normal subgroup
Inn(G) of the group Aut(G) whose quotient is the group of outer automorphisms

Out(G) := Aut(G)/ Inn(G).

Inner automorphisms (by definition) leave the center Z(G) of G invariant and in fact for a simple
Lie group G, Inn(G) is naturally isomorphic to Gad = G/Z(G), the adjoint form of the group.
If G is additionally simply-connected, Out(G) is the symmetry group of its associated Dynkin
diagram which here is Out(Spin(8)) ≃ S3, the group of permutations on 3 elements, as shown
in Figure 2.

Figure 2. The Dynkin diagram D4 presenting its exceptional symmetries, and the two foldings

f1 : so(8) ; sp(6), and f2 : so(8) ; G2.

Of fundamental importance to us will be the principle of infinitesimal triality [25, Theo-
rems 1.3.5 and 1.3.6], which is the infinitesimal version of (1.1):

Proposition 2.1. Every D1 ∈ so(8) determines a unique triple (D1, D2, D3) ∈ so(8)3 such that

(D1x)y + x(D2y) = D3(xy)

for all x, y ∈ O. Furthermore, D2 = σ(D1), D3 = η(D1) where σ and η are outer automorphisms
of so(8) such that σ3 = η2 = 1 = (ησ)2. In particular, σ and η are generators for S3 =
Out(so(8)).

The external nodes of the Dynkin diagram correspond to the fundamental representations
∆0, ∆1, ∆2 of so(8) (all of which are 8-dimensional), and these are permuted by outer au-
tomorphisms, e.g., by σ1 and σ2 as defined by σi : g 7→ gi in equation (1.1). The center of
Spin(8) is Z2 × Z2, which has three elements ω0, ω1, ω2 of order two, such that each ωi spans
the kernel of ∆i. Quotienting Spin(8) by one central Z2 to SO(8) breaks the S3 symmetry to
Z2 ≃ Out(SO(8)).

Remark 2.2. The above order 2 automorphism of SO(8) can be represented by conjugation by
an element M ∈ O(8) of determinant −1. Conversely, the outer automorphism of SO(8) lifts to
an automorphism of Spin(8) which fixes ω0 and interchanges ω1 and ω2.
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2.3 Folding and fixed point loci

The reader should note that the fact that G2 is the fixed point locus of an automorphism of
Spin(8) that is not inner is no coincidence, as we will explain on the level of Lie algebras in what
follows. Recall that any simple, multiply-laced Lie algebra can be realized as the fixed point set
of an outer automorphism of a simply-laced Lie algebra. Concretely one has the following:

� The B-series Bn = so(2n − 1) is the fixed point locus of the outer automorphism X 7→
η−1Xη of so(2n) = Dn, where η = diag(−1, 1, 1, . . . , 1) ∈ O(2n) has det η = −1.

� Let Ω be a non-degenerate, skew-symmetric form of rank 2n, and recall that sp(2n) is
isomorphic to the Lie algebra of (2n × 2n)-matrices X for which ΩX + XTΩ = 0, in
other words X = Ω−1

(
−XT

)
Ω. The assignment X 7→ Ω−1

(
−XT

)
Ω defines an outer

automorphism of sl(2n) = A2n−1 that is not inner and whose fixed point locus is the Lie
algebra sp(2n) = Cn.

� Finally, F4 is a Lie subalgebra of E6 which is the fixed locus of an outer automorphism,
e.g., see [25, Section 3.7].

Of course, different lifts of an outer automorphism to an actual automorphism may have
non-isomorphic fixed loci. A more invariant notion is that of a folding of a Dynkin diagram of
a Lie algebra, which for completion we shall briefly recall here. Outer automorphisms of a Lie
algebra g are in bijection with symmetries of its underlying Dynkin diagram, hence an outer
automorphism σ acts on the simple roots {ri}i∈I via permutation. Let [i] ∈ [I] denote the set
of orbits in I under σ, and let

α[i] :=
∑

j : [j]=[i]

αj .

Then, one can see that the set {α[i]}[i]∈[I] is the set of simple roots for a (typically not simply-
laced) Lie algebra gσ as long as σ does not exchange simple roots that share an edge in the Dynkin
diagram (which excludes in particular the outer automorphism of the Dynkin diagram A2n). This
new algebra is called the folded or orbit Lie algebra [8]. In particular, an orbit Lie algebra admits
no natural map to the original Lie algebra, but it is Langlands dual to the Lie algebra obtained
by taking fixed points. Finally, we should note that it is a standard result that the following
foldings occur [22]:

� the series A2n−1 folds onto Bn (n ≥ 2),

� the series Dn folds onto Cn−1 (n ≥ 3) under an order 2 automorphism,

� E6 folds onto F4,

� D4 folds onto G2 under the order 3 automorphism.

3 Triality as an automorphism

In order to understand the appearance of triality via Higgs bundles and the Hitchin fibration, we
shall define these subgroups as fixed points of an automorphism to which we turn our attention
now, and whose action on the moduli space of Higgs bundles will be studied in the following
sections. Recall that the Lie algebra of Spin(8) is given by

so(8) = so(O) = {D ∈ HomR(O) | (Dx, y) + (x,Dy) = 0 ∀x, y ∈ O}

with a basis {Gi,j | 0 ≤ i < j ≤ 7} defined through

Gi,jej = ei, Gi,jei = −ej , Gi,jek = 0, k ̸= i, j.
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It is a 28-dimensional Lie algebra that admits a vector space decomposition into seven 4-
dimensional vector spaces with bases

{G0,i, Gi+1,i+3, Gi+2,i+6, Gi+4,i+5}, (3.1)

where i ∈ {1, . . . , 7}, and the indices different from 0 and 7 are understood mod 7. Notice in
particular the resemblance with equation (2.1). In this setting, the folding f1 : so(8) ; sp(6)
is exhibited by taking the fixed locus of an order 2 automorphism, which yields a subalgebra
isomorphic to so(7). The desired sp(6) is then its Langlands dual, and it is in this sense that
folding is dual to taking fixed loci.

In order to understand the action of f2, consider the linear action of the matrix

M :=
1

2


−1 −1 −1 −1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

 (3.2)

on the four-dimensional subspaces from equation (3.1), for which one can show the following:

Proposition 3.1. The natural inclusion G2 ↪→ Spin(8) is obtained by combining the action of M
from equation (3.2) on all seven quadruples in equation (3.1), which defines an automorphism

σ : so(8) → so(8), (3.3)

that preserves the Lie bracket and whose fixed subalgebra is so(8)σ ∼= g2, the Lie algebra of G2.

Proof. It is straightforward to check that M2 = MT and that M3 = 14, i.e., M is of order 3
and so is σ. The fact that it preserves the Lie bracket is a (somewhat tedious, yet straightforward)
computation that can be done on the distinguished basis {Gi,j} and can be found in [25, Lem-
ma 1.3.2].

The proof that the fixed subalgebra is isomorphic to g2 is similarly convoluted and can also
be found in [25, Lemma 1.4.2], where it is again worked out using the particular basis {Gi,j}.
It crucially uses the infinitesimal principle of triality : D ∈ so(8) is fixed by σ and η from
Proposition 2.1 if and only if

D ∈ g2 = Lie(G2) = der(O) = {D : (Dx)y + x(Dy) = D(xy) ∀x, y ∈ O}.

From this perspective, the true difficulty lies in showing that the two definitions of σ agree
(which can only be done in the basis that the definition requires) [25]. ■

Remark 3.2. It is straightforward to see that dim
(
so(8)σ

)
= 14, since the +1-eigenspace of M

is 2-dimensional. Using this, together with the facts that g2 = 14 and that the fixed locus of
a non-trivial automorphism of so(8) is isomorphic to either g2 or su(3), one might be inclined to
use a dimensional argument to conclude the final piece of Proposition 3.1. However, one would
still need to check that σ is indeed an outer automorphism, which is in itself a difficult task
(even after knowing that σ is of order 3).

Remark 3.3. The principle of infinitesimal triality gives the particular lift σ that we consider
a very geometric and intrinsic meaning, and it is for this reason that throughout these notes we
call σ the triality automorphism, even though a different lift from the order-3 automorphism of
the underlying Dynkin diagram could rightfully be called “triality” as well.

Remark 3.4. The folding f2 : so(8) ; g2 is obtained by taking the fixed locus of an automor-
phism, followed by Langlands duality. Moreover, as before, folding does not give rise to a natural
map between the two Lie algebras.

Whilst we have studied above the compact real form G2, from now on we will care about its
complexification which by abuse of notation we will also denote G2.
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4 Triality and homogeneous invariant polynomials

Even though the foldings f1 and f2 do not give rise to natural maps of Lie algebras, they
remarkably lead to maps on the level of algebras of invariant polynomials, to which we turn our
attention now. For this, we shall first consider how the eigenvalues of matrices are transformed.

4.1 The choices of homogeneous basis

In order to choose the homogeneous basis of invariant polynomials which we shall be studying,
we shall look into how the Hitchin base for different GC-Hitchin systems are constructed, as
described in equation (1.2)–(1.3). Since we want to focus on the Lie theoretic aspect of the
research here, we shall not go into details on Hitchin systems: the interested reader can find
further details on Hitchin base in [13] for complex Lie groups, and in [18] for real Lie groups.
Moreover, recent applications and open questions in the topic can be found in [19]. In what
follows we take GC to be one of the complex Lie groups in Table 1 below.

Lie algebra g Lie group GC Compact real form u dim u

d4 SO(8,C) so(8) 28

b3 SO(7,C) so(7) 21

c3 Sp(6,C) sp(6) 21

g2 G2 g2 14

Table 1. The Lie groups and Lie algebras we consider.

Since we are looking to further our understanding of the effect of triality on Higgs bundles,
recall that an SO(8,C)-Higgs bundle on a compact Riemann surface Σ is a pair (E,Φ), for E
a rk 8 holomorphic vector bundle with a symmetric bilinear form (·, ·), and the Higgs field
Φ: E → E ⊗ T ∗Σ, which is a holomorphic map for which (Φv, w) = −(v,Φw). In local coordi-
nates, Φ(z) = M(z)dz is a holomorphic so(8)-valued 1-form whose eigenvalues we denote by ±λ1,
±λ2, ±λ3, ±λ4. We shall be interested on how the eigenvalues change under the action induced
by the automorphism σ. For ease of notation we shall denote by K := T ∗Σ. The characteristic
polynomial of the matrix valued map Φ defines a curve by considering the equation{

4∏
i=1

(
η2 − λ2

i

)
= 0

}
⊂ Tot(K). (4.1)

The coefficients ai ∈ H0
(
Σ,K2i

)
in equation (4.1) give a point in the Hitchin base. In order to

understand the transformation of this point under triality, it is useful to describe the polynomial
in equation (4.1) in terms of traces, which we can express as

η8 −

(
4∑

i=1

λ2
i

)
η6 +

∑
i<j

λ2
iλ

2
j

 η4 −

 ∑
i<j<k

λ2
iλ

2
jλ

2
k

 η2 +

(
4∏

i=1

λ2
i

)
. (4.2)

Since the action in Proposition 3.1 can be nicely described in terms of actions on traces and
Pfaffians, it is useful to describe the characteristic polynomial of equation (4.2) in terms of those
invariant polynomials, which can be done as follows

det(Φ− η · Id) = η8 −
(
1

2
Tr
(
Φ2
))

η6 +

(
1

4
Tr
(
Φ2
)2

+
1

8
Tr
(
Φ4
))

η4

+

(
1

48
Tr
(
Φ2
)3 − 6Tr

(
Φ2
)
Tr
(
Φ4
)
+ 8Tr

(
Φ6
))

η2 + Pf(Φ)2.
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Hence, a basis of invariant polynomials is given by the Pfaffian p4 = Pf(Φ) and

a1 =
1

2
Tr
(
Φ2
)
,

a2 =
1

4
Tr
(
Φ2
)2

+
1

8
Tr
(
Φ4
)
,

a3 =
1

48
Tr
(
Φ2
)3 − 6Tr

(
Φ2
)
Tr
(
Φ4
)
+ 8Tr

(
Φ6
)
.

4.2 The action on the homogeneous basis

In what follows, we shall consider the values of the invariant polynomials pi(M) = Tr
(
M2i

)
for

i = 1, 2, 3 as well as p4(M) = Pf(M) for so(8), as well as its Lie subalgebras so(7) and g2. Recall
that any M ∈ so(8) has eigenvalues that come in opposite pairs ±λi for i = 1, . . . , 4. For the Lie
subalgebras mentioned these restrictions become more severe: It is an easy exercise to see that
for M ∈ so(7), written in the 8-dimensional representation obtained by inclusion in so(8), two
of the eigenvalues must vanish. Moreover, for M ∈ g2 additionally the eigenvalues appear in
triples λ3 = λ1 + λ2 (for the correct choice of signs). This, together with the subsequent values
of the invariant polynomials is given in Tables 2–3, which will be used to describe the induced
triality morphism on the homogeneous basis of invariant polynomials for so(8).

g Eigenvalues Tr
(
M2
)

Tr
(
M4
)

so(8) ±λ1,±λ2,±λ3,±λ4 2
∑4

i=1 λ
2
i 2

∑4
i=1 λ

4
i

so(7) ±λ1,±λ2,±λ3, 0, 0 2
∑3

i=1 λ
2
i 2

∑3
i=1 λ

4
i

g2 ±λ1,±λ2,±(λ1 + λ2), 0, 0 4
(
λ2
1 + λ1λ2 + λ2

2

)
4
(
λ2
1 + λ1λ2 + λ2

2

)2
Table 2. Eigenvalues and invariant polynomials, where Tr

(
M4
)
= 1/4Tr

(
M2
)2

for M ∈ g2.

g Eigenvalues Tr
(
M6
)

Pf(M)

so(8) ±λ1,±λ2,±λ3,±λ4 2
∑4

i=1 λ
6
i λ1 · λ2 · λ3 · λ4

so(7) ±λ1,±λ2,±λ3, 0, 0 2
∑3

i=1 λ
6
i 0

g2 ±λ1,±λ2,±(λ1 + λ2), 0, 0 2
(
λ6
1 + λ6

2 + (λ1 + λ2)
6
)

0

Table 3. Eigenvalues and invariant polynomials.

The algebra of invariant polynomials for so(7) is given by C[so(7)]SO(7) and admits a basis
{p1, p2, p3} with pi(M) = Tr

(
M2i

)
as before, which gives rise to the natural map C[so(7)]SO(7) →

C[so(8)]SO(8). In terms of Hitchin systems, the mapAso(7) → Aso(8) is onto the part of the Hitchin
base whose preimage under the Hitchin map consists of Higgs bundles with vanishing Pfaffian,
or, equivalently, onto the fixed locus under an outer involution (induced by conjugation by
a matrix A ∈ O(8) with detA = −1). Recall that a choice of invariant bilinear form gives an
isomorphism Asp(6)

∼−→ Aso(7), just like it does for any pair of Langlands dual reductive groups,
and the two maps together yield the embedding of the base for the folded Lie algebra.

We shall now turn our attention to the more interesting case of g2 ↪→ so(8) as the fixed
locus of the triality automorphism. The following theorem establishes how the basis of invariant
polynomials transforms:

Theorem 4.1. Under the order 3 automorphism σ of so(8) in (3.3) induced from equation (3.2),
the basis {p1, p2, p3, p4} of C[so(8)]SO(8) transforms as

Tr
(
σ(M)2

)
= Tr

(
M2
)
,
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Tr
(
σ(M)4

)
=

3

8
Tr
(
M2
)2 − 1

2
Tr
(
M4
)
− 12Pf(M),

Pf(σ(M)) = − 1

64
Tr
(
M2
)2

+
1

16
Tr
(
M4
)
− 1

2
Pf(M),

Tr
(
σ(M)6

)
=

15

64
Tr
(
M2
)3 − 15

16
Tr
(
M2
)
· Tr

(
M4
)
− 15

2
Tr
(
M2
)
· Pf(M) + Tr

(
M6
)
.

Proof. The first identity is straightforward: The space of invariant polynomials of degree 2
is one-dimensional, and σ defines an action of Z3 on it, hence acts through multiplication by
a cubic root of unity. It is easy to see from the definition of σ that it acts purely real, hence
leaving Tr

(
M2
)
invariant.

For the other three polynomials one need to perform some further analysis. In order to
understand the action of σ, we shall consider the values of the invariant polynomials in terms
of the matrix entries of M = {Mij}. As for any antisymmetric matrix, the trace of its square is

Tr
(
M2
)
=
∑
i

(
M2
)
ii
=
∑
i,j

MijMji =
∑
i,j

−(Mij)
2 = −2

∑
i<j

M2
ij ,

where i, j, . . . = 0, . . . , 7 unless otherwise noted. Since M2 is itself symmetric, then

Tr
(
M4
)
=
∑
i,j

(
M2
)2
ij
= 2

∑
i<j

M4
ij + 4

∑
i<j<k

(
M2

ijM
2
ik +M2

ijM
2
jk +M2

ikM
2
jk

)
+ 8

∑
i<j<k<l

(
MijMikMjlMkl −MijMjkMklMil +MikMilMjkMjl

)
.

The expression for Tr
(
M6
)
is increasingly complicated, but can be calculated in a similar

fashion. Lastly, we can compute the Pfaffian from the expression of the determinant, see Figure 3,
to obtain

Pf(M) =
1

6 · 8
∑
η∈S7

sgn(η) ·M0η(1) ·Mη(2)η(3) ·Mη(4)η(5) ·Mη(6)η(7)

=
1

4! · 24
∑
η∈S8

sgn(η) ·Mη(0)η(1) ·Mη(2)η(3) ·Mη(4)η(5) ·Mη(6)η(7), (4.3)

where S7 (resp. S8) is the symmetric group on the letters {1, . . . , 7} (resp. on {0, . . . , 7}).

Figure 3. The Pfaffian Pf(M) =
√
detM .

One should note that the prefactor in the first line of equation (4.3) arises (compared to
Figure 3) from permuting the individual factors without the subscript 0 (alternatively, from
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imposing η(2) < η(4) < η(6)), as well as from ordering the individual subscripts by size using
Mij = −Mji (alternatively by imposing η(i) < η(i + 1) for i = 2, 4, 6), and similarly for the
second line.

Finally, recall that the automorphism σ acting on so(8) is induced from the linear action of
the matrix defined in equation (3.2) on the linear subspaces spanned for i ∈ {1, . . . , 7} mod 7 by

{M0,i,Mi+1,i+3,Mi+2,i+6,Mi+4,i+5}.

As an example, the first column of the transformed matrix X := σ(M) takes the form

1

2



0
M01 +M24 +M37 +M56

M02 +M35 +M67 −M14

M03 +M46 −M17 −M25

M04 +M12 +M57 −M36

M05 +M23 −M16 −M47

M06 +M15 +M34 −M27

M07 +M13 +M26 +M45


.

By degree reasons, Tr
(
X4
)
can be expressed as

Tr
(
X4
)
= A · Tr

(
M2
)2

+B · Tr
(
M4
)
+ C · Pf(M),

for some constants A, B, C which we shall determine next. To this end, note that Tr
(
X4
)
has

the following shape

Tr
(
X4
)
=

1

2

(
M4

01 +M4
02 + · · ·

)
+
(
M2

01M
2
02 +M2

01M
2
12 +M2

02M
2
12 + · · ·

)
+ 3
(
M2

01M
2
23 +M2

01M
2
24 + · · ·

)
+ 4
(
M01M12M23M03 −M02M03M12M13 ± · · ·

)
− 12

(
M01M23M45M67 −M02M13M45M67 ± · · ·

)
.

Since we know the coefficients for the similar terms in our basis, the constants A, B, C can be
determined from the (over-constrained) system, yielding

Tr
(
X4
)
=

3

8
Tr
(
M2
)2 − 1

2
Tr
(
M4
)
− 12Pf(M)

as in Theorem 4.1. In the same way, one can find the coefficients for Tr
(
X6
)
and Pf(X), though

the computations are even more lenghthy: For the Pfaffian, one first needs to find a closed
formula for taking the square-root of the determinant, while for Tr

(
X6
)
the linear system as

well as the individual expressions simply increase in size. ■

To understand the action of the order three automorphism on the basis of homogeneous
invariant polynomials, note that the transformations from Theorem 4.1 are most conveniently
encoded by the following matrix

T =


1 0 0 0
3/8 −1/2 −12 0

−1/64 1/16 −1/2 0
15/64 −15/16 −15/2 1

 .

The action on a basis for homogeneous invariant polynomials of degree 6 can thus be seen as
follows

Tr
(
σ(M)2

)3
Tr
(
σ(M)2

)
Tr
(
σ(M)4

)
Tr
(
σ(M)2

)
Pf(σ(M))

Tr
(
σ(M)6

)
 =


1 0 0 0
3/8 −1/2 −12 0

−1/64 1/16 −1/2 0
15/64 −15/16 −15/2 1




Tr
(
M2
)3

Tr
(
M2
)
Tr
(
M4
)

Tr
(
M2
)
Pf(M)

Tr
(
M6
)

 .
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Moreover, a reiterated action can be computed by powers of this transformation matrix T ,
through which we have

T 2 =


1 0 0 0
3/8 −1/2 12 0
1/64 −1/16 −1/2 0
15/64 −15/16 15/2 1

 ,

and T 3 = I since σ3 acts as the identity. Since σ acts linearly, the fixed locus is determined by
finding the eigenspace of an associated matrix, and we find the following:

Proposition 4.2. The space of invariant polynomials of SO(8,C) of degree six which are in-
variant under the induced action of the automorphism σ is two-dimensional and spanned by

Tr
(
M2
)3

and 5Tr
(
M2
)
Tr
(
M4
)
− 8Tr

(
M6
)
.

Proof. This is verified by computing the +1-eigenspace of T t. ■

The previous proposition is important because the algebra of invariant polynomials of G2 is
generated by two homogeneous polynomials, one of degree two and one of degree six. The image
of g2 inside of so(8) is contained in the set of matrices M with eigenvalues (0, 0,±η1,±η2,±η3)
such that η1+η2+η3 = 0, see [14]. In terms of this representation, the two generating invariant
polynomials take values

c1 = η21 + η22 + η23 and c3 = (η1η2η3)
2. (4.4)

The following Proposition explains their role with respect to the generating set {p1, p2, p3, p4}:

Proposition 4.3. The invariant polynomials p1, p2, p3, p4 of so(8) restrict to invariant poly-
nomials of g2. As invariant polynomials of g2 they relate to the generating polynomials c1, c3
via

c1 =
1

2
Tr
(
M2
)
=

1

2
p1,

c3 =
1

16
p31 − 5p1p2 + 8p3.

Proof. The invariant polynomials restrict by general arguments about subgroups, namely be-
cause

C[g2]G2 ↪→ C[so(8)]G2 ↠ C[so(8)]SO(8). (4.5)

The equations are readily verified using the description of g2 inside of so(8) from above, since one
can restrict them to matrices with eigenvalues (0, 0,±η1,±η2,±η3) such that η1+η2+η3 = 0. ■

Remark 4.4. Notice in particular that Propositions 4.2 and 4.3 verify that

C[g2]G2 ⊂
(
C[so(8)]SO(8)

)σ
as expected. Moreover, one can see that for a matrix M ∈ g2 ⊂ so(8) one has Pf(M) = 0 and

Tr
(
M4
)
= 1/2Tr

(
M2
)2
, which shows the opposite inclusion. Although not explicitly done, this

can also be deduced from [21, Section 8.8, p. 144]. Moreover, we are very thankful to one of
our reviewers who pointed out that equality of the two invariant rings is explicitly stated and
proved in [4, Corollary 2.2.3(ii)].
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4.3 Final remarks on further directions

We shall conclude this short note mentioning two directions in which the present results could
be useful for. However, to maintain our focus on the Lie theoretic aspect of the research, we
shall leave these questions to future work.

A natural question arising from Proposition 4.3 is to identify the image of AG2 → ASO(8)

appearing through equation (4.5). When considering this question one should note that the
action of σ on the group G = SO(8) requires a choice of splitting of the sequence 0 → Inn(G) →
Aut(G) → Out(G) → 0. This sequence is always split but not canonically so: A choice of
splitting is equivalent to a choice of Cartan and Borel for G. Further sources to investigate this
direction appear in [2, 9], and references therein. The action on MGC is independent of choices,
since any two representatives differ by conjugation, which via non-abelian Hodge theory acts
trivially on MGC .

Finally, with views towards applications within Langlands duality and mirror symmetry,
it is also natural to ask what the effect of triality is on Lagrangian subspaces of the moduli
space of Higgs bundles defined through other automorphisms, such as those used in [3, 11]. In
this direction, the reader might find of interest the work in [9, Section 10] where the authors
show how the triality automorphism moves in a cyclic way the moduli spaces of Higgs bundles
corresponding to three different realizations of the real forms SO0(3, 5) and SO0(1, 7).
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[2] Antón Sancho Á., Fibrados de Higgs y trialidad, Ph.D. Thesis, Universidad Complutense de Madrid, 2009.

[3] Baraglia D., Schaposnik L.P., Real structures on moduli spaces of Higgs bundles, Adv. Theor. Math. Phys.
20 (2016), 525–551, arXiv:1309.1195.

[4] Beck F., Donagi R., Wendland K., Folding of Hitchin systems and crepant resolutions, Int. Math. Res. Not.,
to appear, arXiv:2004.04245.

[5] Corlette K., Flat G-bundles with canonical metrics, J. Differential Geom. 28 (1988), 361–382.

[6] Donagi R., Pantev T., Langlands duality for Hitchin systems, Invent. Math. 189 (2012), 653–735,
arXiv:math.AG/0604617.

[7] Donaldson S.K., Twisted harmonic maps and the self-duality equations, Proc. London Math. Soc. 55 (1987),
127–131.

[8] Fuchs J., Schellekens B., Schweigert C., From Dynkin diagram symmetries to fixed point structures, Comm.
Math. Phys. 180 (1996), 39–97, arXiv:hep-th/9506135.
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